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Preface

This book is concerned with the production of energy that we all need in order to sustain
our living standards without, at the same time, harming the environment that makes life
possible and worth living. There is enough coal for the next hundreds of years, and the sun
pours onto the earth far more energy than we could ever need. The problem is to make it
available in usable form without devastating the Earth.
To tackle this problem, we have to consider all possible ways of obtaining energy and then
see how they affect the environment. We have to take into consideration their capacities,
their costs, their reliabilities and their safeties, because these considerations determine
whether they will be acceptable or not.
Other energy sources such as wind and the sun are also controversial. It is not easy at all to
evaluate the conflicting claims made by their optimistic supporters and to decide
whichenergy policy is the best.
It is extremely important in all these discussions to present energy resources and needs,
production capacities, costs and safety in a quantitative way, and to give some indication of
the reliability of the numbers quoted. The broad conclusion of the discussion on energy
supplies is that, providing that the population growth is moderate, we should have enough
energy worldwide to satisfy our basic needs. A much more difficult question is whether we
can do this without polluting our environment, which might seriously reduce quality of life.
This is the real question, and it should strongly influence our choice of energy sources.
Our hope is that this book provides facts about various competing technologies that are
necessary for making informed choices and for stimulating a rational debate. We doubt that
an immediate and international consensus will emerge out of such a debate but sincerely
hope that sufficient number of people will find common ground to work on and engage
even larger number of people to join them in addressing this crucial issue. Our book is
intended to instigate a quality discussion and decision-making, as communities and nations
prepare themselves to meet the future.
This book is a product of several authors and their extensive experience in research and
teaching on energy. In composing such a book, the authors assume that the reader has a
reasonable knowledge of the energy.
I would like to extend my thankfulness to the staff of the publisher, particularly Miss
Martina Blecicfor their consideration and helpfulness in the preparation of this book.

Cumhur Aydinalp
Uludag University

Bursa, Turkey
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Chapter 1

Exergy Analysis of 1.2 kW Nexa™ Fuel Cell Module

G. Sevjidsuren, E. Uyanga, B. Bumaa, E. Temujin,
P. Altantsog and D. Sangaa

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/50602

1. Introduction

There are two key problems with continued use of fossil fuels, which provide about 80% of
the world energy demand today. The first problem is that they are limited in amount and
sooner or later depleted. The second problem is that fossil fuels are causing serious environ‐
mental problems, such as global warming climate changes.

The fuel cell technology is friendly energy conversion with a high potential for environmental‐
ly. Fuel cells are ideally suited for applications that require electrical energy as the end. Fuel
cell systems operate at higher thermodynamic efficiency than heat engines and turbines.

The fuel cell converts chemical energy directly into electricity by combining oxygen from the
air with hydrogen gas without combustion. If pure hydrogen is used, the only material out‐
put is water and almost no pollutants are produced. Very low levels of nitrogen oxides are
emitted, but usually in the undetectable range. The hydrogen can be produced from water
using renewable energy forms like solar, wind, hydro or geothermal energy. Hydrogen also
can be extracted from hydrocarbons, including gasoline, natural gas, biomass, landfill gas,
methanol, ethanol, methane and coal-based gas.

Today, practical fuel cell systems are becoming available and are expected to attract a grow‐
ing share of the markets for automotive power and generation equipment as costs decrease
to competitive levels. Depending on the type of fuel cells, stationary applications include
small residential, medium-sized cogeneration or large power plant applications. In the mo‐
bile sector particularly low-temperature fuel cells, can be used for passenger vehicles, trains,
boats, and air planes [1-2].

Proton Exchange Membrane (PEM) fuel cell: Proton Exchange Membrane (PEM) fuel cells are
currently the most promising type of fuel cell for automotive use and have been used in the

© 2012 Sevjidsuren et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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majority of prototypes built to date. PEM fuel cells (membrane or solid polymer) typically
operated at relatively low temperatures (~50-100oC), have high power densities, can vary
their output quickly to meet shifts in power demand, and are suited for many applications.

PEM fuel cells used an electrolyte such as conducted hydrogen ions from the anode to cathode.
The electrolyte is composed of a solid polymer film that consists of a form acidified Nafion
membrane. The membrane is coated on both sides with highly dispersed metal alloy particles
(mostly platinum or platinum alloys) that are active catalysts. Hydrogen is fed to the anode
side of the fuel cell where, due to the effect of the catalyst, hydrogen atoms release electrons
and become hydrogen ions (protons). The electrons travel in the form of an electric current that
can be utilized before it returns to the cathode side of the fuel cell where oxygen is fed. The pro‐
tons diffuse through the membrane to the cathode, where the hydrogen atom is recombined
and reacted with oxygen to produce water, thus completing the overall process [3].

In this work, we will focus on the efficiency of a PEM fuel cell system at variable operating con‐
ditions such as working temperature, pressure and air stoichiometry. Determination of an ef‐
fective  utilization  of  a  PEM  fuel  cell  and  measuring  its  true  performance  based  on
thermodynamic laws are considered to be extremely essential. Thus, it would be very desira‐
ble to have a property to enable us to determine the work potential of a given amount of energy
at power plant. This property is exergy, which is also called the availability or available energy.

In an energy analysis, based on the first law of thermodynamics, all forms of energy are con‐
sidered to be equivalent. The loss of quality of energy is not taken into account.

An exergy analysis, based on the first and second law of thermodynamics, shows the ther‐
modynamic imperfection of a process, including all quality losses of materials and energy,
including the one just described. An energy balance is always closed as stated in the first
law of thermodynamics. There can never be an energy loss, only energy transfer to the envi‐
ronment in which case it is useless. From the second law of thermodynamics, the exergy
analysis of the irreversibility of a process due to increase in entropy. Exergy is always de‐
stroyed when a process involves a temperature change. This destruction is proportional to
the entropy increase of the system together with its surroundings. Therefore, exergy is a
property of the system–environment combination and not of the system alone.

Theoretically, the efficiency of a PEM fuel cell based on the first law of thermodynamics
makes no reference to the best possible performance of the fuel cell, and thus, it could be
misleading. On the other hand, the second law efficiency or exergetic efficiency of a PEM
fuel cell, which is the ratio of the electrical output over the maximum possible work output,
could give a true measure of the PEM fuel cell performance. Energy analysis performed on a
system based on the second law of thermodynamics is known as exergy analysis [4-8].

2. Exergy analysis of 1.2kW Nexa™ PEM fuel cell

Exergy analysis is a thermodynamic analysis technique based on the second law of thermo‐
dynamics, considering of all components and parametric in the system.

Clean Energy4

In particular, exergy analysis yields efficiencies which provide a true measure of how nearly
actual performance approaches the ideal, and identifies more clearly than energy analysis
the causes and locations of thermodynamic losses. Consequently, exergy analysis can assist
in improving and optimizing designs. A main aim of exergy analysis is to identify exergy
efficiencies and the causes of exergy losses. The exergy of a system is defined as the maxi‐
mum shaft work that can be done by the composite of the system and a specified reference
environment. Typically, the environment is specified by stating its temperature, pressure
and chemical composition.

Exergy efficiency:  Exergetic efficiency, which is defined as the second law efficiency, gives
the  true  value  of  the  performance  of  an  energy system from the  thermodynamic  view‐
point. The exergy efficiency of a fuel cell system is the ratio of the electrical output pow‐
er and actual exergy.

Actual exergy defined as difference between the exergy of the reactants (hydrogen + air)
and the exergy of the products (air + hydrogen). In the PEMFC module, a basic reaction
occurs as below.

H2 + Air→
H2O + UnusedAir(Oxygen depletedair)+
ElectricalPower + Heat

(1)

The exergy efficiency of a fuel cell system is the ratio of the power output, over the exergy of
the reactants (hydrogen + air), which can be determined [9-11] by following formula:

ηexergy  system = Electrical  output  power
Actual  exergy

ηexergy  system = Electrical  output  power
(Exergy)R − (Exergy)P

=
Ẇ elect

(Ė air ,R + Ė H 2,R) − (Ė air ,P + Ė H 2O ,P )

(2)

where: Ẇ elect  – electrical output power [kW]; Ė air ,R, Ė H 2,R
, Ė air ,P , Ė H 2O ,P  – total exergies of the

reactants [kW]; air and hydrogen, and the products air and water, respectively.

Electrical output power: The electrical power (gross power) production is the sum of the para‐
sitic load (i.e. the NEXA™ blower, compressor, and control system load) and the external
load (e.g. residential load).

Ẇ elect =Ẇ para + Ẇ net (3)

The external load (Ẇ net-net power) is calculated directly from the voltage and current meas‐
ured at the load.

Exergy Analysis of 1.2 kW Nexa™ Fuel Cell Module
http://dx.doi.org/10.5772/50602
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Ẇ net = Inet ⋅Vnet (4)

where:  Inet  -current  measured at  the  external  load  (A)  ,  Vnet  -voltage measured at  the  external
load (V ) .

Assuming all hydrogen is reacted, for every mole of hydrogen consumed, two moles of elec‐
trons become available. Using Faraday’s constant (F), the mass flow rate of hydrogen ṁH 2

and the number of cells in the stack, a theoretical current for the NEXA™ power module can
be found using following equation:

I Nexa =
2 ⋅ F ⋅ ṁH 2

47
(5)

The total theoretical electrical power output of the Nexa can be computed using the voltage
of the stack (V Nexa).

Ẇ elect = I Nexa ⋅V Nexa (6)

Parasitic loads are estimated as the difference between the primary load and the theoretical
electrical power calculated from fuel consumption because power consumption by the indi‐
vidual NEXA™ Sub systems was not measured.

Actual exergy: We already know it before, that the actual exergy is a difference between the
exergy of the reactants and the exergy of the products. So intend to calculate the actual exer‐
gy we must to know the sub exergies (total exergy). The total exergy of the reactants and the
products can be determined through the following equations:

Ė air ,R = ṁair ,R(exch + exph )air ,R (7)

Ė H 2,R
= ṁH 2,R(exch + exph )H 2,R (8)

Ė air ,P = ṁair ,P(exch + exph )air ,P (9)

Ė H 2O ,P = ṁH 2O ,P(exch + exph )H 2O ,P (10)

where: exph  - physical exergy kJ / kg  ; exch  - chemical exergy kJ / kg  ; ṁ – mass flow rates of the
reactants and products kg / s  .

Physical exergy: Physical exergy, known also as thermo mechanical exergy, is the work ob‐
tainable by taking the substance through reversible process from its initial state (T , P) to the
state of the environment (To, Po). The general expression of the physical exergy can be de‐
scribed as:

Clean Energy6

exph =(H −Ho)−To(S −So) (11)

where:H -enthalpy kJ / kg ;Ho-specific  enthalpy  at  standard  condition kJ / kg ;S-  entropy
kJ / kgK ;So-  specific  entropy  at  standard  condition kJ / kgK ;To-  ambient  standard  temperature

[K ];

The physical exergy of an ideal gas with constant specific heat cp and specific heat ratio k  can
be written as:

1

1 ln lno
o o o

k
k

ph p
T T Pex c T
T T P

-é ù
æ ö æ öê ú= - - +ç ÷ ç ÷ê úè ø è øê úë û

(12)

where: P  -pressure (atm), Po – standard pressure (atm).

Chemical exergy: The chemical exergy is associated with the released of chemical composition of
a system from that of the environment. Chemical exergy is equal to the maximum amount of
work obtainable when the substance under consideration is brought from the environmental
state (To, Po) to the dead state (To, Po, Ϛoi

) by processes involving heat transfer and exchange of

substances only with the environment. The specific chemical exergy at Po can be calculated by
bringing the pure component in chemical equilibrium with the environment.
The chemical exergy can be calculated from [11, 12] as:

exch =∑ xnech
n + RTo∑ xnlnxn (13)

where: xn - molar fraction of component n, ech
n  – standard chemical exergy kJ / kg ; R - universal

gas constant kJ / kmolK  .

The chemical exergies of gaseous fuels are computed from the stoichiometric combustion
chemical reactions. The standard chemical exergies of various fuels can found in the literature.

Mass flow rates of the products and the reactants: Depending on the power output (ṁelect), and a

fuel cell voltage (Vcell), and the stoichiometry of air(), the mass flow rates of the reactants and
the products in the fuel cell can be easily evaluated from the equations used by Larminie
and Dicks.

To calculate the mass flow rate of reactant air, we must to know the oxygen usage firstly.
From the basic operation of the fuel cell, we know that four electrons are transferred for
each mole of oxygen. So oxygen usage can be evaluated through the following equation:

Exergy Analysis of 1.2 kW Nexa™ Fuel Cell Module
http://dx.doi.org/10.5772/50602
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load (V ) .

Assuming all hydrogen is reacted, for every mole of hydrogen consumed, two moles of elec‐
trons become available. Using Faraday’s constant (F), the mass flow rate of hydrogen ṁH 2

and the number of cells in the stack, a theoretical current for the NEXA™ power module can
be found using following equation:

I Nexa =
2 ⋅ F ⋅ ṁH 2

47
(5)

The total theoretical electrical power output of the Nexa can be computed using the voltage
of the stack (V Nexa).

Ẇ elect = I Nexa ⋅V Nexa (6)

Parasitic loads are estimated as the difference between the primary load and the theoretical
electrical power calculated from fuel consumption because power consumption by the indi‐
vidual NEXA™ Sub systems was not measured.

Actual exergy: We already know it before, that the actual exergy is a difference between the
exergy of the reactants and the exergy of the products. So intend to calculate the actual exer‐
gy we must to know the sub exergies (total exergy). The total exergy of the reactants and the
products can be determined through the following equations:

Ė air ,R = ṁair ,R(exch + exph )air ,R (7)

Ė H 2,R
= ṁH 2,R(exch + exph )H 2,R (8)

Ė air ,P = ṁair ,P(exch + exph )air ,P (9)

Ė H 2O ,P = ṁH 2O ,P(exch + exph )H 2O ,P (10)

where: exph  - physical exergy kJ / kg  ; exch  - chemical exergy kJ / kg  ; ṁ – mass flow rates of the
reactants and products kg / s  .

Physical exergy: Physical exergy, known also as thermo mechanical exergy, is the work ob‐
tainable by taking the substance through reversible process from its initial state (T , P) to the
state of the environment (To, Po). The general expression of the physical exergy can be de‐
scribed as:
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exph =(H −Ho)−To(S −So) (11)

where:H -enthalpy kJ / kg ;Ho-specific  enthalpy  at  standard  condition kJ / kg ;S-  entropy
kJ / kgK ;So-  specific  entropy  at  standard  condition kJ / kgK ;To-  ambient  standard  temperature

[K ];

The physical exergy of an ideal gas with constant specific heat cp and specific heat ratio k  can
be written as:
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where: P  -pressure (atm), Po – standard pressure (atm).

Chemical exergy: The chemical exergy is associated with the released of chemical composition of
a system from that of the environment. Chemical exergy is equal to the maximum amount of
work obtainable when the substance under consideration is brought from the environmental
state (To, Po) to the dead state (To, Po, Ϛoi

) by processes involving heat transfer and exchange of

substances only with the environment. The specific chemical exergy at Po can be calculated by
bringing the pure component in chemical equilibrium with the environment.
The chemical exergy can be calculated from [11, 12] as:

exch =∑ xnech
n + RTo∑ xnlnxn (13)

where: xn - molar fraction of component n, ech
n  – standard chemical exergy kJ / kg ; R - universal

gas constant kJ / kmolK  .

The chemical exergies of gaseous fuels are computed from the stoichiometric combustion
chemical reactions. The standard chemical exergies of various fuels can found in the literature.

Mass flow rates of the products and the reactants: Depending on the power output (ṁelect), and a

fuel cell voltage (Vcell), and the stoichiometry of air(), the mass flow rates of the reactants and
the products in the fuel cell can be easily evaluated from the equations used by Larminie
and Dicks.

To calculate the mass flow rate of reactant air, we must to know the oxygen usage firstly.
From the basic operation of the fuel cell, we know that four electrons are transferred for
each mole of oxygen. So oxygen usage can be evaluated through the following equation:
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Oxygen usage = ṁO2
→

ṁO2
=

32 ⋅ 10−3 ⋅ Ẇ elect

4 ⋅ F ⋅ V cell
=8.29×10−8( Ẇ elect

V cell
) (14)

At standard atmospheric conditions, the air molar analysis (%) would be: 77.48 N2, 20.59 O2,
0.03 CO2 and 1.9 H2O. Therefore molar proportion of air that is oxygen is approximately
0.21, and the molar mass of air is 28.97⋅10-3 kg mol-1. So the air inlet flow rate or mass flow
rate of reactant air can be evaluated through the following equation:

Air  inlet  flow rate = ṁair ,R→

ṁair ,R =
28.97 ⋅ 10−3 ⋅λ ⋅ Ẇ elect

0.21 ⋅ 4 ⋅ F ⋅ V cell
=3.57×10−7( λẆ elect

V ) (15)

The exit air flow rate or mass flow rate of the product air can be defined as the difference
between the amount of air inlet flow rate and amount of oxygen usage:

Using equations (14), (15) this becomes:

Exit  air  flow rate =mair ,P→

mair ,P =3.57×10−7( λẆ elect

V )−8.29×10−8( Ẇ elect

V ) (16)

The hydrogen usage or mass flow rate of reactant hydrogen is derived in a way similar to
oxygen, except that there are two electrons from each mole of hydrogen. So hydrogen usage
can be evaluated through the following equation:

Hydrogen usage = ṁH2,R
→

ṁH2,R
=

2.02 ⋅ 10−3 ⋅ Ẇ elect

2 ⋅ F ⋅ Vcell
=1.05⋅10−8 ⋅ ( Ẇ elect

V ) (17)

In a hydrogen-fed fuel cell, water is produced at the rate of one mole for every two elec‐
trons. The molecular mass of water is 18.02⋅10-3 kg mole-1. The amount of water produced by
the fuel cell can be calculated by the following equation:

Water  production = ṁH 2O ,P→

ṁH2O,P =
18.02 ⋅ 10−3 ⋅ Ẇ elect

2 ⋅ F ⋅ Vcell
=9.34⋅10−8 ⋅ ( Ẇ elect

V ) (18)

Negligible to potential and kinetic energy effects on the fuel cell electrochemical process, the
total exergy transfer per unit mass of each reactant and product consists of the combination
of both physical and chemical exergies:
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ex = exph + exch (19)

3. Discussion and results

The exergy analysis of a PEM fuel cell system is defined on the 1.2kW NexaTM PEM power
module taken from Ballard Power Systems Inc, the NexaTM module installed at Fuel Cell
Laboratory, Institute of Physics and Technology, Mongolian Academy of Sciences in 2010.

Nexa™ power module description: This module is capable of providing 1.2kW of unregulat‐
ed DC output.  The output module voltage level can vary from 43V at no load to about
26V at the full load. By the way an increasing of load, we were taken the increasing da‐
ta of the current density at real time. The designed operating temperature in the stack is
around 65oC at the full load. There are totally 47 cells connected in series in the stack. A
individual fuel cell  element consists of two electrodes, the anode and the cathode, sepa‐
rated by a  polymer  membrane electrolyte.  Each of  the  electrodes  is  coated on one side
with a thin platinum catalyst layer. The electrodes, catalyst and membrane together form
the membrane electrode assembly.

Figure 1. Main components and principle for operation of the NexaTM PEM power module (Adapted from Ballard,
Power systems inc., 2004).

A single fuel cell element produces about 1V at open-circuit and about 0.6V at full current
output. The geometric area of the cells is 120 cm2. The fuel is 99.99% hydrogen with no hu‐
midification, and the hydrogen pressure to the stack is normally maintained at 0.3 bar. Oxy‐
gen comes from the ambient air. The pressure of the oxidant air is 0.1 bar, and the air is
humidified through a built in humidity exchanger to maintain membrane saturation and
prolong the life of the membrane. Any drying of the PEM will greatly reduce the life of the
fuel cell system. A humidity exchanger transfers both fuel cell product water and heat from
the wet cathode outlet to the dry incoming air. The excess product water is discharged from
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V ) (15)

The exit air flow rate or mass flow rate of the product air can be defined as the difference
between the amount of air inlet flow rate and amount of oxygen usage:

Using equations (14), (15) this becomes:

Exit  air  flow rate =mair ,P→

mair ,P =3.57×10−7( λẆ elect
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2 ⋅ F ⋅ Vcell
=1.05⋅10−8 ⋅ ( Ẇ elect
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2 ⋅ F ⋅ Vcell
=9.34⋅10−8 ⋅ ( Ẇ elect
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the system, as both liquid and vapor in the exhaust. There is a small compressor supplying
excess oxidant air to the fuel cell, and the speed of the compressor can be adjusted to match
the power demand from the fuel cell stack.

The NexaTM fuel cell module stack is air-cooled; the cooling fan draws air from the ambient sur‐
roundings in order to cool the fuel cell stack and regulate the operating temperature. Onboard
sensors monitor system performance and the control board and microprocessor fully auto‐
mate operation. The Nexa™ system also incorporates operational safety systems for indoor
operation [13]. In figure 1 illustrates all components and subsystems of Nexa™ power module.

Figure 2. Schematic of the Nexa™ power module module (Adapted from Ballard, Power systems inc., 2004).

Figure 2 illustrates the schematic diagram of Nexa™ system. Hydrogen, oxidant air, and
cooling air must be supplied to the unit, as shown in Figure 2. Exhaust air, product water
and coolant exhaust is emitted.

The fuel-supply system, as shown in Figure 2, monitors and regulates the supply of hy‐
drogen to the fuel cell stack. The fuel cell stack is pressurized with hydrogen during op‐
eration. The regulator assembly continually replenishes hydrogen, which is consumed in
the  fuel  cell  reaction.  Nitrogen  and  product  water  in  the  air  stream  slowly  migrates
across the fuel  cell  membranes and gradually accumulates in the hydrogen stream. The
accumulation of  nitrogen and water  in  the anode results  in  the  steady decrease in  per‐

Clean Energy10

formance  of  certain  key  fuel  cells,  which  are  termed  “purge  cells”.  In  response  to  the
purge cell  voltage,  a hydrogen purge valve at  the stack outlet  is  periodically opened to
flush out inert constituents in the anode and restore performance. Only a small  amount
of hydrogen purges from the system, less than one percent of the overall fuel consump‐
tion rate.  Purged hydrogen is discharged into the cooling air stream before it  leaves the
Nexa™  system,  as  shown  in  Figure  2.  Hydrogen  quickly  diffuses  into  the  cooling  air
stream and is  diluted to  levels  many times  less  than the  lower  flammability  limit.  The
hydrogen leak detector,  situated in the cooling air  exhaust,  ensures that  flammable lim‐
its are not reached.

Figure 3. Polarization, power density curves at different temperatures and with different gas flows.

At high current levels, more heat is generated. It is important to keep the fuel cell stack tem‐
perature at a constant operating temperature; therefore, the fuel cell stack temperature has
to be controlled. Fuel cell systems are either liquid-cooled or air-cooled. The Nexa™ fuel cell
stack is air-cooled. A cooling fan located at the base of the unit blows air through vertical
cooling channels in the fuel cell stack. The fuel cell operating temperature is maintained at
65°C by varying the speed of the cooling fan. The fuel cell stack temperature is measured at
the cathode air exhaust, as shown in Figure 2. Hot air from the cooling system may be used
for thermal integration purposes. Heat rejected in the air can be used for integration with
metal hydrides, for evolving hydrogen. Hot air may also be used for space heating in some
cases. The cooling system is also used to dilute hydrogen that is purposely purged from the
Nexa™ module during normal operation.

Nexa™ system operation is automated by an electronic control system. The control board
receives various input signals from onboard sensors. Input signals to the control board in‐
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clude: fuel cell stack temperature, hydrogen pressure, hydrogen leak concentrations, fuel
cell stack current, air mass flow, fuel cell stack voltage and purge cell voltage.

Exergy analysis of NEXATMfuel cell module: The analysis is conducted on cell operating voltag‐
es from 0.001 to 0.84 V at air stoichiometrics from 13.0 to 2.1 in order to determine their ef‐
fects on the efficiency of the fuel cell. The calculations of the physical and chemical exergies,
mass flow rates and exergetic efficiency are performed at temperature ratios (T/To)
(Exit air flow rate = Air inlet flow rate - oxygen usage) and pressure ratios (P/Po) ranging from 0.93
to 1.13 and 7.44 to 4.91, respectively.

In Figure 3 shown calculated load characteristics represent cell voltage depending on cur‐
rent density (I-V curve).

Figure 4. Reactants flow rates and hydrogen pressure of Nexa™ fuel cell module.

From the measured data,  we calculated the cell  voltage and current density by Eq. (19),
Eq. (20).

Vcell = V
47 (20)

J = I
120 (21)

where: V – output voltage [V] ; 47 – number of stack, J – current density [A/cm2]; I – output cur‐
rent [A]; 120 – geometric area of the cell [cm2].

In Figure 4 illustrated the dependence of hydrogen pressure and mass flow rates of the inlet
air. Mass flow rates of the inlet air and hydrogen were calculated from Eq. (15, 17), respec‐
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tively. Hydrogen pressure data and air stoichiometric ratio values we taken from measured
data. With increasing current density the hydrogen pressure decreases and its inlet air mass
flow rate increases as shown in Figure 4.

Variation of stoichiometric air ratio (λ) illustrated in Figure 5a. The mass flow rate of the
product air,  can be defined as the difference between the amount of oxygen in the elec‐
trochemical reaction and the amount of oxygen consumed by reacting with hydrogen to
produce water. The products, water flow rate and unused air calculated through Eq. (16,
18), respectively.

Figure 5. (a) Hydrogen mass flow rate and stoichiometric air ratio (b) Products flow rates of NexaTM fuel cell module.

In Figure 5b illustrated, water production rate has small amount and production air rate in‐
creases depending on current density increase. Values of the chemical exergies for both the
reactants and products are taken from published literature [10] and presented in Table 1.

Chemical exergy, exch  (kJ/kg)

Reactant/Product Reactant Air
Reactant

H2

Product

H2O

Product

Air

Reactant

O2

NexaTM module 0 159138 2.5 8.58 -

MEA by Pt/MWCNT catalyst - 159138 2.5 0 246

Table 1. Chemical exergy of the reactants and products of NexaTM module and MEA by Pt/MWCNT catalyst.

The physical exergies of product water and product air calculated from Eq. (11, 19) was used
to determine the physical exergies of inlet air and hydrogen. The values of fuel pressure and
operation temperature taken from measured data.

The total exergy of the reactants and the products can be determined Eq. (15-18).
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Finally, exergy efficiency was calculated by Eq. (2). The energy efficiency of the system can
be calculated from Eq. (17) using the experimental Ẇ net  and ṁH 2,R

 data [7]:

ηenergy ,system =
Ẇ elect

(HH V H 2
⋅ ṁH 2

)
R

(22)

where: HHV – higher heating value [MJ/kg]; ṁH 2,R
 – reactant hydrogen mass flow rate which cal‐

culated by Equation (17) .

Figure 6 illustrated the power productions and calculated energy, exergy efficiencies at dif‐
ferent current density values. It can be seen that energy and exergy efficiencies decreases
while power production increases.

Figure 6. Energy, exergy efficiency and power of NexaTM fuel cell module depending on current density.

Energy and Exergy efficiency of 1.2 kW NexaTM power module decreases depending on cur‐
rent density increases. Energy efficiencies vary between 41 – 55%, exergy efficiency from
33% to 42% at the current density of 0.02 - 0.36A/cm2 respectively. From the Figure 6, in‐
creasing of flow rates and decreasing of hydrogen pressure caused to the decreasing of the
energy and exergy efficiencies of the module.

Fabrication of Membrane-electrode assembly by the synthesized Pt/MWCNT catalyst: The prepara‐
tion of the MEA was carried out using a Nafion® 117 membrane from Dupont. For both electro‐
des an ink solution was prepared using a method slightly modified from the one reported by
Gottesfeld et al., [14]. MEAs with an active electrode area of 25 cm2 were fabricated by air‐
brushing the catalyst ink onto one side of the Nafion membrane, heated to and kept at 120 °C.
For the cathode, 100 mg of the catalyst were dispersed in 0.5 ml ultrapure water, isopropanol

Clean Energy14

and 1 ml Nafion® 5 % solution under sonication. The dispersion was stirred with a high shear
mixer at 7000 rpm. For the anode, 200 mg of Pt on carbon (20 wt% Pt, Alfa Aesar HISPEC® 3000)
were dispersed in 4 ml of H2O and 2 ml isopropanol. 1.2 ml of Nafion® 5 % solution was added,
and the solution was dispersed by sonication and stirred with a high shear mixer. The inks
were filled into an airbrush pistol (Evolution by Harder & Steenbeck) and sprayed successive‐
ly onto the heated membrane surface, allowing each layer to dry for 10 seconds. Hydrogen and
oxygen or air reactants are fed to the anode and cathode compartments, respectively, with or
without pre - humidifying. Usually, the cell is conditioned by operating at low loading to acti‐
vate the MEA. After that, the polarization curve is recorded galvanostatically by stepping the
current from zero to the maximum test current density (Figure 7). The polarization curve is ef‐
fective and intuitional to characterize the performance. However, separation of the electro‐
chemical  and  ohmic  contributions  to  polarization  requires  additional  experimental
techniques. This can be done by measuring the electrochemical impedance spectroscopy. The
flow rates of both gases were adjusted to H2/O2 55/25 sccm and 83/38 sccm, respectively, and
the cell temperatures varied between 25°C, 50°C, and 65°C. Hydrogen was loaded with water
in a humidifier (25 °C) and fed into the anode. The voltage at each current density is allowed to
stabilize before measurement. MEAs were conditioned overnight until a steady state current
achieved at a potential of 0.6V. The operation of the fuel cell test station was controlled and
monitored by LabView programs [15].

Figure 7. Polarization and power density curves at different temperatures and with different gas flows.

Exergy analysis on the Membrane-electrode assembly by the synthesized Pt/MWCNT catalyst:
Based on this exergy analysis of NexaTM power module, we calculated the exergy efficiency
on membrane-electrode assembly by the synthesized Pt/MWCNT catalyst. The MEAs fabri‐

Exergy Analysis of 1.2 kW Nexa™ Fuel Cell Module
http://dx.doi.org/10.5772/50602

15



for Better Environment
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 data [7]:

ηenergy ,system =
Ẇ elect

(HH V H 2
⋅ ṁH 2

)
R

(22)
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 – reactant hydrogen mass flow rate which cal‐

culated by Equation (17) .
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cated from the Pt/MWCNT performed well, and the polarization curves and power densities
in different operation conditions can be found in Figure 7.

At the current density up to 0.2 A/cm2, the exergy efficiency decreases from 72% to 35% as
shown in Figure 8. We can explain that the exergy efficiency of 72% at the low current densi‐
ty is caused by the only one MEA and to feed pure oxygen (O2). Therefore, the activation
loss is main effect to the rapid decrease of the exergy efficiency.

Figure 8. Exergy efficiency and power output of PEM fuel cell.

4. Conclusion

We performed the exergy analysis of 1.2 kW NexaTM power module at variable operating
conditions such as a different temperatures, pressures, cell voltages and stoichiometry.

The total exergy of the reactants and the products consist of both physical and chemical ex‐
ergies, which are calculated for each element in the electrochemical process. Through the ex‐
perimental data, we were calculated flow rates, energy efficiency, physical, chemical exergy
and exergy efficiency.

The results provided that exergy efficiencies of the PEM fuel cell module less than energy
efficiencies. From our calculation, it is recommended that the PEM fuel cell should operate
at stoichiometric ratios less than 4 in order to optimize the relative humidity level in the
product air and to avoid the membrane drying out at high operating temperatures. Exergy
efficiency of the NEXA™ PEM fuel cell can be improved through increasing the fuel cell op‐
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erating temperature (in our case up to 720C), and improved by a higher operating pressure.
From the result of the exergy efficiency of membrane - electrode assembly of the Pt/
MWCNT higher than NexaTM power module, it might be explained fed pure oxygen (O2), in
other hand a high air stoichiometry could be improve a fuel cell exergitic efficiency.
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1. Introduction

Over the last decade, driven by limited fossil fuel supply, global warming, and the provision
of tax credit or financial support for renewable power production, sustainable power gener‐
ations such as wind power and photovoltaic power etc. have been increasingly integrated
into the existing power grids. Among these renewable power generations, wind power has
various advantages such as large per unit capacity and easily construction of a large-scale
generating station, which lead to a relatively lower generation cost over the other ones, and
hence be considered as one of the mature renewable energy alternatives to the conventional
fuel-based resources [1]. Fig. 1 and Fig. 2 gives the change tendency of the total introduction
capacity and annual introduction capacity of wind power generation in the world [ 2]. It can
be known from these figures that the wind power generation has been significantly in‐
creased in the recent years and is expected to increase further in the later future.

However, the main challenge of wind power utilization is associated with the fluctuation
and unpredictability in its power generation. Fig. 3 gives a typical wind power output curve
based on the measurement data [3]. This data is a good example to obviously indicate the
facts that the wind power consists of both considerable fast/short-term fluctuation and slow/
long-term variation. Generally, wind parks are located in the remote area and interconnect‐
ed into the distribution system via a relatively long tie transmission line. Along with the in‐
creasing integration of wind power into a power grid, due to the fluctuation of wind power,
considerable fluctuation of power flow in the tie transmission line (the line that connects the
wind park to the power grid) may occurs and lead to some problems such as power quality
degradation, voltage instability and insufficient available power transferability, etc., and
hence imposes difficulties both in terms of operation and planning. These issues need to be

© 2012 Wu et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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resolved adequately to reduce the negative effects on the existing power grid in order to fa‐
cilitate the increasing integration of wind power into the future power networks.

Figure 1. Change of the total introduction capacity of wind power generation in the world [2]

Figure 2. Change of the annual introduction capacity of wind power generation in the world [2]

Figure 3. An example of actual power output of a wind plant and a single wind turbine generator [3]

For this purpose, in this chapter, it is considered that energy storage is an effective way for
power management and power leveling for a wind park, especially in the case that wind
power with significant fluctuation (e.g., at a wind park located in a mountainous region) is
integrated into a distribution system with initially weak stability.

The concepts presented in this chapter mainly pay attentions to the power leveling and fluctu‐
ation mitigation effect by introduction of energy storages. A method that considers the com‐
bined use of two types of energy storage devices with different response properties and costs
are proposed for a grid-connected wind park. These considered energy storages include:

Clean Energy20

(1) A secondary electrical battery, which is characterized as relatively slow response and low
cost, is used with large capacity for power leveling of slow wind power variation.

(2) EDLC (Electrical Double Layer Capacitor), which has an extremely high response and
long life cycle but is high cost, is introduced with small capacity for mitigating fast wind
power fluctuation only.

This chapter presents the detailed models of EDLC and battery, together with the related
control systems for mitigation of wind power fluctuations. For examining the improving ef‐
fect by the combined use of these energy storage devices, digital simulations with a typical
66kV class distribution system model integrated by a wind park are conducted, the simula‐
tion results have illustrated the validity of the proposed method.

2. An overview of approaches to wind power fluctuation mitigation

Up to date, some approaches have been made to coping with these fluctuation problems
caused by wind power integration. The idea of these studies can be simply divided into two
types:

A. To mitigate the power fluctuation from each single wind turbine generator in a wind
park

B. To mitigate the fluctuation of total power from a wind park that consists of a group of
wind turbine generators

A brief summary of these two methods will be addressed in the following sessions.

2.1. Method Type (A) for mitigation of wind power fluctuation

Method Type (A) aims at mitigating the power fluctuation of each single generator in a
wind park and by this way to obtain a stable power output from the whole wind park. The
main idea of this method is to develop new type wind turbine generators by application of
power electronic technologies, and improve the operation property of the wind turbine gen‐
erator unit.

At the early stage of wind power development, most of the wind turbine generators are in‐
duction machine due to its simple structure, low cost and easily for maintenance; however,
there are some problems with this type of generator as well, such as difficulty in control of
power output, inrush current and FRT (Fault Right Through) problems. In order to treat
these issues, some approaches have considered using new type of wind turbine generators
instead of the induction ones. Typical example of these new type generators is Doubly-Fed
Induction Generators (DFIG) or Variable Speed Generators (VSG) [ 4]-[6]. The basic configu‐
ration of DFIG is shown in Fig. 4. By adding a back to back PWM converter to the excitation
circuit of the wind turbine generator, the active and reactive power of generator can be dy‐
namically controlled, and hence, a stable power output can be obtained. Another approach
is to connect the wind turbine generator to the power gird via an AC-DC-AC circuit (DC
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link) [7], since active power of the inverter with DC link can be properly controlled, the
wind power penetrating into the grid is possibly stabilized as well. The basic configuration
of wind turbine generator with DC link is given in Fig.5. These methods have been verified
to be effective in mitigating fast fluctuation and FRT problems [ 4]~[7].

Figure 4. 　 Basic configuration of a Doubly-Fed Induction Generator

Figure 5. 　 Basic configuration of a wind turbine generator with DC link

Method of Type (A) has the following properties:

• Because each of the generators has the ability to stabilize its own power output, there are
not strict limits in the capacity or number of new wind power plants being added to the
existing wind park.

• Compared with the conventional induction generators, these improved ones have few in‐
rush current during starting, and are slightly influenced by the variation of voltage or
power at the wind park terminal bus.

• However, due to the necessity of power electronic circuits, these types of generator are
normally higher cost than the conventional induction generator, and there is also consid‐
erable power loss in these power electronic circuits. In addition, extremely complicated
control systems are necessary as well.

• Since there is not energy buffer ability as an energy storage device can provide, even the
fast wind power fluctuation can be effectively suppressed by properly control of the pow‐
er electronic devices, considerable slow fluctuation may still penetrate into the power grid
intermittently.

Clean Energy22

The power fluctuation may aggravate the power quantity or make it difficult for power
management. And therefore, wind power integrations are strictly required to satisfy the
grid-interconnect guideline.

2.2. Method Type (B) for mitigation of wind power fluctuation

Method Type (B) emphasizes the necessity of stabilizing and managing the total power out‐
put from the wind park. The main idea of this method is to control the power flow in the tie
transmission line that connecting the wind park to the grid by use of some energy compen‐
sation systems such as a battery station, a STATCOM/BESS, a flywheel or SMES (Supercon‐
ducting Magnetic Energy Storage) system, etc.

The energy storage device is generally installed at the bus near to the tie transmission line,
and connected to the bus via a DC/AC inverter. Controls for these energy storages are de‐
signed to cancel out the active power fluctuation caused by wind power. Furthermore, pow‐
er management (large amount of power charge/discharge responding to the power demand
or request from the power grid) can be also performed. The basic concept of the method
Type (B) is simply illustrated in Fig.6.

The introduction of properly controlled energy storages are confirmed to be able to effec‐
tively compensate most of the slow wind power fluctuation and reduce negative impacts on
the existing power grid[ 8]-[15], in addition with the ability to bring about economic benefits
by power management[16].

Figure 6. Basic concept of method Type (B) for mitigation of wind power fluctuation

Method Type (B) has the following properties:

• Only limited number of energy storage stations is necessary. It is space-saving and can be
built compactly.

• Large capacity of power energy can be saved or released. Hence, the energy storage sta‐
tion can be employed not only as a method to compensate the slow wind power fluctua‐
tion that is accompanied with large change of power energy, but also as a meaning to
support the power demand-supply regulation (charge or discharge at required time dura‐
tion) in the grid.
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er management (large amount of power charge/discharge responding to the power demand
or request from the power grid) can be also performed. The basic concept of the method
Type (B) is simply illustrated in Fig.6.

The introduction of properly controlled energy storages are confirmed to be able to effec‐
tively compensate most of the slow wind power fluctuation and reduce negative impacts on
the existing power grid[ 8]-[15], in addition with the ability to bring about economic benefits
by power management[16].

Figure 6. Basic concept of method Type (B) for mitigation of wind power fluctuation

Method Type (B) has the following properties:

• Only limited number of energy storage stations is necessary. It is space-saving and can be
built compactly.

• Large capacity of power energy can be saved or released. Hence, the energy storage sta‐
tion can be employed not only as a method to compensate the slow wind power fluctua‐
tion that is accompanied with large change of power energy, but also as a meaning to
support the power demand-supply regulation (charge or discharge at required time dura‐
tion) in the grid.
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• Since the power flowing out the wind park can be stabilized, it is unnecessary to mitigate
the power output for every single wind generator in the wind park, and therefore, most
of the generators can possibly use the low cost induction machines.

• However, in case that some new wind turbine generators are to be added to the existing
wind park, the necessary capacity of energy storage may change and it is considered not
an easy work to vary the capacity of an existing energy storage station.

• Beside, the high cost of energy storage devices is also a big issue. Presently, some new en‐
ergy storage devices of low cost, high efficiency and high energy density are under devel‐
opment.

3. An overview of energy storages application for wind power systems

In the recent year, along with the increasing utilization of renewable energy sources and the
remarkable advance in smart grid technology, the energy storage is considered as one of the
key devices in the next generation power networks. Among the art-of-energy storage, beside
the material and production technologies, the important issues of energy storage application
in power systems are considered as the followings:

• Design of control systems for mitigation of power fluctuation and power management

• Determination of adequate capacity of energy storage devices and power converters

• Identification of proper location of energy storage stations in a power grid

Up to date, many studies have been done related to the application of energy storages. The
works in (8) - (10) discussed the design of control systems and the determination of optimal ca‐
pacity of battery energy storages for the purpose of wind power stabilization, and have illus‐
trated the improving effect by introduction of batteries in a wind park. Reference (11) - (13)
presented an approach to the application of EDLC (Electric Double Layer Capacitor, referred
to as Super-Capacitor as well) in a wind power system. The results from these works have
shown the effectiveness of EDLC for mitigation of extremely fast wind power fluctuation. Pa‐
per (14) studied the wind power stability improved by a SMES (Superconducting Magnetic
Energy Storage) system. Reference (15) advocated the combined use of EDLC and battery for
suppressing both the fast and slow wind power fluctuation, and (16) investigated the opera‐
tion and sizing of energy storage in terms of economic benefits in the power market.

4. Why combined use of energy storages is necessary for a wind power
system?

Large-scale wind parks may be built on plains, offshore and in mountainous regions. For
wind parks located offshore or on plains where stable, strong wind conditions are available,
fast fluctuation of wind power may not be a serious problem since in these cases, naturally
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few fast power fluctuations occur, furthermore, such fluctuations are smoothened by the
power leveling effect with different wind turbine generators distributed over a broad area. If
these wind parks do not directly supply power to local loads or are not be interconnected to
an extremely weak power grid, energy storage is even unnecessary.

However, in case of wind parks constructed in complicated topographical mountainous re‐
gions where good wind conditions can hardly be obtained, significant and frequent changes
of wind speed and wind direction may occur, and both extremely fast fluctuations and slow
variations appear with wind power output, energy storage thus be necessary for dealing
with the problems caused by these fluctuations. Furthermore, if only a secondary electrical
battery is used, the slow response of battery make it hardly compensate the extremely fast
power fluctuation, and in addition, the battery may possibly charge or discharge frequently
responding to both the fast and slow changes of wind power, resulting in significant short‐
ening of its service time. In such case, the combined use of an EDLC and a battery is consid‐
ered to be an effective choice.

5. The idea of combined use of different types of energy storages for a
wind power system

The idea of combined use of EDLC and battery in a wind park is classified to the method of
Type (B) in section 2. It aims at obtaining both mitigation effects of fast power fluctuation
and power leveling effect of slow power variation in the tie transmission line, and in the
meantime, avoiding frequent charge/discharge operation of battery. The basic concept of a
wind park with combined use of EDLC and battery is shown in Fig.7.

Figure 7. Basic concept of a wind park with combined use of EDLC and battery

Taking consideration of the facts that EDLC has extremely high response, long life cycle but
with low energy density and high cost, whereas battery is relatively low cost but with slow
response and short life cycle, EDLC is employed as a manner to mitigate the fast fluctua‐
tions in a small capacity, and battery is used as the one to deal with the slow variation with
large capacity.
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• Since the power flowing out the wind park can be stabilized, it is unnecessary to mitigate
the power output for every single wind generator in the wind park, and therefore, most
of the generators can possibly use the low cost induction machines.

• However, in case that some new wind turbine generators are to be added to the existing
wind park, the necessary capacity of energy storage may change and it is considered not
an easy work to vary the capacity of an existing energy storage station.

• Beside, the high cost of energy storage devices is also a big issue. Presently, some new en‐
ergy storage devices of low cost, high efficiency and high energy density are under devel‐
opment.

3. An overview of energy storages application for wind power systems

In the recent year, along with the increasing utilization of renewable energy sources and the
remarkable advance in smart grid technology, the energy storage is considered as one of the
key devices in the next generation power networks. Among the art-of-energy storage, beside
the material and production technologies, the important issues of energy storage application
in power systems are considered as the followings:

• Design of control systems for mitigation of power fluctuation and power management

• Determination of adequate capacity of energy storage devices and power converters

• Identification of proper location of energy storage stations in a power grid

Up to date, many studies have been done related to the application of energy storages. The
works in (8) - (10) discussed the design of control systems and the determination of optimal ca‐
pacity of battery energy storages for the purpose of wind power stabilization, and have illus‐
trated the improving effect by introduction of batteries in a wind park. Reference (11) - (13)
presented an approach to the application of EDLC (Electric Double Layer Capacitor, referred
to as Super-Capacitor as well) in a wind power system. The results from these works have
shown the effectiveness of EDLC for mitigation of extremely fast wind power fluctuation. Pa‐
per (14) studied the wind power stability improved by a SMES (Superconducting Magnetic
Energy Storage) system. Reference (15) advocated the combined use of EDLC and battery for
suppressing both the fast and slow wind power fluctuation, and (16) investigated the opera‐
tion and sizing of energy storage in terms of economic benefits in the power market.

4. Why combined use of energy storages is necessary for a wind power
system?

Large-scale wind parks may be built on plains, offshore and in mountainous regions. For
wind parks located offshore or on plains where stable, strong wind conditions are available,
fast fluctuation of wind power may not be a serious problem since in these cases, naturally
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few fast power fluctuations occur, furthermore, such fluctuations are smoothened by the
power leveling effect with different wind turbine generators distributed over a broad area. If
these wind parks do not directly supply power to local loads or are not be interconnected to
an extremely weak power grid, energy storage is even unnecessary.

However, in case of wind parks constructed in complicated topographical mountainous re‐
gions where good wind conditions can hardly be obtained, significant and frequent changes
of wind speed and wind direction may occur, and both extremely fast fluctuations and slow
variations appear with wind power output, energy storage thus be necessary for dealing
with the problems caused by these fluctuations. Furthermore, if only a secondary electrical
battery is used, the slow response of battery make it hardly compensate the extremely fast
power fluctuation, and in addition, the battery may possibly charge or discharge frequently
responding to both the fast and slow changes of wind power, resulting in significant short‐
ening of its service time. In such case, the combined use of an EDLC and a battery is consid‐
ered to be an effective choice.

5. The idea of combined use of different types of energy storages for a
wind power system

The idea of combined use of EDLC and battery in a wind park is classified to the method of
Type (B) in section 2. It aims at obtaining both mitigation effects of fast power fluctuation
and power leveling effect of slow power variation in the tie transmission line, and in the
meantime, avoiding frequent charge/discharge operation of battery. The basic concept of a
wind park with combined use of EDLC and battery is shown in Fig.7.

Figure 7. Basic concept of a wind park with combined use of EDLC and battery

Taking consideration of the facts that EDLC has extremely high response, long life cycle but
with low energy density and high cost, whereas battery is relatively low cost but with slow
response and short life cycle, EDLC is employed as a manner to mitigate the fast fluctua‐
tions in a small capacity, and battery is used as the one to deal with the slow variation with
large capacity.
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6. Introduction and analysis model of EDLC

6.1. About EDLC

EDLC is a newly developed electrical storage device which has recently attracted great at‐
tentions. This is kind of electro-chemical capacitor that has large energy storage capacity,
and therefore often called a super- or ultra-capacitor. Since EDLC has several advantages
such as an extremely long life-cycle, no contamination, operation under normal temperature
and extremely rapid charge/discharge operation from 0% to full capacity with less voltage
loss, it is considered suitable for use in the case when frequent charge/discharge is necessa‐
ry. Nevertheless, it also has disadvantages such as low energy density and high cost, and
thus, it is not preferable to use EDLC as a manner for large-capacity energy storage.

EDLC modules with capacities from several to several thousands Farads are already com‐
mercially available. For power energy storage such as that used in this study, an EDLC bank
needs to be made by means of connecting several hundreds of EDLC cell units in parallel
and in series.

6.2. Analysis model of EDLC

Since the EDLC is a newly developed device and still under study, there is no ready-made
model for conducting simulations. In this work, an analysis model of EDLC is derived based
on an equivalent circuit presented in reference [17].

Electrical characteristic expression of EDLC can be basically expressed in the form of

VS (s)= IS (s) ⋅ f (s) + QC0 ⋅ g(s) (1)

Where, Vs(s) is the DC voltage, Is(s) is the DC current and QC0 is the initial charged capacity
of the EDLC; f(s) and g(s) are transfer functions from Is(s) to Vs(s) and that from QC0 to Vs(s),
respectively.

In expression (1), f(s) and g(s) need to be derived. According to the work in [17], an EDLC
bank can be electrically expressed by an equivalent circuit as shown in Fig.8, which takes the
allotment of internal resistance, leak resistance and capacitance of an EDLC unit into ac‐
count and is referred to as “Double-Layer Equivalent Circuit.” In Fig.8, Rs and Rp are inter‐
nal resistance, and RL is leakage resistance. C1 and C2 are equivalent electrostatic
capacitances, respectively.

Based on Fig.8 and applying electrical circuit theory, the electrical characteristic of EDLC
can be obtained as expression (2).
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Vs(s)= Is(s){ C2RpRL s + RL

C1C2RpRL s 2 + (C1RL + C2RL + C2Rp)s + 1
+ Rs}

+
C2RpRL s + RL

C1C2RpRL s 2 + (C1RL + C2RL + C2Rp)s + 1
Q10

+
RL

C1C2Rps 2 + (C1 + C2RL + C2Rp)s + 1
Q20

(2)

Herein, Q10 and Q20 represent the initial charged capacities of C1 and C2 in Fig.8.

Expression (2) gives the electrical characteristics of the DC voltage Vs responding to the
change of DC current Is and can be used as an analysis model of EDLC for simulation study.

Figure 8. Double-layer equivalent circuit model for EDLC bank

7. Introduction and analysis model of battery

7.1. About battery

Batteries are the most widely used energy storage devices. At present, several types of sec‐
ondary electrical batteries have been developed or are under development. Among these
batteries, the nickel-metal hydride battery and the lithium-ion battery are popular types for
consumer electronics (portable electronics with small capacity) and are still under develop‐
ment. The sodium-sulfur (NaS) battery is a new type of molten metal battery and primarily
suitable for large-scale non-mobile applications. And the lead acid battery charges/discharg‐
es by utilization of chemical reaction with the metallic lead soaked in a solution of diluted
sulphuric acid. Being fabricated from inexpensive materials, it is of relatively low cost. In
addition, it can operate in normal temperature. Given these advantages, this type of battery
is already widely used in various fields and mass-production technology has been complete‐
ly established. Furthermore, its operational characteristics have been fully elucidated. For
this reason, a lead acid battery was selected for large-scale energy storage in this study.
However, because the dynamics of this type of battery are governed by chemical reactions,
its response is not as quick and its cycle life is not as long as those of an EDLC. For this rea‐
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change of DC current Is and can be used as an analysis model of EDLC for simulation study.
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7.1. About battery

Batteries are the most widely used energy storage devices. At present, several types of sec‐
ondary electrical batteries have been developed or are under development. Among these
batteries, the nickel-metal hydride battery and the lithium-ion battery are popular types for
consumer electronics (portable electronics with small capacity) and are still under develop‐
ment. The sodium-sulfur (NaS) battery is a new type of molten metal battery and primarily
suitable for large-scale non-mobile applications. And the lead acid battery charges/discharg‐
es by utilization of chemical reaction with the metallic lead soaked in a solution of diluted
sulphuric acid. Being fabricated from inexpensive materials, it is of relatively low cost. In
addition, it can operate in normal temperature. Given these advantages, this type of battery
is already widely used in various fields and mass-production technology has been complete‐
ly established. Furthermore, its operational characteristics have been fully elucidated. For
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son, the lead acid battery is considered to be suitable to deal with slow wind power fluctua‐
tion with relatively large capacity so as to reduce the usage of the high-cost EDLC.

For obtaining large capacity, the battery bank consists of large quantity of cell units connect‐
ing in parallel and in series.

7.2. Analysis model of battery

An equivalent circuit of Fig.9 is used for deriving the analysis model of battery [ 18].

Figure 9. Equivalent circuit model of lead acid battery

According to Fig. 9, the terminal voltage V of the battery can be calculated by

V = E −Vd + Vg (3)

Where, E is the equivalent electromotive force, Vd is the voltage loss in circuit resistance R,
and Vg is the additional voltage increase at time toward the end of charge. These variables
are calculated by the following expressions:

E = E0 −ΔE (1−SOC) (4)

Vd = RI + Va(1− e −
|I |

K a ) (5)

Vg ={ 0duringdischarge

V gmax
2 e

SOC −SO Cg
K g

|I | whiheSOCSOCgduringcharge

V gmax
2 (2− e

SOC −SO Cg
K g

|I | )
whiheSOC≥SOCgduringcharge

(6)

Herein, SOC is the state of capacity, E0 is the value of E in the fully charged condition, ΔE is
the change of E responding to SOC, Va is the maximum value of the nonlinear component of
Vd, Vgmax is the maximum value of Vg and SOCg is the capacity where the additional voltage
starts to increase during the charge, and Ka and Kg are coefficients.
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Expression (3) – (6) can be used as an analysis model of battery for simulation study.

8. Charge and discharge strategy for energy storages

EDLC may physically charge and discharge to its full capacity, however, whereas working
with a DC/AC inverter for connecting to the AC power grid, extremely low DC voltage may
lead to malfunctioning of the inverter. On the other hand, discharge of the battery to the lev‐
el under half of its capacity may significantly shorten its life cycle. For this reason, a low lim‐
it for DC voltage of EDLC and battery bank is considered to ensure that DC voltage does not
decrease to an extremely low level during its discharge process. On the other hand, DC volt‐
age must not extend beyond the rated voltage value of the energy storage device so as to
protect it from being destroyed. Thus, an upper limit for DC voltage is necessary as well.

This process is obtained by the follow strategy:

• During the process in discharge mode, while DC voltage reaches a low limit, discharge is
stopped automatically and energy storage device automatically switches to the charge
mode.

• During the process in charge mode, while DC voltage approaches an upper limit, charge
is stopped automatically and the energy storage device is ready to discharge.

• In  this  study,  the  low limit  and upper  limit  were  set  to  be  0.5  p.u.  and 0.9  p.u.,  re‐
spectively.

Furthermore, in order to avoid the phenomenon that discharge or charge operation is re‐
peated around the limit boundary, the following requirement is added in the charge/
discharge control:

• Whenever the EDLC changes its charge or discharge mode, this mode must be continued
until the DC voltage reaches 0.7 p.u.

Based on the above control strategy, the flow chart of the EDLC charge/discharge control as
depicted in Fig.10 is proposed.

9. Wind power generation system model with introduction of combined
use of energy storages

In this chapter, in order to examine the validity of the combined use of EDLC and battery
energy storages, a typical wind power system model shown in Fig. 11 is created for conduct‐
ing simulation study. In this model, the wind park is assumed to have a total capacity of 30
MW and is simulated by three induction generators, each of which has a capacity of 10 MW
representing equivalently a cluster of wind turbines generators (e.g., 4 generators of 2.5 MW
class) connected to a 22 kV bus. Generated power from the wind park is supplied to local
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son, the lead acid battery is considered to be suitable to deal with slow wind power fluctua‐
tion with relatively large capacity so as to reduce the usage of the high-cost EDLC.

For obtaining large capacity, the battery bank consists of large quantity of cell units connect‐
ing in parallel and in series.

7.2. Analysis model of battery

An equivalent circuit of Fig.9 is used for deriving the analysis model of battery [ 18].

Figure 9. Equivalent circuit model of lead acid battery

According to Fig. 9, the terminal voltage V of the battery can be calculated by

V = E −Vd + Vg (3)

Where, E is the equivalent electromotive force, Vd is the voltage loss in circuit resistance R,
and Vg is the additional voltage increase at time toward the end of charge. These variables
are calculated by the following expressions:

E = E0 −ΔE (1−SOC) (4)

Vd = RI + Va(1− e −
|I |

K a ) (5)

Vg ={ 0duringdischarge

V gmax
2 e

SOC −SO Cg
K g

|I | whiheSOCSOCgduringcharge

V gmax
2 (2− e

SOC −SO Cg
K g

|I | )
whiheSOC≥SOCgduringcharge

(6)

Herein, SOC is the state of capacity, E0 is the value of E in the fully charged condition, ΔE is
the change of E responding to SOC, Va is the maximum value of the nonlinear component of
Vd, Vgmax is the maximum value of Vg and SOCg is the capacity where the additional voltage
starts to increase during the charge, and Ka and Kg are coefficients.
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Expression (3) – (6) can be used as an analysis model of battery for simulation study.

8. Charge and discharge strategy for energy storages

EDLC may physically charge and discharge to its full capacity, however, whereas working
with a DC/AC inverter for connecting to the AC power grid, extremely low DC voltage may
lead to malfunctioning of the inverter. On the other hand, discharge of the battery to the lev‐
el under half of its capacity may significantly shorten its life cycle. For this reason, a low lim‐
it for DC voltage of EDLC and battery bank is considered to ensure that DC voltage does not
decrease to an extremely low level during its discharge process. On the other hand, DC volt‐
age must not extend beyond the rated voltage value of the energy storage device so as to
protect it from being destroyed. Thus, an upper limit for DC voltage is necessary as well.

This process is obtained by the follow strategy:

• During the process in discharge mode, while DC voltage reaches a low limit, discharge is
stopped automatically and energy storage device automatically switches to the charge
mode.

• During the process in charge mode, while DC voltage approaches an upper limit, charge
is stopped automatically and the energy storage device is ready to discharge.

• In  this  study,  the  low limit  and upper  limit  were  set  to  be  0.5  p.u.  and 0.9  p.u.,  re‐
spectively.

Furthermore, in order to avoid the phenomenon that discharge or charge operation is re‐
peated around the limit boundary, the following requirement is added in the charge/
discharge control:

• Whenever the EDLC changes its charge or discharge mode, this mode must be continued
until the DC voltage reaches 0.7 p.u.

Based on the above control strategy, the flow chart of the EDLC charge/discharge control as
depicted in Fig.10 is proposed.

9. Wind power generation system model with introduction of combined
use of energy storages

In this chapter, in order to examine the validity of the combined use of EDLC and battery
energy storages, a typical wind power system model shown in Fig. 11 is created for conduct‐
ing simulation study. In this model, the wind park is assumed to have a total capacity of 30
MW and is simulated by three induction generators, each of which has a capacity of 10 MW
representing equivalently a cluster of wind turbines generators (e.g., 4 generators of 2.5 MW
class) connected to a 22 kV bus. Generated power from the wind park is supplied to local
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loads and the remaining portion is sent to the infinite bus (bulk system) through tie trans‐
mission line 3.

Figure 10. Flowchart of charge/discharge control for EDLC and battery

EDLC and battery energy storage systems are introduced at the substation in Bus 4 between
the tie line and the wind park. Both of these energy storage systems are connected to Bus 4
via a DC/AC inverter with a capacity of 5.0 MW.

Figure 11. Wind power system model with combines use of EDLC and battery

The simulation study was completed by use of a power system analysis software package
named “MidFielder,” which is developed by TEPCO (Tokyo Electric Power Co., Japan).
Transmission line and transformer model used the default ones with parameters prepared
by the software package, which is created based on the real data of power network in Japan.
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9.1. Wind Turbine Generator Model

Taking introduction costs of the wind park into account, all of the wind turbine genera‐
tors are assumed to be low-cost induction generators. The induction generator model used
the standard model with parameters prepared by the software package, which are list‐
ed in Table 1.

9.2. Parameters of EDLC and battery

Parameters of the EDLC bank and the battery bank which appear in Fig.8 and Fig.9 are tabu‐
lated in Table 2 and Table 3, respectively. Comparing the capacity of the EDLC and battery
in these tables, it is obviously seen that the capacity of the battery is considerably larger than
that of the EDLC. Working with these capacities, the EDLC can continue charge/discharge at
time duration of 20 sec. with inverter outputting in full capacity, and the battery extends the
time to 6 hours (assuming 50% of capacity can be used for energy storage).

Constants Values

Pole Number 4

Stator resistance (p.u.) 0.002

Stator leakage reactance (p.u.) 0.11

Rotor resistance (p.u.) 0.013

Rotor leakage reactance (p.u.) 0.12

Excitation reactance (p.u.) 3.9

Inertia constant (s) 1.5

Rated slip 0.012

Table 1. Parameters of induction generators

Parameters Values Parameters Values

Capacity[MJ] 388.8 Rs[mΩ] 0.089

C1[F] 1512 Rp[mΩ] 0.837

C2[F] 648 RL[kΩ] 3.934

Table 2. Parameters of EDLC bank

9.3. Inverter model and control systems

A DC/AC inverter is necessary for connecting the EDLC and battery bank to the AC power
grid. The inverter model in this simulation study used the standard one prepared by the
software package, which is an ideal inverter model ignoring power loss and represents its
electrical characteristics by use of analysis models including a conversion transformer mod‐
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loads and the remaining portion is sent to the infinite bus (bulk system) through tie trans‐
mission line 3.

Figure 10. Flowchart of charge/discharge control for EDLC and battery

EDLC and battery energy storage systems are introduced at the substation in Bus 4 between
the tie line and the wind park. Both of these energy storage systems are connected to Bus 4
via a DC/AC inverter with a capacity of 5.0 MW.

Figure 11. Wind power system model with combines use of EDLC and battery

The simulation study was completed by use of a power system analysis software package
named “MidFielder,” which is developed by TEPCO (Tokyo Electric Power Co., Japan).
Transmission line and transformer model used the default ones with parameters prepared
by the software package, which is created based on the real data of power network in Japan.
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Taking introduction costs of the wind park into account, all of the wind turbine genera‐
tors are assumed to be low-cost induction generators. The induction generator model used
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lated in Table 2 and Table 3, respectively. Comparing the capacity of the EDLC and battery
in these tables, it is obviously seen that the capacity of the battery is considerably larger than
that of the EDLC. Working with these capacities, the EDLC can continue charge/discharge at
time duration of 20 sec. with inverter outputting in full capacity, and the battery extends the
time to 6 hours (assuming 50% of capacity can be used for energy storage).

Constants Values

Pole Number 4

Stator resistance (p.u.) 0.002

Stator leakage reactance (p.u.) 0.11

Rotor resistance (p.u.) 0.013

Rotor leakage reactance (p.u.) 0.12

Excitation reactance (p.u.) 3.9

Inertia constant (s) 1.5

Rated slip 0.012

Table 1. Parameters of induction generators

Parameters Values Parameters Values

Capacity[MJ] 388.8 Rs[mΩ] 0.089

C1[F] 1512 Rp[mΩ] 0.837

C2[F] 648 RL[kΩ] 3.934

Table 2. Parameters of EDLC bank

9.3. Inverter model and control systems

A DC/AC inverter is necessary for connecting the EDLC and battery bank to the AC power
grid. The inverter model in this simulation study used the standard one prepared by the
software package, which is an ideal inverter model ignoring power loss and represents its
electrical characteristics by use of analysis models including a conversion transformer mod‐
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el, a 6-bridge inverter circuit model, a PLL model, a 3 phase–dq transformation model and a
current control PWM model.

Parameters At Charge At Discharge

Capacity 2000Ah(2.16x10 5MJ)

E0 [kV] 6.621 6.423

∆E[kV] 0.726 0.645

Vgmax [kV] 1.236 -

R[mΩ] 0.863 0.261

Ka 213.143 213.143

Kg 0.0003 -

Table 3. Parameters of Battery bank

The active power and reactive power output from the inverter model can be controlled. Ac‐
tive power output is controlled by Idinv (AC current in d axis of coordinates) and reactive
power is outputted responding to Iqinv (AC current in q axis of coordinates). The control for
Idinv and Iqinv is designed in this study. The control block for DC/AC inverter connected to the
EDLC is shown in Fig. 12 and that for the battery is given in Fig.13.

Figure 12. Control blocks for EDLC inverter

In Fig.12 and Fig.13, ∆Pline4 is the deviation of active power in transmission line 4; Vbus6 and
Vref are the measured and reference value of Bus 6 voltage, respectively; and Id and Iq are
measured AC current in d-q axis of coordinates. Control parameters in these control blocks
are set as follows:

Gp=20, Gq=66, Kp=0.4, KI=10, and Tp=Tq=0.04[sec], T1= 2.0[sec], T2=5.0[sec]
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It can be known from these control blocks that in order to level the power flow in tie trans‐
mission line 3, so as that the power fluctuation from wind park does not affect the local load
and bulk system, the deviation of power in line 4 (the transmission line between the wind
park and the tie transmission line 3) is used to control the active power output of the EDLC
and battery; Meanwhile, in order to mitigate the voltage fluctuation in Bus 4 where the wind
park is integrated into the distribution system, voltage deviation of wind park terminal Bus
6 is adopted as a control signal to control reactive power from these energy storage devices.

Figure 13. Control blocks for battery inverter

These control systems are designed to control the inverter output cooperatively. The cooper‐
ative control strategy depicted in Fig.12 and Fig.13 is explained in the following.

(a) The deviation of active power of line 4 is calculated and used as the control signal for Id

current so that the active power output from energy storage devices can cancel out the pow‐
er variation of line 4 and thus level the active power flowing into tie transmission line 3.

(b) Voltage deviation of Bus 6 is used to control Iq current so as that these energy storage
devices can output adequate reactive power to suppress the voltage deviation of Bus 6 from
its reference.

(c) Slow power variation is compensated for by the battery, and this is realized by adding
low-pass filters with a time constant of T1 to the control block for the battery. Meanwhile,
the fast fluctuation is mitigated by the EDLC, which is calculated by excluding the compen‐
sated portion by battery from the input signal.

10. Simulation studies

10.1. Wind speed data

For simulation study, wind speed data given in Fig.14 are modified based on the actual
wind velocity data measured with an anemometer at the campus of Tohoku Gakuin Univer‐
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ative control strategy depicted in Fig.12 and Fig.13 is explained in the following.

(a) The deviation of active power of line 4 is calculated and used as the control signal for Id

current so that the active power output from energy storage devices can cancel out the pow‐
er variation of line 4 and thus level the active power flowing into tie transmission line 3.

(b) Voltage deviation of Bus 6 is used to control Iq current so as that these energy storage
devices can output adequate reactive power to suppress the voltage deviation of Bus 6 from
its reference.

(c) Slow power variation is compensated for by the battery, and this is realized by adding
low-pass filters with a time constant of T1 to the control block for the battery. Meanwhile,
the fast fluctuation is mitigated by the EDLC, which is calculated by excluding the compen‐
sated portion by battery from the input signal.
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sity, Japan. In this study, wind data of 1000 seconds measured with time-interval of 1.0 sec‐
ond are selected for simulation.

Figure 14. Wind speed data

Figure 15. Active power of tie transmission line 3

10.2. Simulation results and comments

Based on the above-mentioned simulation conditions, simulation studies were conducted to
verify the following properties:

• Mitigation effect of fast and slow fluctuations of power flow in tie transmission line 3

• Enhancement effect of voltage stability of Bus 4 where the wind park is integrated into the
distribution grid

• Verification of FRT capability

Mitigation effect of power flow in tie transmission line
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With the wind turbine generators driven by the fluctuating wind speed in Fig.14, the power
flow in tie transmission line 3 in cases of “without energy storage,” “with battery only” and
“with both EDLC and battery” are shown in Fig.15, and the active power output from the
EDLC and battery are given in Fig. 16.

Comparing the change of active power curves in Fig.15, it can be seen that the active power
of tie line 3 fluctuates considerably in the case without any energy storage devices, whereas
in the case with only a battery, although slow variation of power flow is compensated, some
fast fluctuation still appears. This result indicates that the slow response of the battery result
in its difficulty to trace and absorb the extremely fast fluctuation. In contrast, it can be veri‐
fied that in the case with both the EDLC and battery, power flow is effectively suppressed
and leveled.

Figure 16. Active power output from EDLC and battery

From Fig.16, it can be confirmed that the active power from the EDLC is significantly chang‐
ing so as to mitigate the fast fluctuation and that meanwhile, the power from the battery is
slowly changing to compensate for the slow variation of the power flow.

Enhancement of bus voltage stability

Under the same simulation conditions, the wave curve of the terminal voltage of Bus 4,
where wind power is integrated into the distribution system, is shown in Fig. 17. From Fig.
17, it can be seen that the voltage of Bus 4 fluctuates significantly from 0.9 [p.u.] to 0.984
[p.u.] if without any compensation method, whereas in cases with only the battery and with
the EDLC and battery, the voltage is compensated to 0.995-1.002 [p.u.]. Furthermore, it is al‐
so known that even with only the battery, the voltage stability is enhanced remarkably, and
the improving effect by the EDLC is not obviously observed.

The reactive power output from battery and EDLC system are given in Fig. 18. It can be
known from this result that reactive power of the battery is obviously larger than that of the
EDLC, which means that voltage variation is mainly compensated by the battery. In addi‐
tion, rapid reactive power change of EDLC is observed due to the fast voltage fluctuation of
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so known that even with only the battery, the voltage stability is enhanced remarkably, and
the improving effect by the EDLC is not obviously observed.
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known from this result that reactive power of the battery is obviously larger than that of the
EDLC, which means that voltage variation is mainly compensated by the battery. In addi‐
tion, rapid reactive power change of EDLC is observed due to the fast voltage fluctuation of
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Bus 6 (wind park terminal bus). However, unlike the active power flow in the tie transmis‐
sion line 3 in Fig. 15, which is directly affected by the active power from the wind park, the
voltage of Bus 4 is influenced indirectly by the voltage of wind park terminal Bus 6. For this
reason, although the EDLC can bring about a mitigation effect of fast voltage fluctuation in
the voltage of Bus 6, this enhancement effect is not remarkably revealed in the voltage curve
of Bus 4. This result also indicates that if only voltage stability enhancement in the intercon‐
nection bus 4 is required and the voltage feature of Bus 6 is considered being not significant‐
ly important, it is sufficient to add voltage compensation function only to the battery and
EDLC devices may not be mandatory for this purpose.

Figure 17. Voltage of bus 4 (the bus where wind park is interconnected to the distribution grid)

Figure 18. Reactive power output from battery and EDLC

Verification of FRT (Fault Ride Through) capability
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Under the same simulation conditions and assuming that a 3LG fault (100 ms) occurs at 225
second at line 2 (near bus 3), the simulation result of wind park terminal voltage of Bus 6 is
shown in Fig. 19. From this figure, it is known that in the case without any energy storage,
because the dramatic decrease in bus voltage occurs along with the fault and without any
voltage support, bus voltage can not recover after the fault, and wind turbine generators
have to be tripped from the power grid to avoid accelerated step out. On the other hand,
because the energy storage devices can supply reactive power simultaneously following the
fault and facilitate the recovery of bus voltage, the introduction of the EDLC and battery
leads to the rapid recovery of bus voltage after the fault, and wind turbine generators can
continue operation. This is usually referred to as the FRT capability.

Figure 19. Voltage of Bus 6 (terminal bus of wind park)

11. Conclusions

In the recent year, along with the increasing concerns of global warming and exhaustion
problem of fossil energy resources, sustainable power generations such as wind power and
photovoltaic power etc. have been increasingly integrated into the existing power grids.
However, some challenging issues associated with the fluctuation and unpredictability in
renewable power generation have to be adequately treated so as to facilitate its further de‐
velopment in the future power networks. This chapter has presented one of the technologies
for construction of a wind park with application of energy storages.

This chapter has given an overview of the current technologies for an improved wind power
system, and then presented a simulation-based approach to dealing with the fluctuation
problems in terms of power flow and voltage stabilizations, which is caused by wind power
integration into a distribution system. And a method that takes consideration of combined
use of energy storage devices with different response characteristics and costs was proposed
and verified.

The concepts of this chapter are summarized in the following:

• For the purpose of mitigating the power fluctuation due to wind power generation, up to
data, technologies applied to a single wind turbine generator such as DFIG or DC link
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was studied and some of these technologies have been already in practical use; on the
other hand, technologies considering the total operation of a wind park such as utilization
of centralized energy storages station is noticeably developed as well.

• From the point of view of wind power stabilization and power management, the energy
storage is considered to be an extremely important technology for the stable operation of
wind parks especially that are integrated to relatively weak distribution systems.

• The combined use of EDLC and battery is an advisable way for obtaining a satisfactory
improved effect of power flow leveling and voltage stability for a wind power system, es‐
pecially which located in complicated topographical conditions (e.g. the mountainous re‐
gions) where good wind conditions can hardly be obtained and with both fast and slow
fluctuations in wind speed.

• In the combined energy storage system, a battery can be used in large capacity for level‐
ing long-term power flow variation and an EDLC can be used to mitigate the short-term
fluctuation with a relatively small capacity.
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Chapter 3

Thermodynamics Assessment of the Multi-Generation
Energy Production Systems

Murat Ozturk

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/51522

1. Introduction

The efficiency of the solar multi-generation energy production system has great significance
due to the limited supply of available energy from solar radiation as well as impact on sys‐
tem production performance, operation cost and environmental concerns. Thus, a good un‐
derstanding of the efficiency of the whole system and its components is necessary for the
multi-functional system installation. In this regard, the First Law of Thermodynamics based
efficiency also known as energy efficiency may lead to inadequate and also misleading con‐
sequences, since all energy transfers are taken to be equal and the ambient temperature is
not taken into consideration. The Second Law of Thermodynamics defines the energy con‐
versation limits of this available energy based on irregularities between different forms of
energies. The quality of the available energy is highly connected with the reference environ‐
ment, which is often modeled as the ambient environment, as well as the success level of
this conversion capacity; and needs to be considered to prevent any incomplete and/or in‐
correct energy conversation results. Quality of the energy should be given as an examining
the work potentials of the initial and final stages of an investigated system. Such analysis is
called as exergy analysis, which gives the amount of an energy that may be totally converted
into useful work. Exergy (also called as an available energy or availability) of an investigat‐
ed system is defined using the thermodynamics principles as the maximum amount of work
which can be produced by a system or a flow of matter or energy as it comes to equilibrium
with a reference environment [1-3]. It is well known that one of the important uses of the
exergy analysis in engineering processes is to determine the best theoretical performance of
the system.

The useful work potential of the system is reduced by the irreversibilities and the corre‐
sponding amount of energy becomes unusable [4]. The entropy generation give the effects of
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these irreversibilties in the investigation system during a process and helps compare the
each component in the system based on how much they contribute to the operation ineffi‐
ciencies of the whole system. Thus, entropy generations of the system components needs to
be evaluated to determine the whole system efficiency. Even though energy analysis of the
system is the most commonly used method for examining energy conversation systems, its
only concerned with the conservation of energy, which neither takes the corresponding en‐
vironmental conditions into account, nor provides how, where and why the system per‐
formance degrades for the operated system. Also, the energy analysis of the system only
measures the quantity of energy and does not reveal the full efficiencies of the process [5].
Thus, in this scientific study, the multi-generation system is examined with exergy analysis
in order to give the true efficiency of the whole system and its components by determining
the irreversibilities in the each process, and how nearly the respective performance ap‐
proach ideal conditions. By using the energy and exergy analysis, magnitude of the losses,
and their causes and locations are identified by investigating the sites of exergy destruction
in order to make improvements to the whole system and its components [6].

2. System Description

The whole system and its components are given for the solar multi-generation energy pro‐
duction system. This system can be divided into four subsystems; i-) parabolic trough collec‐
tor, ii-) organic Rankine cycle (ORC), iii-) electrolyzer and iv-) absorption cooling and
heating. The schematic diagram of the multi-generation system is given in the Figure 1. The
main outputs of the given system are electricity, hydrogen, oxygen, heating, cooling and hot
water. Thermal energy of the solar radiation is collected and concentrated using a parabolic
trough collector in order to produce electricity, heating-cooling and hot water from ORC,
absorption system and hot water collection tank, respectively. Another important purpose
of this solar multi-generation system is producing of hydrogen. Stored hydrogen can be
used in a PEM fuel cell to produce power in the night time. Thus, electricity can be pro‐
duced continuously for 24 hours. A part of produced electricity from the organic Rankine
cycle is used to run the PEM (proton exchange membrane) electrolysis system, which re‐
quires heat at nearly 80 °C and electricity as an input. The thermal energy is used in the
PEM electrolysis to decrease the electricity demand of the electrolysis system. Heat require‐
ments of the PEM electrolyzer system are supplied from generator waste heat. The hydro‐
gen separator separates hydrogen from the steam by using hydrogen separation membrane.
The produced hydrogen stream is then cooled to 40°C with the help of the cooling water.
The produced hydrogen is compressed in a four-stage compressor, through intercooling to
40°C. The product gases (which is 99.9 wt% H2) exit from the store tank at 506.5 kPa and
85°C. When the weather conditions are not favorable or additional power is needed, the
stored hydrogen can be used in order to generate power. In addition, the outputted oxygen
from the high temperature electrolysis is stored in a separate storage tank. The produced
oxygen from the high temperature electrolysis system is cooled to 45°C via the cooling wa‐
ter. Similarly, the cooling water used in the oxygen cooler has an exit temperature of 80°C,

Clean Energy42

The by-product oxygen has relatively negligible energy and exergy content, and can be used
for the other purposes or can be sold.

Figure 1. The Solar multi-generation energy production system

3. Thermodynamic Analysis

In this research, the general mass, energy and exergy balance equations to find the energy and
exergy inputs and outputs, the rate of exergy decrease, the rate of irreversibility and the ener‐
gy and exergy efficiencies for the solar multi-generation energy production system are given.
In general, thermodynamic balance equation for a quantity in a process can be given as

Input + Generation - Output - Consumption = Accumulation (1)

where input and output gives to quantities entering and exiting through the system boun‐
dary, respectively, generation and consumption gives to quantities produced or consumed
within the system, respectively and accumulation gives to potential build-up of the quantity
within the system [7]. The general mass balance equation can be given in the rate form.

∑ ṁin =∑ ṁout (2)

where ṁ is the mass flow rate, and the subscripts in and out shows inlet and outlet flows,
respectively. Assuming the absence kinetic, potential and chemical exergy terms, the general
energy balance for the multi-generation system is formulated as follows;
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∑ ṁin =∑ ṁout (2)
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where Q̇ and Ẇ  represents the heat and work rates, respectively, and h is the specific en‐
thalpy at the chosen state. Considering a system at rest relative to the environment, kinetic
and potential terms can be ignored,

Q̇ + ∑
i

ṁin,ihi =∑
e

ṁout,ehe + Ẇ (4)

The entropy balance can also be expressed on a time rate basis as

Ṡ in + Ṡ gen = Ṡ out (5)

Ṡ gen = ṁ ∆S (6)

where Ṡ  is the entropy flow or generation rate. The amount transferred out of the boundary
must exceed the rate in which entropy enters, the difference being the rate of entropy gener‐
ation within the boundary due to associated irreversibilities.

The system components irreversibility and also recommended ways to improve the efficien‐
cies of them can be evaluated by using exergy analysis. The exergy balance of the multi-gen‐
eration system components is given as follows;

∑ Ėxin =∑ Ėxout + ĖxD (7)

∑
i

ṁiexi + Ė xQ =∑
e

ṁeexe + Ė xW + Ė x D (8)

where subscripts i and e are the specific exergy of the control volume inlet and outlet flow, Ė x
is the exergy rate, Ė xQand Ė xW  are the exergy flow rate associated with heat transfer and
work, exis the specific flow exergy of the process and Ė x D is the exergy destruction rate.

Ė xQ =(1 -
T o

T i
)Q̇i (9)

Ė xW =Ẇ (10)

ex = exke + ex pe + ex ph + exch (11)

where exke is the kinetic exergy, ex peis the potential exergy, ex ph is the physical exergy and
exch  is the chemical exergy. Since the variation of the kinetic, potential and chemical exergy
is considered negligible in this study. The physical exergy
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ex ph ,i =(h i - h o) - To(si - so) (12)

The exergy rate of a material flow is given as follows.

Ė xi = ṁexi (13)

The difference being the rate of exergy destruction (or lost work) within the boundary due
to associated irreverisibilities which can be calculated based on Gouy-Stodola theorem. The
exergy destruction in the component i should be given as follows;

Ė xD,i =To ∆Si ,net (14)

where ∆Si ,net  is the specific entropy change for the process. The exergy loss ratio of the sys‐
tem components is given as follows to compare of these components by using exergy analy‐
sis view point.

Ė xLR =
Ė xD ,com

Ė x D ,sys
(15)

where Ė x D,com is exergy destruction of the system components and Ė x D,sys  is the exergy de‐
struction of the overall system. The exergy destruction rate for the each component and over‐
all of the multi-generation system is given in the Table 1 according to given above procedure.

Table 1. Exergy destruction rates for the multi-generation energy production system
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The entropy balance can also be expressed on a time rate basis as
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3.1. Energy efficiency

The energy efficiency of the process is defined as the ratio of useful energy produced by the
process to the total energy input. In this paper, energy efficiencies for five different systems
are considered: parabolic trough collector, organic Rankine cycle, hydrogen production, ab‐
sorption cooling and heating sub-system, overall multi-generation system as shown below

ηPTC =
Q̇ 1 + Q̇ 5

Q̇ solar
(16)

ηorg -Rankine =
Ẇ net ,org -Rankine

Q̇ boiler
(17)

ηhydrogen =
ṁH 2LHV H 2

Q̇ Gen + Ẇ Turbine
(18)

ηabsorption =
Q̇ cooling + Q̇ heating

Q̇ HEX -I + Ẇ P -III
(19)

ηsystem =
Ẇ org -Rankine +  ṁH 2LHV H 2 + Q̇ cooling + Q̇ heating + Q̇ hotwater

Q̇ PTC
(20)

A coefficient of performance (COP) term can be used to expressing of the energetic perform‐
ance of the absorption sub-system.

COP =
Q̇ cooling

Ẇ pump-III + Q̇ gen
(21)

where Ẇ p is the pumping power requirement, and it is usually neglected in the COP calcu‐
lations and Q̇ gen is the rate of heat inputted to the generator.

3.2. Exergy Efficiency

The exergy efficiency of the process is the produced exergy from the system output that is
divided by the exergy system input and it can also be expressed by the aforementioned sub-
systems as follows;

ψPTC =
Ė x 1

Q + Ė x 2
Q

Ė x solar
Q (22)

ψorg -Rankine =
Ẇ org -Rankine

Ė x boiler
Q (23)

ψhydrogen =
Ė x H 2

Ė x Gen
Q + Ẇ Turbine

(24)
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ψabsorption =
Ė x cooling

Q + Ė x heating
Q

Ė x HEX -I
Q + Ẇ P -III

(25)

ψsystem =
Ẇ org ,Rankine + Ė x H 2 + Ė x cooling

Q + Ė x heating
Q + Ė x hotwater

Q

Ė x PTC
Q (26)

The exergy efficiency equations for the solar-based multi-generation energy production sys‐
tem components are given in the Table 2. The exergetic performance of the absorption sub-
system should be formulated in forms of the exergetic COP.

COPex =
Ė x cooling

Q

Ẇ pump-III + Ė x gen
Q (27)

Table 2. Exergy efficiency equations for the system components

Thermodynamics Assessment of the Multi-Generation Energy Production Systems
http://dx.doi.org/10.5772/51522

47



for Better Environment

3.1. Energy efficiency

The energy efficiency of the process is defined as the ratio of useful energy produced by the
process to the total energy input. In this paper, energy efficiencies for five different systems
are considered: parabolic trough collector, organic Rankine cycle, hydrogen production, ab‐
sorption cooling and heating sub-system, overall multi-generation system as shown below

ηPTC =
Q̇ 1 + Q̇ 5

Q̇ solar
(16)

ηorg -Rankine =
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ṁH 2LHV H 2

Q̇ Gen + Ẇ Turbine
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4. Result and Discussion

A software code in EES (Engineering Equation Solver) [8] is created to analyze a baseline
model with respect to the balance equations given in Table 2. The ambient conditions are
assumed to be 25 °C and 100 kPa for the analysis. A widely used refrigerant R134a is used in
the absorption cooling system and water in the other sub-systems. The assumptions for the
analysis are given as follow.

• Steady-state conditions with no chemical or nuclear reactions are assumed for all compo‐
nents in the cycle.

• Heat loss and pump work as well as kinetic and potential energies are considered negligi‐
ble.

• Expansion valve and throttling valve are assumed to be isenthalpic and the heat transfer
and pressure drops in the tubes connecting the components are neglected since there are
short.

The values for the exergy destruction rates (kW), exergy destruction ratio (%), exergy effi‐
ciency (%) and the power or heat transfer rate of the solar multi-generation energy produc‐
tion system are given in the Table 3. Exergy destruction rate indicates the reduction in
energy availability; however, it cannot be used to investigate the energy and exergy utiliza‐
tion performance of the system processes. The exergy efficiencies of the system components
are more useful for determining exergy losses.

Exergy destruction

rate (kW)

Exergy destruction

ratio

(%)

Exergy

efficiency

(%)

Power or heat

transfer rate (kW)

Parabolic trough collector 1892 46.89 34.21 18798

Boiler 564.1 13.98 90.92 18798

HEX-I 337.6 8.37 82.89 3351

Hot water tank 310.2 7.69 28.19 2593

Pump-I 45.11 1.12 56.03 74.37

Turbine 259.3 6.43 93.6 3792

Condenser-I 81.67 2.02 25.71 12734

Pump-II 114.7 2.84 58.77 175.5

PEM electrolysis system 202.4 5.02 37.03 781.5

Generator 37.03 0.92 75.42 750

Condenser-II 19.91 0.49 21.94 604.87

Expansion valve 0.15 0.00 97.36 1.69
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Exergy destruction

rate (kW)

Exergy destruction

ratio

(%)

Exergy

efficiency

(%)

Power or heat

transfer rate (kW)

Evaporator 56.31 1.40 40.84 571.1

Absorber 98.25 2.43 21.42 696.2

Pump-III 8.24 0.20 34.41 12.92

Throttling valve 1.16 0.03 96.58 17.34

HEX-II 6.72 0.17 56.53 109.1

Table 3. Thermodynamic analysis data of the multi-generation energy production system devices

Based on the baseline analysis, the exergy efficiencies associated with the system and whole
system are given in the Fig. 2. As seen in the Fig. 2, the solar parabolic trough collector and
condenser are calculated to have the lowest exergy efficiency as 17 and 22%, respectively.
This is associated with concentrating losses, high temperature differences and phase chance
which results in more entropy generation between the inlet and outlet streams.

Figure 2. Exergy efficiencies of the multi-generation energy production system components

The COP and COPex of the single effect absorption refrigeration system are calculated as
0.7586 and 0.3321, respectively. The COPex is lower than COP, due to the considerable irre‐
versibilities occurring in the absorption cycle. Energy and exergy efficiency results for the
absorption system components are compared to the experimental studies [9-11] and a rea‐
sonably good agreement are found.

Parametric studies have also been conducted, by analyzing the changes in exergy efficien‐
cies of the system components with respect to changes in the ambient temperature. The
exergy efficiencies for the ambient temperature ranges of 10 °C to 30 °C can be seen in
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Exergy destruction

rate (kW)

Exergy destruction

ratio

(%)
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(%)

Power or heat

transfer rate (kW)
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Clean Energy48

Exergy destruction

rate (kW)

Exergy destruction

ratio

(%)

Exergy

efficiency

(%)

Power or heat

transfer rate (kW)
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Table 3. Thermodynamic analysis data of the multi-generation energy production system devices

Based on the baseline analysis, the exergy efficiencies associated with the system and whole
system are given in the Fig. 2. As seen in the Fig. 2, the solar parabolic trough collector and
condenser are calculated to have the lowest exergy efficiency as 17 and 22%, respectively.
This is associated with concentrating losses, high temperature differences and phase chance
which results in more entropy generation between the inlet and outlet streams.

Figure 2. Exergy efficiencies of the multi-generation energy production system components

The COP and COPex of the single effect absorption refrigeration system are calculated as
0.7586 and 0.3321, respectively. The COPex is lower than COP, due to the considerable irre‐
versibilities occurring in the absorption cycle. Energy and exergy efficiency results for the
absorption system components are compared to the experimental studies [9-11] and a rea‐
sonably good agreement are found.

Parametric studies have also been conducted, by analyzing the changes in exergy efficien‐
cies of the system components with respect to changes in the ambient temperature. The
exergy efficiencies for the ambient temperature ranges of 10 °C to 30 °C can be seen in
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the Fig. 3 to 5 for the parabolic trough collector, organic Rankine cycle and absorption cool‐
ing-heating cycle, respectively.

Figure 3. Exergy destruction rate and exergy efficiency of the parabolic trough collector (PTC) depending on ambient
temperature changes

Figure 4. Exergy destruction rate and exergy efficiency of the organic Rankine cycle (ORC) depending on ambient
temperature changes

Although ambient temperature increases,  exergy destruction of the parabolic trough col‐
lector  and  absorption  system are  increases  and  exergy  efficiencies  of  these  compo‐
nents decreases.  The variations of exergy destruction rate and exergy efficiency of these
components  according  to  the  ambient  temperature  remain  almost  linear.  These  results
are  expected  since  the  exergy  destruction  rate  and  exergy  efficiency  of  the  process  are

Clean Energy50

generally inversely proportional properties.  The variations of the exergy destruction rate
and also exergy efficiency in concern with the ambient temperature for the organic Ran‐
kine  cycle  are  given  in  the  Fig.  4.

Figure 5. Exergy destruction rate and exergy efficiency of the absorption cooling and heating system depending on
ambient temperature changes

5. Conclusions

In the present study, a solar multi-generation system for electricity, hydrogen, oxygen, heat
water production and space heating and cooling is proposed and examined with respect to
exergy analysis in order to determine the magnitude of losses, and their causes and loca‐
tions by determining the irreversibility in each cycle and the whole system. In addition to
that, exergy efficiency of the system components is evaluated to show how the system
reaches a real operating condition. Some parametric studies are given in order to investigate
the effects of varying operating conditions such as ambient temperature.

Author details

Murat Ozturk*

Address all correspondence to: muratozturk@sdu.edu.tr

Department of Physics, Faculty of Art and Sciences, Suleyman Demirel University, 32260, Is‐
parta, Turkey

Thermodynamics Assessment of the Multi-Generation Energy Production Systems
http://dx.doi.org/10.5772/51522

51



for Better Environment

the Fig. 3 to 5 for the parabolic trough collector, organic Rankine cycle and absorption cool‐
ing-heating cycle, respectively.

Figure 3. Exergy destruction rate and exergy efficiency of the parabolic trough collector (PTC) depending on ambient
temperature changes

Figure 4. Exergy destruction rate and exergy efficiency of the organic Rankine cycle (ORC) depending on ambient
temperature changes

Although ambient temperature increases,  exergy destruction of the parabolic trough col‐
lector  and  absorption  system are  increases  and  exergy  efficiencies  of  these  compo‐
nents decreases.  The variations of exergy destruction rate and exergy efficiency of these
components  according  to  the  ambient  temperature  remain  almost  linear.  These  results
are  expected  since  the  exergy  destruction  rate  and  exergy  efficiency  of  the  process  are

Clean Energy50

generally inversely proportional properties.  The variations of the exergy destruction rate
and also exergy efficiency in concern with the ambient temperature for the organic Ran‐
kine  cycle  are  given  in  the  Fig.  4.

Figure 5. Exergy destruction rate and exergy efficiency of the absorption cooling and heating system depending on
ambient temperature changes

5. Conclusions

In the present study, a solar multi-generation system for electricity, hydrogen, oxygen, heat
water production and space heating and cooling is proposed and examined with respect to
exergy analysis in order to determine the magnitude of losses, and their causes and loca‐
tions by determining the irreversibility in each cycle and the whole system. In addition to
that, exergy efficiency of the system components is evaluated to show how the system
reaches a real operating condition. Some parametric studies are given in order to investigate
the effects of varying operating conditions such as ambient temperature.

Author details

Murat Ozturk*

Address all correspondence to: muratozturk@sdu.edu.tr

Department of Physics, Faculty of Art and Sciences, Suleyman Demirel University, 32260, Is‐
parta, Turkey

Thermodynamics Assessment of the Multi-Generation Energy Production Systems
http://dx.doi.org/10.5772/51522

51



for Better Environment

References

[1] Moran, M. J. (1982). Availability analysis: A guide to efficiency energy use. Englewood
Cliffs, NJ: Prentice-Hall.

[2] Kotas, T. J. (1995). The Exergy Method of Thermal Plant Analysis. Reprint ed. Krieger,
Malabar, FL.

[3] Szargut, J., Morris, D. R., & Steward, F. R. (1988). Exergy Analysis of Thermal, Chem‐
ical and Metallurgical Processes. Hemisphere, New York.

[4] Arcaklioglu, E., Çavuşoglu, A., & Erisen, A. (2005). An algorithmic approach towards
finding better refrigerant substitutes of CFCs in terms of the second law of thermo‐
dynamics”. Energy Conversion and Management, 46, 1595-1611.

[5] Yumrutas, R., Kunduz, M., & Kanoglu, M. (2002). Exergy analysis of vapor compres‐
sion refrigeration systems. Exergy, an International Journal, 2, 266-272.

[6] Dincer, I., & Rosen, M. A. (2007). Exergy: Energy, Environment and Sustainable De‐
velopment”. Elsevier, Oxford, UK.

[7] Dincer, I., & Kanoglu, M. (2010). Refrigeration Systems and Applications. John Wiley
and Sons, West Sussex, UK.

[8] Klein & S.A. Engineering Equation Solver (EES). Academic Commercial, F-Chart Soft‐
ware, 2010 www.fChart.com.

[9] Ataer, O. E., & Gogus, Y. (1991). Comparative study of irreversibilities in an aqua-
ammonia absorption refrigeration system. International Journal of Refrigeration, 14,
86-92.

[10] Dincer, I., & Dost, S. (1996). A simple model for heat and mass transfer in absorption
cooling systems (ACSs). International Journal of Energy Research, 20, 237-43.

[11] Dincer, I., & Kanoglu, M. (2010). Refrigeration Systems and Applications. Wiley Pub‐
lication, United Kingdom.

Clean Energy52

Chapter 4

Multi-Level Mathematical Modeling of Solid Oxide
Fuel Cells

Jakub Kupecki, Janusz Jewulski and
Jarosław Milewski

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/50724

1. Introduction

In recent years, numbers of questions concerning energy generation have arisen. Emission
levels, delivery security, and diversification of the portfolio of technologies have been exten‐
sively discussed. Well-established generation based on fossil fuels in large-scale power sta‐
tions is criticized for big environmental impacts, and limited sustainability due to high
fraction of process losses. Not only emissions, but also extraction of resources, alternation of
the landscape, transmission and distribution inefficiencies are often pointed as the main
downside. As a solution for rapidly increasing energy consumption, and emerging threat of
current resources depletion, distributed generation based on highly efficient micro- and
small-system was proposed. Moreover, combined heat and power (CHP) units with high
achievable efficiency are seen as possible substitutes for stand-alone electricity generators.
Most of technologies from that group are currently under development, however selected
systems are already reaching market availability. In 2004 European Commission indicated
selected systems, with guidelines for promotion and development of highly efficient co-gen‐
erative units [1]. List of technologies, which can provide high electrical and overall efficiency
with limited environmental impacts, includes the following:

• Combined cycle gas turbine with heat recovery

• Steam backpressure turbines

• Steam condensing extraction turbines

• Gas turbines with heat recovery
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• Internal combustion engines

• Microturbines

• Stirling engines

• Fuel cells

• Steam engines

• Organic Rankine cycles

• Any other type of technology of combination of thereof falling under the definition laid in
the directive

Further studies were devoted to finding the optimal technology for micro- and small scale-
systems suitable for CHP applications. It should be noted that, to distinguish between select‐
ed systems scales, terms micro and small were introduced. In the EU Combined Heat and
Power directive [1] the earlier term refers to units with nominal power output 50 kWel, while
in literature it usually covers systems with nominal power output of single kWel [2,3,4]. The
later usually refers to system with output of tens of kWel.

It was found that three groups of technologies are especially interesting from the technical
and economical point of view for systems with single kilowatts power output, namely:

• Internal combustion engines

• Stirling engines

• Fuel Cells (PEFC and SOFC)

While different energy generating systems with internal combustion and Stirling engines are
a well-established technology, fuel cells in stationary generation have been known for not
more than two decades. Even though technology is not yet mature, numerous demonstra‐
tion systems have already been operated allowing to gain operating experience. The main
reason to consider fuel cells as an alternative to other generation systems is high electrical
performance due to the direct conversion of chemical energy of a fuel into electricity.

Evaluation of PEFC and SOFC for micro-CHP application was recently presented [3]. Au‐
thors underlined high efficiency and mulifuel capabilities of the SOFC. Additionally, in case
of low-temperature cells, such as PEFC, partial internal reforming cannot be done, hence ef‐
ficiency penalty due to external reforming is observed next to limited fuel flexibility. More‐
over, SOFCs offer utilization of high temperature heat in co-generative systems [4].
Substantial part of the high-grade heat can be recovered from the anodic and cathodic gas
streams leaving the SOFC stack at elevated temperature [5] for hot tap water supply or heat‐
ing purposes [6]. Taking into account these advantages, SOFC technology has been selected
for futher analysis with different modeling techniques.
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2. Selected systems with Solid Oxide Fuel Cells

Over the years fuel cell technology proved to be feasible in a number of applications, includ‐
ing portable energy generation, transportation, stationary back-up systems and energy gen‐
erators in space missions among others Currently, selected fuel cells such as SOFCs are
considered as suitable conversion systems for the clean and sustainable energy generation.
Development of such systems requires proper modeling approaches, construction of high fi‐
delity numerical simulators and tools able to provide clear insight into various aspects of the
system operation.

Selected units with SOFCs have already reached proof-of-the-concept stage of development,
and in some cases units are already available in for sale. Comparison of market-available
systems is presented in Table 1, based on available data [7,8,9,10,11,12,13]. It should be em‐
phasized, that using fuel cells for electricity only generation in micro- and small-units is not
economically feasible, therefore it was not considered. SOFC-based electricity-only genera‐
tion is economically feasible only for the capacity range over 100 kWel. For such systems ex‐
pected electrical efficiency ranges between 40 and 85%, while capital and peration and
maintenance (O&M) costs were estimated for 1500-3000 $kW and 0.0019 – 0.0153 $/kW, re‐
spectively [14]. By comparing these numbers with data for other systems presented in Table
2 it becomes clear that SOFC can be indeed competitive.

Vendor
Type of fuel

cell

Power:

electrical/

thermal [kW]

Efficiency:

ηel/ηtot [%]

Number

of units

Hexis            SOFC         1.0/2.0         30-35/>90            42

CFCL            SOFC         1.5/0.6         60/85            >10

Vaillant            SOFC         4.6/6.5         30/88            >60

JX Nippon            SOFC         0.7/1.25         45/87            800

Baxi            PEFC         1.0/1.7         32/85            >20

Viessmann            PEFC         2.0/5.0         28/80            10

Bosch            PEFC         4.6/6.5         29/80            10

Table 1. Comparison of selected micro-CHP systems with fuel cells.

Different concepts of large SOFC-based systems were developed and studied [15,16,17].
Among those, various plants proposed by Siemens-Westinghouse with nominal power
ranging from single up to hundreds MWelel were investigated [18,19], including pressurized
systems. Despite the fact that high efficiency and near-zero emissions in such plants were
envisioned, attention has been focused on smaller scales – single and tens of kWel.
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Technology Capacity ηel [%]
Capital cost

[$/kW]

O&M costs

[$/kW]

Disel

engines
500 kW - 50MW                 35               200-350               0.005 - 0.015

Gas turbines 500 - 5 MW          29 - 42               450 - 870            0.005 - 0.0065

Photovoltaic

system
1 kW - 1MW          6 - 19               6600               0.001 - 0.004

Wind

turbines
10 kW - 2MW               25               1000                      0.01

Table 2. Comparison of selected systems for stand-alone electricity generation.

3. Modeling: transition between different length and time scales

During SOFC-based system operation numbers of different processes are taking place at dif‐
ferent length- and time-scales. Summary of typically considered phenomena is presented in
Table 3.

Figure 1. Different processes and their corresponding length scales and time frames (after [20])
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Scale [m] Structure Phenomena

10-8–10-7 Electrode material

Triple phase boundary –

electrode, electrolyte and

oxidant contact point

Electrochemistry Diffusion

through the surface

Chemical reaction

10-7–10-5

Porous media Knudsen diffusion

Flow through porous media

Chemical reaction

10-5–10-3

Flow field Diffusion

Mass flow

Heat exchange

10-3–10-2

Single cell Transport of oxidant and

fuel

Thermal balancing

10-2–100

Stack Electrical circuits of the cell

Processes in the electrical

system

Thermal balancing

10-0–10?

System level Control, automatics, safety

systems

Integration of the entire

system

Table 3. Selected processes taking place during SOFC-system operation and their corresponding length scales.

Application-specific criteria and various designs require dedicated methodology for de‐
tailed investigation of processes listed in Table 3. In general, models are used to help under‐
stand and predict behavior of a particular system, to optimize control strategy, thermal
balancing, and other aspects. Additionally, optimization tools can provide information on
the optimal operational parameters. Moreover, models can be used as predictive tools for
performance evaluation under off-design conditions. Modeling can provide crucial informa‐
tion for the system configuration improvements. Work on a prototype design is usually an
iterative procedure where modeling is coupled with design definition. In each case, determi‐
nation of criteria is an important step and must correspond to particular requirements. De‐
pending on type of modeling, desired complexity and level of details, sufficient data have to
be supplied to model. This section will briefly review different modeling techniques, includ‐
ing 0, 1-2 and 3D models. In a recent and valuable summary of modeling and simulation
techniques [20] pictorial illustration of different issues and their corresponding length scales
(Table 3) and characteristic time has been proposed (Fig. 1).

Models can be divided into macro- and micro-scale, depending on the length scales that are
covered by particular approach. In general case, analysis of SOFC at the stack level focuses
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on development of models for electrochemical processes, chemical reaction, transport phe‐
nomena, and geometry influence. Investigation of the entire system includes studies on the
integration, heat and mass exchange, electrical circuits, and equipment.

3.1. 0D modeling

Zero-dimensional methodology allows studying processes that can be analyzed without tak‐
ing into account spatial configuration and geometry. Such approach is justified for system-
level studies, however might also be used for estimation of certain parameters. Depending
on the required precision, 0D models can be used to solve governing equations for planar
SOFC, written for each of the cell components: electrodes, electrolyte, interconnects and
flow channels [21,22,23,24,25]. Required assumptions include constant fluid properties, air
as an incompressible gas and no chemical reactions occurring in the fuel and air channels.
Set of governing equations is later solved with desired accuracy by different algorithms.
System-level studies can be performed with commercially available software such as Aspen
Plus or Aspen Hysys. The later was recently used by Kupecki and Badyda [5] for evaluation
of different fuel processing technologies for micro-CHP unit with SOFC. Different designs,
presented in Fig. 2-6 were studied for evaluation of heat and mass balances. In the study,
characteristics of market-available SOFCs were implemented, and auxiliary equipment was
selected for off-the-shelf products. Considering different fuels, including natural gas, diesel,
and LPG it was possible to define the optimal processing technology for micro-CHP unit
equipped with afterburner. Steam reforming allowed achieving the highest overall system
efficiency, even tough it required substantial amount of heat. Generally, 0D method proved
to be sufficient for system-level studied, including thermal processes (i.e. heat exchange,
heat losses, combustion in the afterburner), electrochemical reactions in the SOFC stack and
chemical reactions occurring in the fuel processor.

With introduction of heat capacity, dynamics can be studied to some extent using 0D model‐
ing techniques, as it will be presented in the dynamic modeling section. In certain cases
chemistry can also be investigated. The main limitation is the difficulty to explicitly incorpo‐
rate geometry of chemical reactors, although semi-empirical correlations are sometimes ap‐
plicable. Bove and Ubertini [26] suggested using black-box 0D models to investigate impact
of fuel composition, oxidant or fuel utilization and overpotentials on the macroscopic per‐
formance of SOFC in terms of efficiency and current-voltage characteristics. Such models
should be used when system-level approach is required, without main focus on the SOFC
stack itself [27]. In cell-leveling modeling, zero dimensional approach can be efficiently used
for solving elementary balance equations for fluids: continuity, momentum, energy and spe‐
cies transport. Since solid oxide fuel cells consists of two porous electrodes separated by an
electrolyte, porosity of these materials should be explicitly considered in the governing
equations. Once the set of equations is developed, it can easily be transferred from discrete
0D to 1D model to be solved using proper CFD method [28].

Summarizing, the main advantage of zero-dimensional approach is low computational
costs, simple formulation of the model. Such models can be freely used for systems where
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no mass and heat accumulation occurs. The main disadvantage is the significant limitation

in modeling influence of geometry and sizing, especially when those are of a high impor‐

tance, for instance in chemistry modeling.
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Figure 4. System with recirculation based on an ejector

Figure 5. System with recirculation based on a high-temperature fan
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Figure 6. System with recirculation based on a low-temperature fan

3.2. 2- and 3D modeling and computational fluid dynamics codes

In 1-,2- and 3D models, space-dependent governing equations are being solved. In case of
three-dimensional approach, mathematical formulas are usually written in form of partial
differential equations. Different methods can be used for solving the resulting set of equa‐
tions. In 1D approach, ordinary differential equations may be encountered, and solution can
be easily found with simple codes or even analytically. Complex 3D models of SOFC stack
are useful for heat and mass exchange modeling [29]. With high fidelity models, different
heat exchange means can be studies, and cell voltage under inhomogeneous temperature
distribution can be found. Space-continuous models can be applied for material studies and
evaluation of process losses. Time-dependent thermal processes can be studied in similar
way to proposed nearly twenty years ago by Achenbach [30]. In his work, numerical tool
was used to investigate heat conductivity of stack made of ceramic and metallic plates. With
the proposed methodology it was possible to find the overall heat conductivities of the com‐
bined SOFC assembly. Additionally, the model was applied to evaluate influence of thermal
radiation and the total heat losses from the stack. Such studies are crucial for evaluation of
overall system performance, and can indicate dangerous operational modes, which should
be avoided. Several analytical models of pressure and flow distribution in the stack have
been presented [59,60]. The results have been compared to 3D CFD model, showing accura‐
cy sufficient for engineering calculations. However, analytical models are typically applica‐
ble only to no-load, isothermal stack conditions.

Significant computational power is required to implement fully-3D CFD combined models of
the SOFC stack and auxiliary system components. Computational time requirements limits
complex optimization of such cases. In particular, when optimization of 3D models of sys‐
tem sections is necessary to approximate integration of SOFC stack with pre-heaters or reform‐
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ers, engineering accuracy approximations are often implemented. 3D non-CFD numerical
model of SOFC stack has been applied to improve the thermal management of SOFC system
through radiant heat transfer from the stack walls to adjacent air preheater panels [61].

In this study, options for minimizing axial and in-plane temperature gradients in the stack
have also been identified. The results of subsequent tests, verifying modeling results, sug‐
gested that the use of radiation-based approach significantly improves the management of
stack-generated heat [62].

Since porous body, representing electrochemically active part of the SOFC stack, is imper‐
meable in directions other than flow direction in gas channels, simplifications of the 3D CFD
stack model is possible, including 2D CFD model with the porous body approach (see Fig.
7). Periodical and ordered geometry of reactant channels in the stack, allows treatment of
stack geometry as a porous body, with porosity defined as a ratio of channels cross-sectional
area to stack cross-sectional area [63]. In the study, 2-D and 3D CFD SOFC stack models
with internal manifolds have been implemented to simulate flow distribution under electric
load conditions for the selected fuels. The semi-empirical model of electrochemical kinetics
has been implemented. Typical flow arrangements of the inlet and outlet gas supply mani‐
folds (U-flow, Z-flow) have been evaluated, including effects associated water-shift reaction
and finite-rate of internal reforming of methane in the stack.

Figure 7. Stack representation in the 2D/3D CFD porous body approach
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Figure 8. Stack representation in the hydraulic network approach

In yet another approach to SOFC stack modeling, so-called hydraulic network approach
[64], pressure drop is calculated separately for each manifold section and reactant channel
section, as shown in Fig. 8. The pressure drop is calculated based on the Darcy''s friction fac‐
tor, incorporating local geometry and stream characteristics. The hydraulic model approach
has been implemented for the planar, rectangular geometry of the fuel cells. In the model,
pressure drop is calculated separately for each manifold section and cell section:

ΔPi = f D
L i
Di

ρiV i
2

2
(4.1)

where:

fD      Darcy's friction factor

fD =   K/Re for the laminar flow and fD = ε/D for the turbulent flow

ΔPi    pressure drop in the manifold section or cell section [Pa]

L     length of the manifold section or cell section [m]

ρi     gas density [kg cm-1]

Vi     gas velocity [m s-1]

D     hydraulic diameter [m]

K     constant (64 for the circular channels)

ε/D   relative roughness of the channel

Re     Reynolds number
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Additional pressure losses are calculated for the flow obstacles, such as dividing/combining
flows at the manifold/reactant channel junctions, as:

ΔPi = Ktot
ρiV i

2

2
(4.2)

The resulting system of nonlinear equations is solved numerically for each of the flow loops:

ΔPMI ,i + ΔPCELL ,i+1 −ΔPCELL ,i+1 + Q ⋅ΔPMO ,i =0 for  i =1...N −1 (4.3)

Numerical results show good convergence with analytical models (Fig. 9). The hydraulic
networks approach is also applicable to SOFC stack modeling under electric load conditions.

Figure 9. Comparison of pressure drop across the cathode side of the SOFC cell for a range of flows corresponding to
a range of oxidant utilizations (▲– hydraulic model results; ♦ – measurements, 295 K; ■– 3D CFD simulation results)

Computational fluid dynamic system can be also used for system integration [2]. The cou‐
pling different models in one simulator can provide insight into operation of system compo‐
nents such as BoP devices, fuel processor, tail gas combustor, and SOFC stack. Time scale
selection for the modeling should be done with caution. As has been noted by Tanaka et al.
[29], certain fluctuations during small-scale co-generative SOFC-based unit operation occur.
Authors performed detailed uncertainty estimation for 10 kW class units fed with town gas.
Research was focused on evaluation of possible fluctuations, including changes in fuel qual‐
ity over time (i.e. deviation of HHV from the nominal value), flow variations, precision of
measurement equipment and other factors. The results indicate that the electrical efficiency
of system can be determined with 1.0% relative uncertainty at 95% level of confidence for
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such system. However, it should be noted that fuel cells are generally believed to operate
quite stable when compared to other energy conversion techniques [31].

3.3. Fuel processing technologies

It is well know that the main advantage of solid oxide fuel cells is the ability to operate with
number of different fuels including alcohols [32], hydrocarbons [31], pure hydrogen
[33,21,31], biofuels [34] and energy carries which can be converted to hydrogen-rich gas, in‐
cluding ammonia [35] and dimethyl ether [36]. Nonetheless, in order to assure high per‐
formance operation of a fuel cell stack, by limiting cells degradation, proper fuel processing
has to be selected. As recently reported by Leone et al. [40] different fuel processing technol‐
ogies may be used for fuel cell-based system, however reforming technique can influence
cell operating conditions and selection should be made taking into account different factors.

Generally, three different technologies can be distinguished for converting fuel before it en‐
ters the SOFC stack: catalytic partial oxidation (CPOX), steam reforming (SR) and autother‐
mal reforming (AT). In certain cases these processes can be accompanied by fuel clean-up
stage as it is usually done for fuels with significant H2S content.

The important part of SOFC system operation is direct thermal integration of stack and fuel
reforming. Different implementations have been proposed and corresponding modeling
studies performed:

1. Intermediate indirect reforming plates (IIR) can be directly integrated with the SOFC
stack [45,46]. In this approach, fuel reforming plates are integrated with the stack struc‐
ture and separated with one or more fuel cells. Reformed fuel from the reforming plates
is redirected to fuel inlet of the adjacent cell(s).

2. Direct internal reforming (DIR) is often implemented, taking advantage of catalytic
properties of the SOFC anode material [47]. In this approach fuel is directly reformed
on the anode side of the fuel cell. Pre-reforming of the fuel might be necessary in some
cases to avoid overcooling of the fuel inlet stack region, particularly for the fuel with
high methane content.

3. Thermal integration of SOFC stack and fuel reformer can also be implemented with
thermal radiation/convection/conduction conjugate heat transfer between SOFC stack(s)
and reformer. In this approach, fuel reformer is placed in a direct vicinity of the stack(s).

In this subsection, theory of different fuel processing technologies will be briefly discussed.

Partial oxidation reaction proceeds with the presence of catalyst can be written in a general
form for any hydrocarbon [37]

2 2 2 2 2 2( 3.76 ) (2 2 ) (2 2 0.5 ) 3.76n m pC H O x O N n x p H O nCO n x p m H xN+ + + - - ® + - - - + (4.4)

where x is the oxygen to fuel molar ratio. This ratio defines the required amount of water for
carbon to carbon monoxide conversion, amount of generated hydrogen, and molar concen‐
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tration of hydrogen in the reaction products. For x = 0 the reaction becomes an endothermic
steam reforming, and for x = 12.5 it corresponds to a combustion process. Partial oxidation
reaction should be controlled in such way, that overall thermal balance would be exother‐
mic. Simple calculations lead to conclusion, that for a low value of x coefficient, higher
amounts (or concentrations) of hydrogen should be expected. The main reason for using cat‐
alyst is the reduction of the process temperature. Reaction described by equation (1) to pro‐
ceed without catalyst, however temperature o about 1000° C is required in such case.
Because of that fact in most commercial applications, including SOFC- based systems, cata‐
lyst is used.

Second method for turning different fuels into hydrogen-rich gas is the steam reforming. In
most fuel cell applications, reaction proceeds at high temperature with addition of water va‐
por. Typical products of steam reforming include hydrogen and carbon dioxide. Ideal reac‐
tion can be written for any hydrocarbon fuel fed in the following form:

CnH2n + 0.5(n −1)H2O →0.25(3n + 1)CH4 + 0.25(n −1)CO2 (4.5)

In most technological processes, steam reforming comprises two stages which can be written
for the simplest hydrocarbon in a form:

CH4 + H2O →CO2 + 3H2 (4.6)

and

CO2 + H2O →CO2 + H2 (4.7)

Where equation (4.6) is strongly endothermic and (4.7) is slightly exothermic, therefore the
overall reaction requires heat delivery. Typically, steam reforming of gases can also be done
as a catalyst-supported process. Usually a metallic nickel catalyst [38,39] either Ni/Al2O3 or Ni
on refractory material, containing 5-30% of Ni are used. Lifetime of a catalyst strongly de‐
pends on quality of gases converted in the steam reformer, so-called poisoning is usually the
main process leading to rapid performance deterioration. In order to ensure long lasting
operation of the catalyst, poisonous impurities should be removed prior the reforming process.

Next to CPOX and SR, internal reforming is also mentioned as a interesting processing tech‐
nology and the most economical way to convert hydrocarbon fuels for tubular and planar
SOFCs. Despite the fact that process has number of advantages, it may lead to high tempera‐
ture variations in the fuel cell and stack [41]. Highly endothermic character of the reaction is
responsible for local cooling of the cell material leading to cracking and rupture. In a similar
way, CPOX reaction along the cell is often claimed to be responsible for cell overheating
which can compromise the ceramic material stability in a similar way as internal reforming.
Even though, internal reforming is allowed to a certain extent, it is believed that thermal de‐
composition of higher hydrocarbons may lead to carbon formation on the anode compart‐
ments [30]. Usually, limitation on the fraction of higher hydrocarbons is imposed by
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material issues (endothermic reforming reaction) and possibility of carbon deposition to oc‐
cur. Recent study presented in 0D modeling section and available literature [42,43] clearly
indicates that steam reforming is the most efficient technology for bioethanol, methane and
other hydrocarbons conversion into hydrogen rich-gas. Arteaga et al. [44] performed thor‐
ough evaluation of different fuel processing technologies particularly for SOFC application
also finding steam reforming the most suitable. Comparison of different fuel processing
technologies for biogas and methane was previously done and reported [53]. It was clearly
indicated that steam reforming is the optimal selection for micro-CHP units with SOFCs.

As it was discussed in previous section, systems with SOFCs require fuel processing. In most
cases steam reforming would be selected, and in such system catalysts would be employed.

4. Control strategy for micro-CHP unit

Since micro-CHP unit of discussed type generated both electricity and heat, two control
strategies are possible. Device can operate following electricity or heat/hot water demand.
Generally it is believed, that the most optimal strategy is to control electricity generation,
considering heat as a by-product which can possibly be stored in sufficiently large water
tank. In available literature, different tank sizes were considered. In design of micro-CHP
system with power output of about 2 kW by Kupecki and Badyda [5], tank with volume of
600 liters was considered. At average storage temperature of 55° C, the total of about 28 kWth

can be stored in the tank. This volume was selected based on availability of off-the-shelf
products, its reasonable price and sufficient heat capacity. Surprisingly, some authors [65]
suggest selection of much larger size like 1000 or even 3000 liters. From the product devel‐
opment point of view, customer expectations and required compact size, this is an a way too
large volume. Moreover, according to authors'' own calculations, selection of such a big ves‐
sel has negligible economical gain, and in all cases can lead to increase of capital cost of the
system. Price of hot water storage tanks increases exponentially with the capacity increase,
therefore considerations of volumes above 600 liters should not have place. Additional as‐
pect of control strategy selection depend on current conditions, including generation price
and cost or resources.

In a recent study [66] control strategy for the highest energy savings for 20 households using
0.7 kW micro-CHP systems with SOFC was evaluated. Mixed-integer linear programming was
used to optimized control for a case, and when each of households has a different consump‐
tion. They clearly found, that electrical load-following is the best strategy, allowing the high‐
est energy-saving effect. Authors also pointed out that wastage of surplus hot water is possible
in the summer season, but this can be avoided by selection of slightly larger water tank.
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Where equation (4.6) is strongly endothermic and (4.7) is slightly exothermic, therefore the
overall reaction requires heat delivery. Typically, steam reforming of gases can also be done
as a catalyst-supported process. Usually a metallic nickel catalyst [38,39] either Ni/Al2O3 or Ni
on refractory material, containing 5-30% of Ni are used. Lifetime of a catalyst strongly de‐
pends on quality of gases converted in the steam reformer, so-called poisoning is usually the
main process leading to rapid performance deterioration. In order to ensure long lasting
operation of the catalyst, poisonous impurities should be removed prior the reforming process.

Next to CPOX and SR, internal reforming is also mentioned as a interesting processing tech‐
nology and the most economical way to convert hydrocarbon fuels for tubular and planar
SOFCs. Despite the fact that process has number of advantages, it may lead to high tempera‐
ture variations in the fuel cell and stack [41]. Highly endothermic character of the reaction is
responsible for local cooling of the cell material leading to cracking and rupture. In a similar
way, CPOX reaction along the cell is often claimed to be responsible for cell overheating
which can compromise the ceramic material stability in a similar way as internal reforming.
Even though, internal reforming is allowed to a certain extent, it is believed that thermal de‐
composition of higher hydrocarbons may lead to carbon formation on the anode compart‐
ments [30]. Usually, limitation on the fraction of higher hydrocarbons is imposed by
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material issues (endothermic reforming reaction) and possibility of carbon deposition to oc‐
cur. Recent study presented in 0D modeling section and available literature [42,43] clearly
indicates that steam reforming is the most efficient technology for bioethanol, methane and
other hydrocarbons conversion into hydrogen rich-gas. Arteaga et al. [44] performed thor‐
ough evaluation of different fuel processing technologies particularly for SOFC application
also finding steam reforming the most suitable. Comparison of different fuel processing
technologies for biogas and methane was previously done and reported [53]. It was clearly
indicated that steam reforming is the optimal selection for micro-CHP units with SOFCs.

As it was discussed in previous section, systems with SOFCs require fuel processing. In most
cases steam reforming would be selected, and in such system catalysts would be employed.

4. Control strategy for micro-CHP unit

Since micro-CHP unit of discussed type generated both electricity and heat, two control
strategies are possible. Device can operate following electricity or heat/hot water demand.
Generally it is believed, that the most optimal strategy is to control electricity generation,
considering heat as a by-product which can possibly be stored in sufficiently large water
tank. In available literature, different tank sizes were considered. In design of micro-CHP
system with power output of about 2 kW by Kupecki and Badyda [5], tank with volume of
600 liters was considered. At average storage temperature of 55° C, the total of about 28 kWth

can be stored in the tank. This volume was selected based on availability of off-the-shelf
products, its reasonable price and sufficient heat capacity. Surprisingly, some authors [65]
suggest selection of much larger size like 1000 or even 3000 liters. From the product devel‐
opment point of view, customer expectations and required compact size, this is an a way too
large volume. Moreover, according to authors'' own calculations, selection of such a big ves‐
sel has negligible economical gain, and in all cases can lead to increase of capital cost of the
system. Price of hot water storage tanks increases exponentially with the capacity increase,
therefore considerations of volumes above 600 liters should not have place. Additional as‐
pect of control strategy selection depend on current conditions, including generation price
and cost or resources.

In a recent study [66] control strategy for the highest energy savings for 20 households using
0.7 kW micro-CHP systems with SOFC was evaluated. Mixed-integer linear programming was
used to optimized control for a case, and when each of households has a different consump‐
tion. They clearly found, that electrical load-following is the best strategy, allowing the high‐
est energy-saving effect. Authors also pointed out that wastage of surplus hot water is possible
in the summer season, but this can be avoided by selection of slightly larger water tank.
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5. Modeling the dynamic behavior of a singular Solid Oxide Fuel Cell

5.1 Dynamic oriented model of SOFC

The mathematical model of SOFC for steady state calculations was presented in a few previ‐
ous papers [73,74,75,76,77,78,79,80]. In this section only dynamic oriented relationships are
included and commented on.

Figure 10. Dimensions of fuel cell plate and the manifolds

As an object for modeling, a singular fuel cell is chosen with dimensions of 5 cm × 5 cm
and thickness of 1 mm (see Fig. 10). It was assumed that the manifolds (for fuel and oxi‐
dant) are identical.

Some processes which occur during fuel cell operation are very rapid, thus they can be as‐
sumed to be time independent compared to others. The following processes are assumed to
be time independent:

1. Electrical processes

2. Electrochemical processes

3. Pressure changes

For those processes only the static equations were utilized.

Fig. 11 presents a concept of a model of Solid Oxide Fuel Cell, the fuel cell is equiped with
two inlet streams and two outlet streams. Processes which occur during fuel cell operation
can be divided into three steps: capture of oxygen atoms from the delivered oxidant (air),
oxygen ions passing through the electrolyte layer, and the ions escaping and reacting with
the delivered fuel. Material aspects play a crucial role here [68].
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Figure 11. A concept of a model of Solid Oxide Fuel Cell

The fuel cell presented in Fig. 11 can be reduced to an 0D model. This is the simplest ap‐
proach, but generates a model of the same class as models of other equipment (compressors,
pumps, heat exchangers). The set of equations for the 0D model is as follows:

{ dTCell
dt =

Q̇Oxidant + Q̇ Fuel −2⋅ Q̇Surrounding − PSOFC + Q̇ Fuel
2⋅CManifold + CFuel + COxidant + CCell

d pCathode,Out
dt =

ṁCathode,In − ṁCathode,Out
VCathode

ROxidant ⋅TCell
d pAnode,Out

dt =
ṁAnode,In − ṁAnode,Out

V Anode
RFuel ⋅TCell

(6.1)

where:

Q̇Oxidant = ṁOxidant ⋅cp,Oxidant(TCathode,In −TCell) (6.2)

Q̇ Fuel = ṁFuel ⋅cp,Fuel(T Anode,In −TCell) (6.3)

Q̇Surrounding =kSurrounding ⋅ ACell(TCell −TSurrounding) (6.4)

PSOFC = ESOFC ⋅ ISOFC (6.5)

Q̇ Fuel = ṁFuel ⋅ HH V Fuel ⋅η f (6.6)

CManifold =mManifold ⋅cp,Manifold (6.7)

Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells
http://dx.doi.org/10.5772/50724

69



for Better Environment

5. Modeling the dynamic behavior of a singular Solid Oxide Fuel Cell

5.1 Dynamic oriented model of SOFC

The mathematical model of SOFC for steady state calculations was presented in a few previ‐
ous papers [73,74,75,76,77,78,79,80]. In this section only dynamic oriented relationships are
included and commented on.

Figure 10. Dimensions of fuel cell plate and the manifolds

As an object for modeling, a singular fuel cell is chosen with dimensions of 5 cm × 5 cm
and thickness of 1 mm (see Fig. 10). It was assumed that the manifolds (for fuel and oxi‐
dant) are identical.

Some processes which occur during fuel cell operation are very rapid, thus they can be as‐
sumed to be time independent compared to others. The following processes are assumed to
be time independent:

1. Electrical processes

2. Electrochemical processes

3. Pressure changes

For those processes only the static equations were utilized.

Fig. 11 presents a concept of a model of Solid Oxide Fuel Cell, the fuel cell is equiped with
two inlet streams and two outlet streams. Processes which occur during fuel cell operation
can be divided into three steps: capture of oxygen atoms from the delivered oxidant (air),
oxygen ions passing through the electrolyte layer, and the ions escaping and reacting with
the delivered fuel. Material aspects play a crucial role here [68].

Clean Energy68

Figure 11. A concept of a model of Solid Oxide Fuel Cell

The fuel cell presented in Fig. 11 can be reduced to an 0D model. This is the simplest ap‐
proach, but generates a model of the same class as models of other equipment (compressors,
pumps, heat exchangers). The set of equations for the 0D model is as follows:

{ dTCell
dt =

Q̇Oxidant + Q̇ Fuel −2⋅ Q̇Surrounding − PSOFC + Q̇ Fuel
2⋅CManifold + CFuel + COxidant + CCell

d pCathode,Out
dt =
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CCell =mCell ⋅cp,Cell (6.8)

Factor Value Comment

Specific heat of oxidant, cp,Oxidant

[kJ kg-1 K-1
                    1.156

Electrochemistry air

Specific heat of fuel, cp,Fuel [kJ kg-1 K-1]                    15.25 hydrogen

Heat transfer coefficient to

surrounding, kSurrounding [W m-2K-1]
                    0.1

fuel cell is isolated

Higher Heating Value of fuel, HHVFuel

[MJ kg-1]
                   144

hydrogen

Thermal balancing

Specific heat of interconnector

material, cp,Manifold [kJ kg-1K-1]
                   0.5

LaCrO3

Specific heat of fuel cell, cp,Cell [kJ

kg-1K-1]
                   0.5

YSZ

Interconnector weight in relation to

fuel cell area [kg m-2]
                   20.3

Fuel cell weight in relation to fuel cell

area [kg m-2]
                   6

Table 4. Selected factors of a dynamic oriented mathematical model of SOFC.

The factors used in the above equations are presented in Table 4.

Typical interconnects have a thickness of 3 mm 82, which gives 7.5 cm3 of material for fuel
cell dimensions of 5 cm × 5cm × 3 mm. Assuming that the interconnect is made from La‐
CrO3, the interconnect weight is 50 g per fuel cell. The additional weight relates to the mani‐
folds which deliver the working fluids—depending on the current architecture solution of
the stack. In this study, it was assumed that the interconnect weight in relation to fuel cell
area is 2.03 g cm-2.

The typical channel within which working fluids are delivered has dimensions of 0.5 mm ×
1.5 mm, and its length depends on the total fuel cell dimensions (5–8 cm). Usually, the dis‐
tance between the channels are the same as the channels themselves. Assuming a planar fuel
cell of dimensions of 5 cm × 5 cm, the channel volume is 0.5 mm × 5 cm × 5 cm–(17 × 17 × 1.5
mm × 1.5 mm × 0.5 mm) = 0.925 cm3 per each fuel cell side and in total 1.85 cm3 for the fuel
cell. Relating the volume to the fuel cell area gives a value of 0.074 cm3/cm2 of the channel
volume in relation to fuel cell area.

Parameter LaCrO3

Heat conductivity [67] [W m-1K-1]                                  1.7–2.5
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Coefficient of thermal expansion

[72], ΔL/L/K

                                 (2–8)⋅10-6

Density [71] [g cm-2]                                  3–6.77

Table 5. Main material parameters of interconnector.

Working fluids velocities inside the channels depend on the channel dimensions and quanti‐
ty of flows delivered. To provide an adequate time for reaction as well as mixing of re‐
agents, the velocities of working fluids should be relatively low. Based on the authors'' own
calculations, the nominal velocities of working fluids are below 5 m s-1, being on average 1.6
m s-1. Due to such low velocities, the pressure drops along the channels can be omitted [69].

Parameter Value

Specific fuel cell weight [g cm-2]                                  0.6

Specific interconnect weight [g

cm-2]
                                 2.03

Specific volume [cm3 cm-2]                                  0.074

Table 6. Main material factors of the fuel cell related to fuel cell area.

5.2. Dynamic behavior of SOFC

5.2.1. The control strategy

During fuel cell operation there is a series of processes that affect its performance. The oper‐
ator affects only some of them; the parameters subject to direct regulation are:

1. Temperature of inlet air

2. Temperature of inlet fuel

3. Quantity of inlet air

4. Quantity of inlet fuel

5. Electric current draw from the cell

The amounts of air and fuel supplied to the fuel cell should enable its proper operation, es‐
pecially the behavior of the quantities of both fuel utilization and oxidant utilization. In ad‐
dition, changes in certain parameters interact in a similar way: maintaining the desired
temperature of fuel cells can be achieved by either reducing or increasing the amount of air
and its temperature. Both of these parameters are related to each other (you cannot cool the
cell with overly hot air, regardless of the amount). Selection of the optimal control strategy
in this case is a key issue.
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In this study, it was assumed that the fuel utilization factor is kept constant at the point of
maximum efficiency (in fact at the laboratory scale it means only 4.5% for a fuel utilization
factor of 12%). This means that inlet fuel mass flow is correlated with fuel cell current.

The most important parameter is cell temperature, which must be kept constant. The tem‐
perature is controlled by an inlet air mass-flow, which is regulated by a valve equipped with
a PID regulator.

Kp KI KD

PI 1
K ⋅ T 0

4.3⋅T0

PID 1 ⋅ 36
K ⋅ T 0

1.6⋅T0 0.5⋅T0

Table 7. Optimal parameters of PID controller [70].

The singular PID controller is chosen to keep the fuel cell temperature at set point (800°C). The
PID controls inlet air mass flow. Optimal PID parameters are listed in Table 7. For these
parameters the optimal parameter settings for the PID controller of the fuel cell are determined:

• KP = 3.264

• KI = 1.6

• KD = 0.5.

Figure 12. System response to a step change in charging current density (0–1.3 A/cm2) using PID

Fig. 12 shows the cell parameters change with a stepped increase in current density using
the PID controller. It can be seen that the quality of control is very good (almost no distor‐
tion: 15°C), and the system reaches a steady state after about 4 minutes. The amount of air
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fed to the cathode reaches 1000 ml min-1cm-2. Cell voltage drops to the value of 0.75 V and

remains without significant change.

5.2.2. Start-up

An external source of heat is required to support the start-up of a fuel cell. The simplest sol‐

ution is to use the burner boot to warm the cell to a temperature which enables it to work

independently. During fuel cell start-up acceptable temperature differences should be pre‐

served, with the assumed values being:

• 45°C between inlet and outlet temperatures of working fluids

• 90°C between working fluid temperature and fuel cell temperature

An active start-up system is proposed, comprising regulating the temperature of gases sup‐

plied to the cells depending on cell temperature.

Figure 13. Correlation of air temperature used for heating the cell with cell temperature was applied during the simu‐
lation starting from cold state

The amount of air used to heat the cells was determined as the nominal point. The tempera‐

ture of the air is correlated with the cell temperature according to the relation with which

the air temperature decreases from the value of 700°C in proportion to the increase in cell

temperature (see Fig. 13).
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Figure 14. Comparison of the simulated start-up procedure with the results obtained from experiments [80]

Fig. 14 presents a comparison of the simulated cell voltage during start-up against the real
values (data [80]). The two cells differ in structure as well as in the procedures used during
start-up but, qualitatively speaking, the modeled start-up is a very close approximation to
the reality.

5.2.3. Continuous operation and changes in power

Figure 15. Changes of the fuel cell operating parameters during load increases by 10%
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The results of simulated rapid increase in power by 10% are shown in Fig. 15. The control
system keeps all key parameters in acceptable ranges. Larger changes are noted only for cur‐
rent density (which increases from 2.43–2.68 A cm-2), and the air flow rate, which is the re‐
sult of regulation and oscillates between 1600–2200 ml min-1cm-2 finally stays at 2000 ml
min-1cm-2.

Figure 16. Changes of the fuel cell operating parameters during load decreases by 10%

The results of simulated rapid decrease in power by 10% are shown in Fig. 16. The control
system keeps all crucial parameters in the acceptable ranges, so that most of the parameters
practically do not change themselves. Larger changes are noted only for the current density
(which increases from 2.43–2.19 A cm-2), and the air flow rate which is the result of regula‐
tion and oscillates between 1300–1700 ml min-1cm-2 finally stays at 1400 ml min-1cm-2.

5.2.4. Loss of load

The most likely emergency scenario is a sudden loss of load resulting from load shut down
(e.g. activation of the safety switch). In this case the fuel cell should be left to idle.

Fig. 17 presents the simulated behavior of a fuel cell reacting to a sudden loss of load. The
fuel cell parameters stabilize after about 4 minutes and the cell goes into idle mode. The cell
temperature reaches 807°C, which seems to be a safe value.
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Figure 17. Simulated behavior of a fuel cell reacting to a sudden loss of load

On the basis of the simulation it can be concluded that the fuel cell is relatively resistant to a
sudden loss of load in the presence of a proper control system.

5.2.5. Shut down

During normal operation the fuel cell is able to resist a sudden loss of load. Therefore no
special procedures are required to shut down the fuel cell unit. Additional procedures
should be used to cool down the fuel cell to ambient temperature. The best option seems to
be using a PID controller with variable temperature settings.

Fig. 18 shows the fuel cell characteristics with stepped increase in the quantity of air sup‐
plied to the cathode to its maximum value (6000 ml min-1cm-2). The cathode part of the fuel
cell loses heat relatively quickly, reaching ambient temperature after about 10 minutes. By
contrast, at the anode side, there is no fuel flow and cooling takes far longer (after 30 mi‐
nutes the temperature drops by only a few degrees). In total, this leads to very large temper‐
ature differences between the anode and cathode side (almost 600°C).

In order to shut down the fuel cell, the flows on both the anode and cathode sides need to be
maintained. The simplest solution is to maintain the fuel stream on the anode side, which
otherwise experiences a loss of fuel. Another solution is to provide another gas, but it
should be an inert gas (the use of air may result in oxidation of the anode surface).
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Figure 18. Fuel cell parameters during shut down procedure based on maximizing cathode flow (air side)

5.3. Discussion

The control strategy for a singular solid oxide fuel cell is proposed. The strategy is based on
a singular PID controller which controls the amount of air delivered to the cathode side of
the fuel cell. Additionally, fuel mass flow is correlated with current density to achieve a
fixed fuel utilization factor. In fact, the efficiency of the singular laboratory scale fuel cell
unit is relatively low, as is the fuel utilization factor.

The start-up procedure of the fuel cell must be supported by an external source of heat. The‐
oretically speaking, it is possible to heat up the cell until the point at which it starts to gener‐
ate some voltage (practically, above 0.4 V) and then the fuel cell should be able to heat itself
up to working temperature by the applied external load. The simulations performed do not
confirm this theoretical speculation. After the load is applied, the voltage drops and no cur‐
rent can be drawn. Thus, adequate correlation of air inlet temperature with cell temperature
is proposed in order to reach the nominal temperature. The simulated start-up was com‐
pared with the experimental data, with satisfactory results.

During normal operation, the proposed control system keeps all fuel cell parameters with‐
in  acceptable  ranges—there  are  no  consequences  following  a  rapid  increase/decrease  of
load by 10%.

The one conceivable emergency scenario was analyzed: rapid loss of external load. The con‐
trol system keeps the key parameters at acceptable levels (e.g. cell temperature reaches 807°C).
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Figure 17. Simulated behavior of a fuel cell reacting to a sudden loss of load
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otherwise experiences a loss of fuel. Another solution is to provide another gas, but it
should be an inert gas (the use of air may result in oxidation of the anode surface).
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Figure 18. Fuel cell parameters during shut down procedure based on maximizing cathode flow (air side)
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The simulated shut down procedure was unsuccessful: the PID controller was used to cool
the fuel cell, but it only influenced air flow, causing an extremely high temperature gradient.
Additional procedures must be applied to cool the fuel cell properly.

6. Conclusions

Different mathematical models are useful for evaluation and predicition of fuel cells and en‐
tire system performance. In all cases, specific application-related criteria are selected for de‐
velopment of numerical tool.

Development of advanced energy systems, including micro-CHP units, under various oper‐
ating conditions is possible only with high-fidelity numerical simulator. Tool has to be vali‐
dated against available experimental data. In certain cases, numerical modeling is not
possible without supporting experimental measurement.

Different time- and length-scales can be covered with dedicated models, ranging from 0D
up to complex full-3D tools. Steady state can be evaluated with available engineering soft‐
ware, including computational fluid dynamic tools.

Analysis of chemical and electrochemical reactions taking place during SOFC operation re‐
quires specific knowledge and in most cases detailed models are needed. Spatial configura‐
tion and influence of geometry can only be studied with space-continuous models or
number of simplifications is required.

Based on mathematical modeling, an analysis of the dynamic operation of a singular fuel
cell is presented. Based on the analysis a few cases relating to the cell were simulated:

• Start up

• Continuous operation (with power changes in the range of +/-10%)

• Shut down, and

• Emergency scenario (loss of load)

In almost all cases, the singular PID controller is able to keep the fuel cell operation within a
safe range. Special procedures are required during start up and shut down. During start up,
external heat sources are required to warm the cell to operational temperature. It is pro‐
posed that air temperature be correlated to cell temperature. As regards the shut down pro‐
cedure, a change in fuel cell configuration is required—an inert gas instead of fuel must be
delivered in order to cool the cell.

The start up procedure was compared against available experimental data with satisfactory
results, qualitatively speaking.
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quires specific knowledge and in most cases detailed models are needed. Spatial configura‐
tion and influence of geometry can only be studied with space-continuous models or
number of simplifications is required.

Based on mathematical modeling, an analysis of the dynamic operation of a singular fuel
cell is presented. Based on the analysis a few cases relating to the cell were simulated:

• Start up

• Continuous operation (with power changes in the range of +/-10%)

• Shut down, and

• Emergency scenario (loss of load)

In almost all cases, the singular PID controller is able to keep the fuel cell operation within a
safe range. Special procedures are required during start up and shut down. During start up,
external heat sources are required to warm the cell to operational temperature. It is pro‐
posed that air temperature be correlated to cell temperature. As regards the shut down pro‐
cedure, a change in fuel cell configuration is required—an inert gas instead of fuel must be
delivered in order to cool the cell.

The start up procedure was compared against available experimental data with satisfactory
results, qualitatively speaking.

Clean Energy78

Acknowledgements

Support from the European Regional Development Fund and Ministry of Science and Edu‐
cation under the project no. UDA-POIG.01.01.02-00- 016/08-00, from the National Centre for
Research and Development under the project Advanced Technologies for Energy Genera‐
tion, and European Social Fund through the “Didactic Development Program of the Faculty
of Power and Aeronautical Engineering of the Warsaw University of Technology” are grate‐
fully acknowledged.

Author details

Jakub Kupecki1,2*, Janusz Jewulski1 and Jarosław Milewski2

*Address all correspondence to: jakub.kupecki@ien.com.pl

1 Fuel Cell Department, Institute of Power Engineering, Poland

2 Institute of Heat Engineering, Warsaw University of Technology, Poland

References

[1] European Commission . (2004). 2004/8/EC Directive on the promotion of cogenera‐
tion based on a useful heat demand in the internal energy market and amending di‐
rective 92/62/EEC.

[2] Kattke, K. J., Braun, R. J., Colclasure, A. M., & Goldin, G. (2011). High-fidelity stack
and system modeling for tubular solid oxide fuel cell system design and thermal
management. Journal of Power Sources, 196, 3790-3802.

[3] Blum, L., Deja, R., Peters, R., & Stolten, D. (2001). Comparison of efficiencies of low,
mean and high temperature fuel cell systems. International Journal of Hydrogen Energy,
36, 11056-11067.

[4] Mekhilef, S., Saidur, R., & Safari, A. (2012). Comparative study of different fuel cell
technologies. Renewable and Sustainable Energy Reviews, 16, 981-989.

[5] Kupecki, J., & Badyda, K. (2011). SOFC-based micro-CHP system as an example of
efficient power generation unit. Archives of Thermodynamics, 32(3), 33-42.

[6] DOE Energy Efficiency and Renewable Energy Information Center. (2008). Compari‐
son of fuel cell technologies.

[7] Mai, A., Sfeir, J., & Schuler, A. (2007). Status of sofc stack and systems development
at Hexis. Fuel Cell Seminar 2007 proceedings 5-8.11. 12.

Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells
http://dx.doi.org/10.5772/50724

79



for Better Environment

[8] Schuler, A., Nerlich, V., Doerk, T., & Mai, A. (2010). Galileo 1000N–status of develop‐
ment and operation experiences. Proceedings of 9th European Solid Oxide Fuel Cell Fo‐
rum, 2, 98.

[9] Foger, K. (2010). Commercialisation of CFCL''s residential power station Blugen. Pro‐
ceedings of European Fuel Cell Forum, Lucerne, 2, 22-29.

[10] Brennstoffzellenheizgerate fur die Hausenergieversorgung: Die Zukunft der Kraft-
Warme- Kopplung. (2008). (2036197-204), VDI-Bericht.

[11] Klose, P. (2009). Pre-series fuel-cell-based m-CHP units in their field test phase. In
11th Grove Fuel Cell Symposium. London.

[12] Pawlik, J., & Klaschinsky, H. (2008). Das Viessmann Brennstoffzellen- Heizgerat.
(2036189-196), VDI-Bericht.

[13] Toshiyuki Unno JX Nippon. personal communication.

[14] Kirubakaran, A., Jain, S., & Nema, R. K. (2009). A review of fuel cell technologies and
power electronic interface. Renewable and Sustainable Energy Reviews, 13, 2430-2440.

[15] Dunbar, W. R., Lior, N., & Gaggioli, R. A. (1991). Combining Fuel Cells with Fuel-
Fired Power Plants for Improved Exergy Efficiency. Energy, 16(4), 1259-1274.

[16] Bedringas, K. W. (1997). Exergy Analysis of Solid-Oxide Fuel Cell (SOFC) Systems.
Energy, 22(4), 403-412.

[17] Chan, S. H., Ho, H. K., & Tian, Y. (2002). Modelling of simple hybrid solid oxide fuel
cell and gas turbine power plant. Journal of Power Sources, 109, 111-120.

[18] Harvey, S. P., & Richter, H. J. (1997). Gas turbine cycles with solid oxide fuel cells.
Part I: improved gas turbine power plant efficiency by use of recycled exhaust gases
and fuel cell technology. Journal of Energy Resources Technology, 116, 305-311.

[19] Kupecki, J. (2010). Integrated Gasification SOFC Hybrid Power System Modeling:
Novel numerical approach to modeling of advanced power systems. VDM Verlag
Dr. Müller.

[20] Grew, K. N., & Chiu, W. K. S. (2012). A review of modeling and simulation techni‐
ques across the length scales for the solid oxide fuel cell. Journal of Power Sources, 199,
1-13.

[21] O''Hayre, R., Cha, S. W., Colella, W., & Prinz, F. (2005). Fuel cell fundamentals. Wi‐
ley.

[22] Pasaogullari, U., & Wangm, C. (2003). Computational fluid dynamics modeling of
solid oxide fuel cells. Electrochemical Society Proceedings, 07, 1403-1412.

[23] Proceedings of hydrogen and fuel cells 2004, Toronto, Canada. Mathematical model‐
ing of the transport phenomena and the chemical/electrochemical reactions in solid
oxide fuel cells: A review. (2004).

Clean Energy80

[24] Dagan, G. (1989). Flow and transport in porous formations. Springer.

[25] Iwata, M., Hikosaka, T., Morita, M., Iwanari, T., Ito, K., & Onda, K. (2000). Perform‐
ance analysis of planar-type unit sofc considering current and temperature distribu‐
tions. Solid State Ionics, 132, 297-308.

[26] Bove, R., & Ubertini, S. (2006). Modeling solid oxide fuel cell operation: Approaches,
techniques and results. Journal of Power Sources, 159, 543-559.

[27] Lisbona, P., Corradetti, A., Bove, R., & Lunghi, P. (2007). Analysis of a solid oxide
fuel cell system for combined heat and power applications under non-nominal condi‐
tions. Electrochimica Acta, 53, 1920-1930.

[28] Karcz, M. (2009). From 0D to 1D modeling of tubular solid oxide fuel cell. Energy
Conversion and Management, 50, 2307-2315.

[29] Tanaka, T., Inui, Y., Urata, A., & Kanno, T. (2007). Three dimensional analysis of pla‐
nar solid oxide fuel cell stack considering radiation. Energy Conversion and Manage‐
ment, 48, 1491-1498.

[30] Achenbach, E. (1994). Three-dimensional and time-dependent simulation of a planar
solid oxide fuel cell stack. Journal of Power Sources, 49, 333-348.

[31] US Department of Energy, Office of Fossil Energy NationalEnergyTechnologyLabor‐
atory. Fuel Cell Handbook 7th Edition. (2004). EG G Technical Services, Inc.

[32] Jiang, Y., & Virkar, A. V. (2001). A high performance, anode-supported solid oxide
fuel cell ope- rating on direct alcohol. Journal of Electrochemical Society, 148(7), A706-
A709.

[33] Yokokawa, H. (2003). Understanding materials compatibility. Annual Review of Mate‐
rials Research, 33, 581-610.

[34] Staniforth, J., & Ormerod, R. M. (2003). Running solid oxide fuel cells on biogas. Ion‐
ics, 9(5-6), 336-341.

[35] Wojcik, A., Middleton, H., Damopoulos, I., & Van Heerle, J. (2003). Ammonia as a
fuel in solid oxide fuel cells. Journal of Power Sources, 118(1-2), 342-348.

[36] Murray, E. P., Harris, S. J., & Jen, H. (2002). Solid oxide fuel cells utilizing dimethyl
ether fuel. Journal of Electrochemical Society, 149(9), A1127-A1131.

[37] Ahmend, S., Krumpelt, M., Kumar, R., Lee, S. H. D., Carter, J. D., Wilkenhoener, R.,
& Marshall, C. (1998). Catalytic partial oxidation reforming of hydrocarbon fuels.
Technical Report CMT/CP96059, Argonne National Laboratory.

[38] Simell, P., Kurkela, E., Stahlberg, P., & Hepola, J. (1996). Catalytic hot gas cleaning of
gasification gas. Catalysis Today, 27, 55-62.

[39] Ma, L., Verelst, H., & Baron, G.V. (2005). Integrated high temperature gas cleaning:
tar removal in biomass gasification with a catalytic filter. Catalysis Today, 105,
729-734.

Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells
http://dx.doi.org/10.5772/50724

81



for Better Environment

[8] Schuler, A., Nerlich, V., Doerk, T., & Mai, A. (2010). Galileo 1000N–status of develop‐
ment and operation experiences. Proceedings of 9th European Solid Oxide Fuel Cell Fo‐
rum, 2, 98.

[9] Foger, K. (2010). Commercialisation of CFCL''s residential power station Blugen. Pro‐
ceedings of European Fuel Cell Forum, Lucerne, 2, 22-29.

[10] Brennstoffzellenheizgerate fur die Hausenergieversorgung: Die Zukunft der Kraft-
Warme- Kopplung. (2008). (2036197-204), VDI-Bericht.

[11] Klose, P. (2009). Pre-series fuel-cell-based m-CHP units in their field test phase. In
11th Grove Fuel Cell Symposium. London.

[12] Pawlik, J., & Klaschinsky, H. (2008). Das Viessmann Brennstoffzellen- Heizgerat.
(2036189-196), VDI-Bericht.

[13] Toshiyuki Unno JX Nippon. personal communication.

[14] Kirubakaran, A., Jain, S., & Nema, R. K. (2009). A review of fuel cell technologies and
power electronic interface. Renewable and Sustainable Energy Reviews, 13, 2430-2440.

[15] Dunbar, W. R., Lior, N., & Gaggioli, R. A. (1991). Combining Fuel Cells with Fuel-
Fired Power Plants for Improved Exergy Efficiency. Energy, 16(4), 1259-1274.

[16] Bedringas, K. W. (1997). Exergy Analysis of Solid-Oxide Fuel Cell (SOFC) Systems.
Energy, 22(4), 403-412.

[17] Chan, S. H., Ho, H. K., & Tian, Y. (2002). Modelling of simple hybrid solid oxide fuel
cell and gas turbine power plant. Journal of Power Sources, 109, 111-120.

[18] Harvey, S. P., & Richter, H. J. (1997). Gas turbine cycles with solid oxide fuel cells.
Part I: improved gas turbine power plant efficiency by use of recycled exhaust gases
and fuel cell technology. Journal of Energy Resources Technology, 116, 305-311.

[19] Kupecki, J. (2010). Integrated Gasification SOFC Hybrid Power System Modeling:
Novel numerical approach to modeling of advanced power systems. VDM Verlag
Dr. Müller.

[20] Grew, K. N., & Chiu, W. K. S. (2012). A review of modeling and simulation techni‐
ques across the length scales for the solid oxide fuel cell. Journal of Power Sources, 199,
1-13.

[21] O''Hayre, R., Cha, S. W., Colella, W., & Prinz, F. (2005). Fuel cell fundamentals. Wi‐
ley.

[22] Pasaogullari, U., & Wangm, C. (2003). Computational fluid dynamics modeling of
solid oxide fuel cells. Electrochemical Society Proceedings, 07, 1403-1412.

[23] Proceedings of hydrogen and fuel cells 2004, Toronto, Canada. Mathematical model‐
ing of the transport phenomena and the chemical/electrochemical reactions in solid
oxide fuel cells: A review. (2004).

Clean Energy80

[24] Dagan, G. (1989). Flow and transport in porous formations. Springer.

[25] Iwata, M., Hikosaka, T., Morita, M., Iwanari, T., Ito, K., & Onda, K. (2000). Perform‐
ance analysis of planar-type unit sofc considering current and temperature distribu‐
tions. Solid State Ionics, 132, 297-308.

[26] Bove, R., & Ubertini, S. (2006). Modeling solid oxide fuel cell operation: Approaches,
techniques and results. Journal of Power Sources, 159, 543-559.

[27] Lisbona, P., Corradetti, A., Bove, R., & Lunghi, P. (2007). Analysis of a solid oxide
fuel cell system for combined heat and power applications under non-nominal condi‐
tions. Electrochimica Acta, 53, 1920-1930.

[28] Karcz, M. (2009). From 0D to 1D modeling of tubular solid oxide fuel cell. Energy
Conversion and Management, 50, 2307-2315.

[29] Tanaka, T., Inui, Y., Urata, A., & Kanno, T. (2007). Three dimensional analysis of pla‐
nar solid oxide fuel cell stack considering radiation. Energy Conversion and Manage‐
ment, 48, 1491-1498.

[30] Achenbach, E. (1994). Three-dimensional and time-dependent simulation of a planar
solid oxide fuel cell stack. Journal of Power Sources, 49, 333-348.

[31] US Department of Energy, Office of Fossil Energy NationalEnergyTechnologyLabor‐
atory. Fuel Cell Handbook 7th Edition. (2004). EG G Technical Services, Inc.

[32] Jiang, Y., & Virkar, A. V. (2001). A high performance, anode-supported solid oxide
fuel cell ope- rating on direct alcohol. Journal of Electrochemical Society, 148(7), A706-
A709.

[33] Yokokawa, H. (2003). Understanding materials compatibility. Annual Review of Mate‐
rials Research, 33, 581-610.

[34] Staniforth, J., & Ormerod, R. M. (2003). Running solid oxide fuel cells on biogas. Ion‐
ics, 9(5-6), 336-341.

[35] Wojcik, A., Middleton, H., Damopoulos, I., & Van Heerle, J. (2003). Ammonia as a
fuel in solid oxide fuel cells. Journal of Power Sources, 118(1-2), 342-348.

[36] Murray, E. P., Harris, S. J., & Jen, H. (2002). Solid oxide fuel cells utilizing dimethyl
ether fuel. Journal of Electrochemical Society, 149(9), A1127-A1131.

[37] Ahmend, S., Krumpelt, M., Kumar, R., Lee, S. H. D., Carter, J. D., Wilkenhoener, R.,
& Marshall, C. (1998). Catalytic partial oxidation reforming of hydrocarbon fuels.
Technical Report CMT/CP96059, Argonne National Laboratory.

[38] Simell, P., Kurkela, E., Stahlberg, P., & Hepola, J. (1996). Catalytic hot gas cleaning of
gasification gas. Catalysis Today, 27, 55-62.

[39] Ma, L., Verelst, H., & Baron, G.V. (2005). Integrated high temperature gas cleaning:
tar removal in biomass gasification with a catalytic filter. Catalysis Today, 105,
729-734.

Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells
http://dx.doi.org/10.5772/50724

81



for Better Environment

[40] Leone, P., Lanzini, A., Delhomme, B., Ortigoza-Villalba, G. A., Smeacetto, F., & San‐
tarelli, M. (2012). Analysis of the thermal field of a seal-less planar solid oxide fuel
cell. Journal of Power Sources, 204, 100-105.

[41] Morel, B., Roberge, R., Savoie, S., Napporn, T. W., & Meunier, M. (2007). An experi‐
mental evaluation of the temperature gradient in solid oxide fuel cells. Electrochemical
and Solid-State Letter, 10(2), B31-B33.

[42] Wang, Y., Yoshiba, F., Kawase, M., & Watanabe, T. (2009). Performance and effective
kinetic model of methane steam reforming over Ni/YSZ anode of planar SOFC. Inter‐
national Journal of Hydrogen Energy, 34, 3885-3893.

[43] Ivanov, P. (2007). Thermodynamic modeling of the power plant based on the sofc
with internal steam reforming of methane. Electrochimica Acta, 52(12), 3921-3928.

[44] Arteaga, L. E., Peralta, L. M., Kafarov, V., Casas, Y., & Gonzales, R. (2008). Bioethanol
steam reforming for ecological syngs and electricity production using a fuel cell
SOFC system. Chemical Engineering Journal, 136(2-3), 256-266.

[45] Dokmaingama, P. (2010). Modeling of IT-SOFC with indirect internal reforming op‐
eration fueled by methane: Effect of oxygen adding as autothermal reforming. Inter‐
national Journal of Hydrogen Energy, 35, 13271-13279.

[46] Dokmaingama, P. (2009). Modeling of SOFC with indirect internal reforming opera‐
tion: Comparison of conventional packed-bed and catalytic coated-wall internal re‐
former. International Journal of Hydrogen Energy, 34, 410-421.

[47] Ioraa, P., Aguiarb, P., Adjimanb, C. S., & Brandonb, N. P. (2005). Comparison of two
IT DIR-SOFC models: Impact of variable thermodynamic, physical, and flow proper‐
ties. Steady-state and dynamic analysis. Chemical Engineering Science, 60, 2963-2975.

[48] Churakova, E. M., Badmaev, S. D., Snytnikov, P. V., Gubanov, A. I., Filatov, E. Y.,
Plyusnin, P. E., Belyaev, V. D., Korenev, S.V., & Sobyanin, V. A. (2010). Bimetallic
rheco/zro2 catalysts for ethanol steam conversion into hydrogen- containing gas. Ki‐
netics and Catalysis, 51, 893-897.

[49] Yang, Y., Ma, J., & Wu, F. (2006). Production of hydrogen by steam reforming of
ethanol over a ni/zno catalyst. International Journal of Hydrogen Energy, 31, 877-882.

[50] Snytnikov, P. V., Badmaev, S. D., Volkova, G. G., Potemkin, D. I., Zyryanova, M. M.,
Belyaev, V. D., & Sobyanin, V. A. (2012). Catalysts for hydrogen production in a mul‐
tifuel processor by methanol, dimethyl ether and bioethanol steam reforming for fuel
cell applications. International Journal of Hydrogen Energy.

[51] Sobyanin, V. A., Cavallaro, S., & Freni, S. (2002). Dimethyl ether steam reforming to
feed molten carbonate fuel cells (MCFCs). Energy Fuels, 14, 1139-1142.

[52] Fleisch, T. H., Sills, R. A., & Briscoe, M. D. (2002). Emergence of the gas-to liquids in‐
dustry: a review of global gtl developments. Journal of Natural Gas Chemistry, 11, 1-14.

Clean Energy82

[53] Kupecki, J., Jewulski, J., & Badyda, K. (2011). Selection of a fuel processing method
for SOFC-based micro-CHP system. Rynek Energii, 97(6), 157-162.

[54] Faungnawakij, K., Tanaka, Y., Shimoda, N., Fukunaga, T., Kawashima, S., Kikuchi,
R., & Eguchi, K. (2007). Hydrogen production from dimethyl ether steam reforming
over composite catalysts of copper ferrite spinel and alumina. Applied Catalysis B: En‐
vironmental, 74, 144-151.

[55] Yamada, Y., Mathew, T., Ueda, A., Hiroshi, S., & Tetsuhiko, K. (2006). A novel DME
steam- reforming catalyst designed with fact database on demand. Applied Surface
Science, 252, 2593-2597.

[56] Tanaka, Y., Kikuchi, R., Takeguchi, T., & Eguchi, K. (2005). Steam reforming of di‐
methyl ether over composite catalysts of g-Al2O3 and Cu-based spinel. Applied Catal‐
ysis B: Environmental, 57, 211-222.

[57] Semelsberger, T. A., Ott, K. C., Borup, R. L., & Greene, H. L. (2006). Generating hy‐
drogen-rich fuel-cell feeds from dimethyl ether (DME) using physical mixtures of a
com- mercial Cu/Zn/Al2O3 catalyst and several solid-acid catalysts. Applied Catalysis
A: General, 65, 291-300.

[58] Feng, D., Wang, Y., Wang, D., & Wang, J. (2009). Steam reforming of dimethyl ether
over CuO-ZnO-Al2O3-ZrO2 + ZSM-5: A kinetic study. Chemical Engineering Journal,
146, 477-485.

[59] Kee, R. J., Korada, P., Walters, K., & Pavol, M. (2002). A generalized model of the
flow distribution in channel networks of planar fuel cells. Journal of Power Sources,
109(1), 148-159.

[60] Maharudrayya, S., Jayanti, S., & Deshpande, A. P. (2006). Pressure drop and flow dis‐
tribution in multiple parallel-channel configurations used in proton-exchange mem‐
branes fuel cell stack. Journal of Power Sources, 157(1), 358-367.

[61] Krist, K., & Jewulski, J. (2006). A Radiation-Based Approach to the Design of Planar,
Solid Oxide Fuel Cell Modules. Journal of Materials Engineering and Performance, 15,
468-473.

[62] Jewulski, J., Krist, K., Petri, R., & Pondo, J. (2008). Gas Process Panels Integrated with
Solid Oxide Fuel Cell Stacks, U.S. Patent No. 7374834.

[63] Jewulski, J., Blesznowski, M., & Stepien, M. (2009). Flow Distribution Analysis of the
Solid Oxide Fuel Cell Stack under Electric Load Conditions, Proceedings of the 9th
European SOFC Forum, Lucerne, Switzerland.

[64] Boersma, R. J., & Sammes, N. M. (1997). Distribution of gas flow in internally mani‐
folded solid oxide fuel-cell stacks. Journal of Power Sources, 66, 441-452.

[65] Alanne, Kari, Saari, Arto, & Ugursal, V. Ismet. (2006). Joel Good The financial viabili‐
ty of an SOFC cogeneration system in single-family dwellings. Journal of Power Sour‐
ces, 158, 403-416.

Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells
http://dx.doi.org/10.5772/50724

83



for Better Environment

[40] Leone, P., Lanzini, A., Delhomme, B., Ortigoza-Villalba, G. A., Smeacetto, F., & San‐
tarelli, M. (2012). Analysis of the thermal field of a seal-less planar solid oxide fuel
cell. Journal of Power Sources, 204, 100-105.

[41] Morel, B., Roberge, R., Savoie, S., Napporn, T. W., & Meunier, M. (2007). An experi‐
mental evaluation of the temperature gradient in solid oxide fuel cells. Electrochemical
and Solid-State Letter, 10(2), B31-B33.

[42] Wang, Y., Yoshiba, F., Kawase, M., & Watanabe, T. (2009). Performance and effective
kinetic model of methane steam reforming over Ni/YSZ anode of planar SOFC. Inter‐
national Journal of Hydrogen Energy, 34, 3885-3893.

[43] Ivanov, P. (2007). Thermodynamic modeling of the power plant based on the sofc
with internal steam reforming of methane. Electrochimica Acta, 52(12), 3921-3928.

[44] Arteaga, L. E., Peralta, L. M., Kafarov, V., Casas, Y., & Gonzales, R. (2008). Bioethanol
steam reforming for ecological syngs and electricity production using a fuel cell
SOFC system. Chemical Engineering Journal, 136(2-3), 256-266.

[45] Dokmaingama, P. (2010). Modeling of IT-SOFC with indirect internal reforming op‐
eration fueled by methane: Effect of oxygen adding as autothermal reforming. Inter‐
national Journal of Hydrogen Energy, 35, 13271-13279.

[46] Dokmaingama, P. (2009). Modeling of SOFC with indirect internal reforming opera‐
tion: Comparison of conventional packed-bed and catalytic coated-wall internal re‐
former. International Journal of Hydrogen Energy, 34, 410-421.

[47] Ioraa, P., Aguiarb, P., Adjimanb, C. S., & Brandonb, N. P. (2005). Comparison of two
IT DIR-SOFC models: Impact of variable thermodynamic, physical, and flow proper‐
ties. Steady-state and dynamic analysis. Chemical Engineering Science, 60, 2963-2975.

[48] Churakova, E. M., Badmaev, S. D., Snytnikov, P. V., Gubanov, A. I., Filatov, E. Y.,
Plyusnin, P. E., Belyaev, V. D., Korenev, S.V., & Sobyanin, V. A. (2010). Bimetallic
rheco/zro2 catalysts for ethanol steam conversion into hydrogen- containing gas. Ki‐
netics and Catalysis, 51, 893-897.

[49] Yang, Y., Ma, J., & Wu, F. (2006). Production of hydrogen by steam reforming of
ethanol over a ni/zno catalyst. International Journal of Hydrogen Energy, 31, 877-882.

[50] Snytnikov, P. V., Badmaev, S. D., Volkova, G. G., Potemkin, D. I., Zyryanova, M. M.,
Belyaev, V. D., & Sobyanin, V. A. (2012). Catalysts for hydrogen production in a mul‐
tifuel processor by methanol, dimethyl ether and bioethanol steam reforming for fuel
cell applications. International Journal of Hydrogen Energy.

[51] Sobyanin, V. A., Cavallaro, S., & Freni, S. (2002). Dimethyl ether steam reforming to
feed molten carbonate fuel cells (MCFCs). Energy Fuels, 14, 1139-1142.

[52] Fleisch, T. H., Sills, R. A., & Briscoe, M. D. (2002). Emergence of the gas-to liquids in‐
dustry: a review of global gtl developments. Journal of Natural Gas Chemistry, 11, 1-14.

Clean Energy82

[53] Kupecki, J., Jewulski, J., & Badyda, K. (2011). Selection of a fuel processing method
for SOFC-based micro-CHP system. Rynek Energii, 97(6), 157-162.

[54] Faungnawakij, K., Tanaka, Y., Shimoda, N., Fukunaga, T., Kawashima, S., Kikuchi,
R., & Eguchi, K. (2007). Hydrogen production from dimethyl ether steam reforming
over composite catalysts of copper ferrite spinel and alumina. Applied Catalysis B: En‐
vironmental, 74, 144-151.

[55] Yamada, Y., Mathew, T., Ueda, A., Hiroshi, S., & Tetsuhiko, K. (2006). A novel DME
steam- reforming catalyst designed with fact database on demand. Applied Surface
Science, 252, 2593-2597.

[56] Tanaka, Y., Kikuchi, R., Takeguchi, T., & Eguchi, K. (2005). Steam reforming of di‐
methyl ether over composite catalysts of g-Al2O3 and Cu-based spinel. Applied Catal‐
ysis B: Environmental, 57, 211-222.

[57] Semelsberger, T. A., Ott, K. C., Borup, R. L., & Greene, H. L. (2006). Generating hy‐
drogen-rich fuel-cell feeds from dimethyl ether (DME) using physical mixtures of a
com- mercial Cu/Zn/Al2O3 catalyst and several solid-acid catalysts. Applied Catalysis
A: General, 65, 291-300.

[58] Feng, D., Wang, Y., Wang, D., & Wang, J. (2009). Steam reforming of dimethyl ether
over CuO-ZnO-Al2O3-ZrO2 + ZSM-5: A kinetic study. Chemical Engineering Journal,
146, 477-485.

[59] Kee, R. J., Korada, P., Walters, K., & Pavol, M. (2002). A generalized model of the
flow distribution in channel networks of planar fuel cells. Journal of Power Sources,
109(1), 148-159.

[60] Maharudrayya, S., Jayanti, S., & Deshpande, A. P. (2006). Pressure drop and flow dis‐
tribution in multiple parallel-channel configurations used in proton-exchange mem‐
branes fuel cell stack. Journal of Power Sources, 157(1), 358-367.

[61] Krist, K., & Jewulski, J. (2006). A Radiation-Based Approach to the Design of Planar,
Solid Oxide Fuel Cell Modules. Journal of Materials Engineering and Performance, 15,
468-473.

[62] Jewulski, J., Krist, K., Petri, R., & Pondo, J. (2008). Gas Process Panels Integrated with
Solid Oxide Fuel Cell Stacks, U.S. Patent No. 7374834.

[63] Jewulski, J., Blesznowski, M., & Stepien, M. (2009). Flow Distribution Analysis of the
Solid Oxide Fuel Cell Stack under Electric Load Conditions, Proceedings of the 9th
European SOFC Forum, Lucerne, Switzerland.

[64] Boersma, R. J., & Sammes, N. M. (1997). Distribution of gas flow in internally mani‐
folded solid oxide fuel-cell stacks. Journal of Power Sources, 66, 441-452.

[65] Alanne, Kari, Saari, Arto, & Ugursal, V. Ismet. (2006). Joel Good The financial viabili‐
ty of an SOFC cogeneration system in single-family dwellings. Journal of Power Sour‐
ces, 158, 403-416.

Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells
http://dx.doi.org/10.5772/50724

83



for Better Environment

[66] Wakui, T., Yokoyama, R., & Shimizu, K. (2010). Suitable operational strategy for
power interchange operation using multiple residential SOFC (solid oxide fuel cell)
cogeneration systems. Energy, 35, 740-750.

[67] Badwal, S., Deller, R., Foger, K., Ramprakash, Y., & Zhang, J. (1997). Interaction be‐
tween chromia forming alloy interconnects and air electrode of solid oxide fuel cells.
Solid State Ionics, 99(3-4), 297-310.

[68] Andrade, T., & Muccillo, R. (2011). Effect of zinc oxide and boron oxide addition on
the properties of yttrium-doped barium zirconate. Ceramica, 57(342), 244-253.

[69] Christman, K., & Jensen, M. (2011). Solid oxide fuel cell performance with cross-flow
roughness. Journal of Fuel Cell Science and Technology, 2011, 8(2), 024501.1-5.

[70] Findeisen, W. (1973). Poradnik inzyniera automatyka. Wydawnictwa Naukowo-
Techniczne.

[71] Furusaki, A., Konno, H., & Furuichi, R. (1995). Pyrolitic process of la(iii)-cr(vi) pre‐
cursor for the perovskitc type lanthanum chromium oxide. Thermochimica Acta, 253,
253-264.

[72] Hayashi, H., Watanabe, M., & Inaba, H. (2000). Measurement of thermal expansion
coefficient of lacro3. Thermochimica Acta, 359(1), 77-85.

[73] Milewski, J. (2010). Advanced mathematical model of sofc for system optimization.
In: ASME Turbo Expo 2010: Power for Land, Sea and Air. No. GT2010-22031. ASME.

[74] Milewski, J. Advanced model of solid oxide fuel cell. Fuel Cell Science, Engineering &
Technology Conference. No. FuelCell 2010-33042, ASME.

[75] Milewski, J. (2010). Mathematical model of SOFC for complex fuel compositions. In‐
ternational Colloquium on Environmentally Preferred Advanced Power Generation, ICE‐
PAG2010-3422.

[76] Milewski, J. (2010). Simultaneously modelling the influence of thermal-flow and ar‐
chitecture parameters on solid oxide fuel cell voltage. ASME Fuel Cell Science and
Technology.

[77] Milewski, J. (2011). SOFC hybrid system optimization using an advanced model of
fuel cell. Proceedings of the 2011 Mechanical Engineering Annual Conference on Sustaina‐
ble Research and Innovation, 121-129.

[78] Milewski, J., Badyda, K., & Miller, A. (2010). Modelling the influence of fuel composi‐
tion on solid oxide fuel cell by using the advanced mathematical model. Rynek Ener‐
gii, 88(3), 159-163.

[79] Milewski, J., & Miller, A. (2004). Mathematical model of SOFC (Solid Oxide Fuel
Cell) for power plant simulations. ASME Turbo Expo, 7, 495-501.

[80] Milewski, J., Świrski, K., Santarelli, M., & Leone, P. (March 2011). Advanced Methods
of Solid Oxide Fuel Cell Modeling. 1st Edition, Springer-Verlag London Ltd.

Clean Energy84

[81] Sakai, N., & Stolen, S. (1995). Heat capacity and thermodynamic properties of lantha‐
num(iii) chromate(iii): LaCr03, at temperatures from 298.15 k. evaluation of the ther‐
mal conductivity. The Journal of Chemical Thermodynamics, 27(5), 493-506.

[82] Zhai, H., Guan, W., Li, Z., Xu, C., & Wang, W. (2008). Research on performance of
LSM coating on interconnect materials for SOFCs. Journal of the Korean Ceramic Soci‐
ety, 45(12), 777-781.

Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells
http://dx.doi.org/10.5772/50724

85



for Better Environment

[66] Wakui, T., Yokoyama, R., & Shimizu, K. (2010). Suitable operational strategy for
power interchange operation using multiple residential SOFC (solid oxide fuel cell)
cogeneration systems. Energy, 35, 740-750.

[67] Badwal, S., Deller, R., Foger, K., Ramprakash, Y., & Zhang, J. (1997). Interaction be‐
tween chromia forming alloy interconnects and air electrode of solid oxide fuel cells.
Solid State Ionics, 99(3-4), 297-310.

[68] Andrade, T., & Muccillo, R. (2011). Effect of zinc oxide and boron oxide addition on
the properties of yttrium-doped barium zirconate. Ceramica, 57(342), 244-253.

[69] Christman, K., & Jensen, M. (2011). Solid oxide fuel cell performance with cross-flow
roughness. Journal of Fuel Cell Science and Technology, 2011, 8(2), 024501.1-5.

[70] Findeisen, W. (1973). Poradnik inzyniera automatyka. Wydawnictwa Naukowo-
Techniczne.

[71] Furusaki, A., Konno, H., & Furuichi, R. (1995). Pyrolitic process of la(iii)-cr(vi) pre‐
cursor for the perovskitc type lanthanum chromium oxide. Thermochimica Acta, 253,
253-264.

[72] Hayashi, H., Watanabe, M., & Inaba, H. (2000). Measurement of thermal expansion
coefficient of lacro3. Thermochimica Acta, 359(1), 77-85.

[73] Milewski, J. (2010). Advanced mathematical model of sofc for system optimization.
In: ASME Turbo Expo 2010: Power for Land, Sea and Air. No. GT2010-22031. ASME.

[74] Milewski, J. Advanced model of solid oxide fuel cell. Fuel Cell Science, Engineering &
Technology Conference. No. FuelCell 2010-33042, ASME.

[75] Milewski, J. (2010). Mathematical model of SOFC for complex fuel compositions. In‐
ternational Colloquium on Environmentally Preferred Advanced Power Generation, ICE‐
PAG2010-3422.

[76] Milewski, J. (2010). Simultaneously modelling the influence of thermal-flow and ar‐
chitecture parameters on solid oxide fuel cell voltage. ASME Fuel Cell Science and
Technology.

[77] Milewski, J. (2011). SOFC hybrid system optimization using an advanced model of
fuel cell. Proceedings of the 2011 Mechanical Engineering Annual Conference on Sustaina‐
ble Research and Innovation, 121-129.

[78] Milewski, J., Badyda, K., & Miller, A. (2010). Modelling the influence of fuel composi‐
tion on solid oxide fuel cell by using the advanced mathematical model. Rynek Ener‐
gii, 88(3), 159-163.

[79] Milewski, J., & Miller, A. (2004). Mathematical model of SOFC (Solid Oxide Fuel
Cell) for power plant simulations. ASME Turbo Expo, 7, 495-501.

[80] Milewski, J., Świrski, K., Santarelli, M., & Leone, P. (March 2011). Advanced Methods
of Solid Oxide Fuel Cell Modeling. 1st Edition, Springer-Verlag London Ltd.

Clean Energy84

[81] Sakai, N., & Stolen, S. (1995). Heat capacity and thermodynamic properties of lantha‐
num(iii) chromate(iii): LaCr03, at temperatures from 298.15 k. evaluation of the ther‐
mal conductivity. The Journal of Chemical Thermodynamics, 27(5), 493-506.

[82] Zhai, H., Guan, W., Li, Z., Xu, C., & Wang, W. (2008). Research on performance of
LSM coating on interconnect materials for SOFCs. Journal of the Korean Ceramic Soci‐
ety, 45(12), 777-781.

Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells
http://dx.doi.org/10.5772/50724

85







Clean Energy  
for Better Environment

Edited by Cumhur Aydinalp

Edited by Cumhur Aydinalp

The prospect of producing clean, sustainable power from renewable energy sources is 
becoming a very important subject, stimulated by recent technological developments 
that have improved the cost-effectiveness of many renewables and by the increasing 

concern for the environmental impact and sustainability of conventional fossil 
and nuclear fuels. This book provides a comprehensive overview of the principal 

renewable energy sources with a wide range of case studies for each source. It 
explains the underlying physical and technological principles, and examines the 

environmental impact of renewable sources and their future prospects. The overall 
approach is interdisciplinary, covering the economic, social, environmental and 
policy issues from the point of research on renewable energy. It also tackles the 
physical and engineering aspects. The book will, therefore, strongly appeal to 

non-specialist readers who wish to improve their understanding of this complex, 
fascinating and increasingly important subject.

Photo by monticelllo / iStock

ISBN 978-953-51-0822-1

C
lean Energy for Better Environm

ent

ISBN 978-953-51-6257-5


	Clean Energy for Better Environment
	Contents
	Preface
	Chapter 1
Exergy Analysis of 1.2 kW Nexa™ Fuel Cell Module
	Chapter 2
Grid-Connected Wind Park with Combined Use of Battery and EDLC Energy Storages
	Chapter 3
Thermodynamics Assessment of the Multi-Generation Energy Production Systems
	Chapter 4
Multi-Level Mathematical Modeling of Solid Oxide Fuel Cells

