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Preface

This book offers a selection of chapters in the field of the fourth industrial revolution, pro‐
moting new research results in the field, building on other publications in the literature. Au‐
thors from ten countries (China, Colombia, Czech Republic, Hungary, Italy, Japan,
Singapore, Slovakia, Spain, and USA) have published worked examples and case studies
from their research in the field. Implementing Industry 4.0 technologies and solutions is a
strategic objective of manufacturing and service companies to foster competitiveness on the
global market. The Industry 4.0 as an industrial ecosystem is a potential glue that can hold
interconnected logistics systems and value making chains together. In a brief description,
the book has eight topics, determined by the application domain and Industry 4.0 technolo‐
gies and impacts:

Industry 4.0 and its impact on logistics: The globalization of economy led to an increased trans‐
portation and material handling intensity that is perceivable in purchasing, production, dis‐
tribution, and recycling. Within the frame of this chapter, the main research directions of
Industry 4.0 are shown focusing on logistic applications.

Advantages of Learning Factories for Production Planning based on shop floor simulation: In an In‐
dustry 4.0 industrial ecosystem, production planning and control strategies will be per‐
formed by humans backed by computational tools for decision making. In this chapter, shop
floor simulation is identified as a tool for planning and controlling production and the
trends in the construction of the Learning Factories are shown. This work also proposes the
realization of a digital model in EAFIT University Learning Factory towards digital learning
factory.

Impact of Industry 4.0 on Inventory Systems and Optimization: Industry 4.0 opens up new hori‐
zons for inventory optimization and pushes the boundaries, especially in the automotive in‐
dustry. Within the frame of this chapter, the possible changes to factories, products,
customers, and businesses in the environment of Industry 4.0 are discussed. The new inte‐
grative research and development framework for inventory systems and optimization is
proposed.

Cyber-physical System Architecture for minimizing the possibility of producing bad products in a
manufacturing system: The implementation of cyber-physical systems in an Industry 4.0 envi‐
ronment can increase the level of productivity in a manufacturing system. This chapter pro‐
poses a possible architecture of a generic manufacturing system including agile production,
lean manufacturing, and statistical approaches.

Leveraging Internet-of-Things to support Circular Economy paradigm: New models based on In‐
dustry 4.0 technologies support the Circular Economy paradigm, through the development
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of a marketplace for connecting buyers and sellers of manufacturing services, raw materials,
and products towards building global supply chains. This approach is explained within the
frame of this chapter.

Parallel Genetic Algorithms with GPU Computing: Parallelizing heuristic and metaheuristic al‐
gorithm is a key factor of big data problems in the Industry 4.0 environment. In this chapter,
the authors give a concise overview of selective works of Parallel GAs on GPU from the per‐
spective of GPU architecture. Many optimization problems of cyber-physical systems will
benefit from the described parallel GAs accelerated by GPU computing.

Digital Twin Technology: Digital twin technology is the core technology of realizing Cyber-
Physical Systems. This chapter introduces the generation and characteristics of digital twin
technologies, the relationship between Digital Twin and Digital Thread, and the implemen‐
tation of the product digital twin model.

The role of spin-off companies in the technology transfer and IS management potential in developing
a sharing economy: Based on best practice results, the chapter recommends practices and rec‐
ommendations that should eliminate barriers to successful spin-offs and start-ups as well as
SMEs doing business in competitive practice. Based on the synthesis of research outputs, the
recommendations for technology transfer and regulatory treatment of sharing economy are
summarized.

The aim of this book is to help students at the level of BSc, MSc, and PhD as well as manag‐
ers and researchers, to understand and appreciate the concept, design, and implementation
of Industry 4.0 solutions. Based on these considerations, the book may have a large impact
in the scientific community.

The editors thank the research authors of the chapters for their scientific contribution. The
chapters were edited and published following a rigorous selection process. Also, it is a
pleasure thanking and acknowledging the help of many individuals from the editorial proc‐
ess that made this book possible.
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Introductory Chapter: Industry 4.0 and Its Impact on 
Logistics - A Retrospective Review

Tamás Bányai
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1. Introduction

The increased complexity of customers’ demands led to the globalisation of economy. This 
caused increased transportation and material handling intensity which is perceivable in all 
four functional parts of logistics: purchasing, production, distribution and inverse processes. 
The globalisation, the demographical changes, the urbanisation and the sustainability influ-
ence the expected performance of manufacturing and service processes. The Industry 4.0 and 
its technologies offer new solutions to fulfil customers’ demands, while economical, ecologi-
cal, social and engineering impacts are taken into consideration.

Within the frame of this short introductory chapter, the main research directions of Industry
4.0 are shown focusing on logistic applications. The following questions are answered with
a short literature review: Who is doing what? Who first did it or published it? What are
research gaps?

2. Conceptual framework and review methodology

Within the frame of this retrospective literature review, the systematic literature review (SLR) 
methodology of Cronin et al. [1] was used including the following aspects: define research 
questions, select sources from Web of Knowledge, reduce the number of articles, identify the 
main research directions, define a methodology to analyse the chosen articles, discuss the 
main scientific results and identify the scientific gaps and bottlenecks.

The relevant terms were defined. The first search using the topic ‘Industry 4.0’ keyword 
resulted to 1066 articles, but a wide number of the articles have no relation with logistics; 

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 1

Introductory Chapter: Industry 4.0 and Its Impact on
Logistics - A Retrospective Review

Tamás Bányai

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.89387

Provisional chapter

DOI: 10.5772/intechopen.89387

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Introductory Chapter: Industry 4.0 and Its Impact on  
Logistics - A Retrospective Review

Tamás Bányai

Additional information is available at the end of the chapter

1. Introduction

The increased complexity of customers’ demands led to the globalisation of economy. This 
caused increased transportation and material handling intensity which is perceivable in all 
four functional parts of logistics: purchasing, production, distribution and inverse processes. 
The globalisation, the demographical changes, the urbanisation and the sustainability influ-
ence the expected performance of manufacturing and service processes. The Industry 4.0 and 
its technologies offer new solutions to fulfil customers’ demands, while economical, ecologi-
cal, social and engineering impacts are taken into consideration.

Within the frame of this short introductory chapter, the main research directions of Industry 
4.0 are shown focusing on logistic applications. The following questions are answered with 
a short literature review: Who is doing what? Who first did it or published it? What are 
research gaps?

2. Conceptual framework and review methodology

Within the frame of this retrospective literature review, the systematic literature review (SLR) 
methodology of Cronin et al. [1] was used including the following aspects: define research 
questions, select sources from Web of Knowledge, reduce the number of articles, identify the 
main research directions, define a methodology to analyse the chosen articles, discuss the 
main scientific results and identify the scientific gaps and bottlenecks.

The relevant terms were defined. The first search using the topic ‘Industry 4.0’ keyword 
resulted to 1066 articles, but a wide number of the articles have no relation with logistics; 

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



therefore, the following keywords were used to search in the Web of Knowledge database: the 
topic ‘Industry 4.0’ and topic ‘logistics’. Initially, 59 articles were identified. The search was 
conducted in July 2019; therefore, new articles may have been published since then.

3. Descriptive analysis

The articles can be classified depending on the research area. Figure 1 shows the classifica-
tion of these 59 articles considering 10 subject areas. This classification shows the majority of 
engineering and management sciences, while the operational research and computer sciences 
define the importance of computational methods related to the design of logistics and sup-
ply chain solutions in Industry 4.0 environment. The classification shows that sustainability, 
energy efficiency and environmental impact of logistic solutions of cyber-physical systems 
get more and more importance.

As Figure 2 demonstrates, Industry 4.0 and its effect on logistics and supply chain solutions 
have been researched in the past 5 years. The first article in this field was published in 2015 in 
the field of cloud computing [2], and it was focusing on the importance of cloud-assisted 
solutions of the emerging Industry 4.0 theory focusing on logistics and sales. The number of 
published papers has been increased; it shows the importance of this research field, especially 
in automotive industry.

As Figure 3 demonstrates, most of the articles were published in journals with sustainability 
and manufacturing topics. The distribution of journals shows that the research of logistics and 
supply chain solutions in cyber-physical systems and Industry 4.0 environment is a multidis-
ciplinary topic.

In the following step, the 59 articles were reduced after reading them. Articles whose 
topic cannot address the effect of Industry 4.0 on logistics were excluded, and some 

Figure 1. Classification of articles considering subject areas based on search in Web of Knowledge database using the 
topics ‘Industry 4.0’ and ‘logistics’.

Industry 4.0 - Impact on Intelligent Logistics and Manufacturing2

articles were added from different research platforms. After this reduction and addition, 
we got 18 articles. The next section describes the content analysis of these articles and 
defines a framework of available sources related to the impact of Industry 4.0 in the field 
of logistics.

4. Content analysis

The fourth industrial revolution is also known as ‘Industry 4.0’, ‘Smart Manufacturing’ or 
‘Integrated Industry’, but all of these names cover the integration potential of value making 
chains from design, through production, to distributions and inverse processes. This poten-
tial is especially focused in just-in-time and just-in-sequence processes of automotive indus-
try [3]. Industry 4.0 has a great impact on logistics of production [4] and service processes 
[5]. The lean paradigm (or lean manufacturing) is linked to the development and operation 
of cyber-physical systems, because it is widely regarded as an efficient improvement tool 
in Industry 4.0 environment [6]. Another aspect of the importance of lean manufacturing in 

Figure 2. Classification of articles by year of publication based on search in the Web of Knowledge.

Figure 3. Distribution of Industry 4.0 and logistic-related articles in journals, based on search in the Web of Knowledge.
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Industry 4.0 is that both cyber-physical systems and lean manufacturing can be characterized 
with decentralized control [7]. The globalisation of the economy led to the increased impor-
tance of sustainability and the minimization of environmental impact; therefore Industry 4.0 
should include not only purchasing, manufacturing and distribution processes but also the 
inverse operations of the closed-loop economy [8]. The realisation of cyber-physical systems 
requires the integration of networking, organisational development, structural frame condi-
tions and sustainability which in fact has a great impact on the logistic solutions in manu-
facturing and services [9]. The first-mile and last-mile operations of a supply chain solution 
represent complex optimization problems, because routing, assignment and scheduling 
problems should be taken into consideration. The Industry 4.0 technologies make it possible 
to make real-time decisions in the first-mile and last-mile processes in order to design a cost-
efficient sustainable collection or distribution process. These design problems are NP-hard; 
therefore heuristic and metaheuristic solutions are required to solve them [10, 11]. Another 
revolutionary design method is the online optimization. Online optimization can support 
to solve real-time challenges [12] in complex supply chain processes or in-plant material 
handling systems.

Logistics and value chain will be influenced by the new solutions of Industry 4.0 technologies. 
Researches based on Porter’s value chain model show that an increased economic sustainabil-
ity can be achieved with the application of IoT tools, Big Data technologies and cyber-physical 
systems [13].

Bressanelli et al. [14] identified eight functionalities of Industry 4.0 technologies (improving 
product design, attracting target customers, monitoring and tracking product activity, pro-
viding technical support, providing preventive and predictive maintenance, optimising the 
product usage, upgrading the product, enhancing renovation and end-of-life activities) and 
analysed their impact on closed-loop value drivers, like resource efficiency, lifespan and clos-
ing the loop. These eight functionalities of Industry 4.0 technologies are important not only 
for manufacturing but also for logistic operations and supply chain processes. Case studies 
validate the impact of Industry 4.0 technologies on supply chain solutions. These case stud-
ies are based on manufacturing processes of Logistics Knapp AG, Nova Chemicals, BMW, 
Stratasys and Bosch [15].

The logistic operations include not only the in-plant supply processes but also the material 
handling operations of warehousing. The increased complexity of manufacturing processes 
led to increased complexity of component portfolios which led to complex warehousing pro-
cesses. In the case of real-time data and contextual information, these complex warehouse 
processes can be improved through Industry 4.0 technologies [16]. The success of applied 
Industry 4.0 technologies depends on the characteristics of manufacturing environment [17]. 
The manufacturing environment can be described with the level of automation, level of prod-
uct repetitiveness or type of products.

Researches show that the most important Industry 4.0 technologies applied in the field of 
logistics are focusing on the support of product identification and increase of traceability 
of products and resources [18]. Table 1 shows the research framework represented by the 
reviewed articles from objective, methodology and case studies point of view.
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Industry 4.0 is that both cyber-physical systems and lean manufacturing can be characterized 
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Bressanelli et al. [14] identified eight functionalities of Industry 4.0 technologies (improving 
product design, attracting target customers, monitoring and tracking product activity, pro-
viding technical support, providing preventive and predictive maintenance, optimising the 
product usage, upgrading the product, enhancing renovation and end-of-life activities) and 
analysed their impact on closed-loop value drivers, like resource efficiency, lifespan and clos-
ing the loop. These eight functionalities of Industry 4.0 technologies are important not only 
for manufacturing but also for logistic operations and supply chain processes. Case studies 
validate the impact of Industry 4.0 technologies on supply chain solutions. These case stud-
ies are based on manufacturing processes of Logistics Knapp AG, Nova Chemicals, BMW, 
Stratasys and Bosch [15].

The logistic operations include not only the in-plant supply processes but also the material 
handling operations of warehousing. The increased complexity of manufacturing processes 
led to increased complexity of component portfolios which led to complex warehousing pro-
cesses. In the case of real-time data and contextual information, these complex warehouse 
processes can be improved through Industry 4.0 technologies [16]. The success of applied 
Industry 4.0 technologies depends on the characteristics of manufacturing environment [17]. 
The manufacturing environment can be described with the level of automation, level of prod-
uct repetitiveness or type of products.

Researches show that the most important Industry 4.0 technologies applied in the field of 
logistics are focusing on the support of product identification and increase of traceability 
of products and resources [18]. Table 1 shows the research framework represented by the 
reviewed articles from objective, methodology and case studies point of view.
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5. Consequences of literature review

The above described short literature review shows that the application of Industry 4.0 tech-
nologies offers innovative solutions for both manufacturing and logistic processes. Cloud 
and fog computing supports the solution of Big Data problems. Heuristic, metaheuristic and 
online optimization make it possible to solve NP-hard problems of complex logistic processes 
and supply chains. The adoption of bar codes and RFID technologies focuses on identification 
and traceability of products, resources and processes. In logistic processes, the importance of 
real-time decisions gets more and more importance, because real-time decisions can increase 
the efficiency of resources through an improved flexibility. Why is it necessary to put so much 
effort into the application of Industry 4.0 technologies? However, the application of Industry 
4.0 technologies in logistics leads to new manufacturing technologies and logistic solutions, 
but the design and operation of these new processes and systems required sophisticated mod-
els and methods to build complex, efficient, sustainable solutions.
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Abstract

In future industry, defined as Industry 4.0, production planning and control strategies will
be executed by human beings backed by computational tools for decision making; One of
these tools is shop floor simulation, and a natural scenario to learn about how to use it for
productive processes design and control are the Learning Factories. In this chapter, shop
floor simulation is identified as a tool for planning and controlling production, also a state
of the art about its implementation is exposed in academic and industrial environments.
In addition, the trends in the construction of the Learning Factories are shown, and some
aspects about how they can be used for shop floor simulation. This work also proposes the
realization of a digital model in EAFIT University Learning Factory as a first step towards
digital learning factory.

Keywords: digital learning factory, shop floor simulation, plant planning and controlling,
discrete event simulation, Industry 4.0

1. Introduction: Learning Factories as simulated environments and
innovation transfer actors

When a production system is being designed, builded or even working, there are several
behaviors that cannot be described by exact mathematical equations (analytical models); for
this reason, plant designers commonly use Virtual Design (VD), Shop Floor Simulation (SFS),
heuristics or metaheuristic methods to predict possible critical situations once system is
perturbed by use of supply chain, machinery, workstations cells, buffering and response time,
equipment capabilities, etc. Some heuristic approaches are, for example, CRAFT algorithm
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used by Prasad et al. to optimize plant layout cost by machinery replacement [1] and Black
Hole Algorithm used by Veres et al. to find optimal supply chains structure [2], which provide
possible solutions in complex systems. However, SFS also allows to evaluate several system
responses and to determinate optimal working conditions [3].

Simulation refers to Discrete Event Simulation (DES) which describe a model performance.
According to Shanon [4], simulation is to design a real system model and carry out some
experiences to learn its behavior and to evaluate strategies to understand how it works; it
means that, in order to learn about system behavior, it is necessary an environment character-
ized by a high degree of fidelity regarding real system. That characteristic is typical of action-
oriented learning methodologies such as role play [5], virtual reality [6], simulation [7] and
Learning Factories (LF). Additionally, simulation has recently become a best valued teaching
strategy by students [8], and LF are effective simulated environment tools for skills develop-
ment through experiential learning [9]; its safe environments allow to face real industrial
challenges with minimal abstractions [10] to replay to real situations in different knowledge
fields during training process.

On the other hand, companies call for latest technical and technological knowledge and
LF offer high potential for innovation transfer and application-oriented innovation platform
of product and production processes research, and subsequent transmission of these innova-
tions [11].

This article aims to provide a general state of the art of SFS based production planning in LF,
seeks to define medium term research needs and proposes a research project to develop the
EAFIT University LF digital model. It will be the starting point in the way to convert this LF in
a digital Smart Factory towards Industry 4.0.

2. Shop floor simulation based production planning and control in
Industry 4.0

SFS is commonly used to get information about production systems and is based on discrete
events information related to resources flow and availability in the plant. In this context, a resource
is everything needed for production (supplies and raw materials) and plant are the facilities used
to transform those resources into a finished product (or service). Production system also involves
other company areas not involved directly in product transformation but without whose existence
production process would be much more complex and inefficient, for example: supply ware-
house, packing, shipping, maintenance, etc. Interactions between all these areas are interesting
for decision making and SFS lets to evaluate production capacity, inventory control, logistics, etc.

Currently, SFS role in Industry 4.0 context includes “real time” production programming and
control. Some authors have suggested that using production system latest information and
making simulations to predict events in the future it is possible to improve system performance
by dynamically adjusting programming policies and control strategies [12, 13], it places SFS as
an essential element in one of the four Industry 4.0 components, namely “smart factories” [14].

Industry 4.0 - Impact on Intelligent Logistics and Manufacturing12

Figure 1 shows an example of SFS based production control architecture [15]. There is a task
generation software used to develop simulation model which obtain production master pro-
grams (for example parts orders) and process plans from a database. The database keeps track
part orders and quantity. Simulation control manufacturing system sends and receives mes-
sages and uses communication links to task executor; it performs execution functions at floor
level and monitor part status in the system. Executor receives instructions (messages) from
simulation and, according to system status, sends messages to physical equipment controllers.
Once a task message has been sent, both executor and simulation wait for a “completed ok”
message from controller. When executor receives “completed ok” message, it sends a similar
message to simulation, and simulation knows that current task was completed. Simulator and
execution modules communicate through a Task Initiation Queue (TIQ) and a Task Comple-
tion Queue (TCQ). Simulation uses TIQ to order executor perform specific tasks and receives
completion messages through the TCQ. Son et al., [16] and Rao et al. [17] shows others SFS
software use for controlling production process.

Digital models used in SFS are useful not only to control but also to design production plants
layout. These models are usually stochastic-nature statistical distributions and are used to

Figure 1. SFS based production control architecture in Industry 4.0. ([16] p. 382, 2005).
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perform design variables analysis, control strategies and system performance estimation using
commercial computer programs, for example: Arena™, AutoMod™, ProModel™, Tecnomatix
Plant Simulation™, FlexSim™, Witness™, AnyLogic™, Process Model™, etc. Recently, these
tools have been classified according to their popularity and tools [18].

Other interesting subject in Industry 4.0 is flexible production plants, it means “systems that
allow changing product without high impact on costs either by sequence change program-
ming” [19]. This flexibility can be understood as production lines flexibility or production
processes flexibility. In general terms, if a good resources availability is achieved it is possible
to maximize production process; This can be achieved adding new technology or using plant
redistribution, and here SFS takes special interest because it let more easy decision making and
it is much easier to achieve in a flexible LF where it is possible to reconfigure plant distribution.
This is one of the greatest advantage in a LF for future research.

3. Digital Learning Factories implementation trends

A digital LF is an integrated IT environment where all real LF resources, processes and
products are tracked on a digital model. Otherwise, virtual LF provide visual software tools
trough Virtual Reality (VR) or Augmented Reality (AR) technology [20] to improve Digital
LFs. Some LFs have implemented virtual games to evaluate students learning after training
[21]. With these technologies, it is possible to carry out digital simulation, simulate tasks or
evaluate alternative designs before production start [22].

LFs have become widespread in recent years, particularly in Europe [23], and have adopted
many installation ways varying in size, scope, function and sophistication. However, all of
they have main objective to improve students and industrial users learning experience. Abele
et al. [24] present a right sounding classifying LFs worldwide according to:

Learning Factories for production process enhancement: They deal with lean methods and princi-
ples, such as just-in-time, line balancing, problem solving or work optimization.

Learning Factories for reconfiguration, production and plant layout design: They deal with recon-
figurability related to plant layout design.

Learning Factories for energy and resources use efficiency: They deal with the relationship between
energy consumption, resources and production.

Learning Factories for Industry 4.0: They focus on production digitization and Internet of Things
(IoT) researching and technology transfer.

Learning Factory applied concept: They deal with knowledge triangle vertices integration: edu-
cation, research and innovation.

Learning Factories for other purposes: For logistic optimization. For management and organiza-
tion, automation technologies and sustainability.

Industry 4.0 - Impact on Intelligent Logistics and Manufacturing14

This literature review shows there is an important trend towards facilities and production
processes digitalization. Digital [25] and virtual LFs have been developed [26], even equipped
with SFS software for material flow, tail and bottleneck analysis [27].

Figure 2 interrelation between infrastructure and physical interface in digital and virtual LFs.
In this context, the SFS brings LF infrastructure to digital level.

First Colombian LF was inaugurated last September 27th, 2017. This LF is located at EAFIT
University in Medellín City, and its main goal is to perform experiential learning practices with
university and industry students to enhance their skills facing up new local production pro-
cesses challenges, and help to transform conventional companies into smart companies [28].
This LF is equipped with SFS such as Tecnomatix Plant Simulation and FlexSim for production
processes improvement. Thus, next step towards Industry 4.0 once this LF was inaugurated is
SFS implementation in its own Digital Model.

4. How to use Learning Factories in plant layout simulation?

Plant layout simulation difficult due to the following aspects:

1. High time consumption in digital modeling: Large time amount must be invested in the
digital modeling.

Figure 2. Physical, digital and virtual LF. ([24] p. 816).
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2. Digital modeling validation: Sometimes it is necessary to build expensive pilot plants or to
carry out experiments in a section or all production line causing delays or stoppages. This
is due to flexibility lack in the real plant to change its distribution.

3. Planning and experimenting: Experiments sometimes requires redesign experiment itself
to input or output not considered variables, which in many cases involves rethinking
production strategies.

Thus, a LF is a right scenario to learn how to carry out plant layout planning based on SFS
because it solves mentioned drawbacks: test model, validation and experimentation. This
subject has been studied in digital LFs as noted in Section 2, however, although several digital
LFs are equipped with SFS software, it is not common to find publications showing SFS use in
LF layout planning.

So far, there is a worldwide trend to immerse plant layout designers on real, digital or virtual
simulated environments to help them decision making. However, even for experienced staff,
simulation can be a very long process, and transmitting that knowledge to undergraduate,
postgraduate students or even business people usually takes a long time, mainly due to people
focus more on simulation model construction than system behavior understanding.

In an LF, plant layout simulation can be carried out following methods described by Banks [29]
and Tako [30]; their contributions, contextualized to plant layout are summarized in Figure 3.
They suggest contemplating six phases to reproduce discrete events during productive system
operation; therefore, a student, instructor or professional (henceforth called analyst) should
focus his attention on:

Figure 3. Methodology proposed by Banks and Tako for simulation adapted to SFS. ([45] p. 3528).
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Phase 1: Understanding the problem. Understanding involved variables in system behavior is
essential to propose an adjusted model regarding real system. It is important to understand
variable appearing and disappearing, impact on production process and variability, even when
production strategies are changed. This let to define clear objectives. Analyst must consider
possible interest variables like: production time, assembly time, product quantity per time unit
(capacity and efficiency), inputs and rawmaterials consumed per time unit, buffering time, etc. in
this phase, a LF is a “Test Bank” to analyze how those interesting variables impacts plant layout.

Phase 2: Digital model building. Digital model main purpose is to represent adequately variables
behavior. Sometimes it is necessary to make assumptions to simplify or complicate it, so there
must have an adequate balance between easy use and high accuracy. Model must be detailed
enough to capture asmuch information as possible according to study objectives. It is important to
define detail level and construction method. LFs have limited size, and they allow build not very
robust digital models with a high detail level and its construction does not demand excessive time.
This aspect is an attractive alternative for future research because currently have low publications.

Phase 3: Data Collection: Information quality, and not quantity, allows more accurate analysis.
LFs flexibility let to analyst adapt plant layout to data acquisition needs, considering product
assembly sequence. In other words, relationship between production model and its critical
variables differ from one type of product to another, however, the LFs can be adapted to
certain types of products for data collection.

Phase 4: Model Validation. Validate a model is to obtain high degree of confidence to ensure
correct predictions about process being simulated. There is no way to know which is most
correct process to validate a model, however, experts consider relevant some guidelines for
develop of a valid and credible model [31]:

• Use quantitative techniques to validate model components.

• Carry out sensitivity analyzes to determine most important factors in the model.

• Review simulation results to verify if they seem coherent. Here, again, LFs can be used.
Given their resources redistribution availability, they are adequate to validate different
simulated plant distribution models, becoming an interesting place for Engineers, Techni-
cians and Managers, to evaluate decisions making impacts on productive practices.

Phase 5: Experimentation: Main experiments objective is to check whether the model complies
with the assumptions and simplifications considered for validation. A good Design of Exper-
iments (DOE) is crucial at this stage. It consists in determining tests and methodologies should
be performed to obtain data and provide objective statistically evidence to answer the ques-
tions raised in phase 1 and clarify those process uncertain aspects that are being simulation
object [32]. Once again, the LFs resources redistribution availability can be used to execute
several experimental designs, expanding data collection opportunities portfolio.

Phase 6: Results Analysis. Finally, simulation results must lead to an appropriate decision mak-
ing, either analyst consider that model is reliable and can use it to estimate the real one produc-
tive process variations or to discard it. Last case implies a new approach, a new analysis, and
therefore anew simulation and a new digital model.
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5. Shop floor simulation in industrial and academics scenarios

Layout planning can be categorized by static or dynamic environments. In the static layout
approaches, material flow between machines is constant and an optimum layout is designed
for a single time. On the contrary, if layout is evaluated and modified occasionally with respect
to changes, research is categorized as dynamic. There are several plant simulation and discrete
event simulation tools researching published, some of which have proposed design methodolo-
gies to structure, control and improve manufacturing processes [33, 34]. Below are some of them,
both in industrial plants and training environments. The review of these cases cannot be consid-
ered complete but serves as a basis to demonstrate the capabilities of SFS in different scenarios.

5.1. Shop floor simulations in industrial production plants

Simulation based plant design and optimization techniques at industrial level have been imple-
mented and developed several years ago. However, as mentioned in Section 1, there are many
circumstances where uncertainty, interactions, objective functions or system constraints cannot
be described usingmathematical terms. In these cases, both, heuristic approach and SFS are often
used to minimize some goals variables. For large dynamic plant layout problems, for example,
some authors have suggested genetic algorithms-based heuristics solution methods [35].

Recently Pourhassan et al. [36] have presented mathematical models for relevant costs optimi-
zation during arrangement and re arrangement manufacturing facilities using genetic algo-
rithms. A manufacturing system consisting of m machines processing n different products was
considered. Products require m machines processing subsets causing material flow between
they and eventually causing interference during material travel. Transporters are responsible
to move materials between machines and there is plan divided into a several periods. Rate
demand for each period is predicted and so material flow matrix is known in advance. Due to
layout performance regarding to workflow is determined by number of possible transporters
interference, researchers focused in to minimize material handling cost (MHC) and workflow
interference as two inconsistent objective function:

Min Z1 ¼
XT
t¼2

XN

i¼1

XN

j¼1

XN

l¼1

Atijl∗Ytijl þ
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Ftik∗Djl∗Cik∗Xtij∗Xtkl (1)

Min Z2 ¼ Number of possible transporters accident (2)

This model is subjected to decision variables:

Xtij ¼
1, if machine i is allocated to location j in period t
0, otherwise

�

and:

N = Number of machines/locations.

T = Number of periods in planning.
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i,j,k,l = Index of machines/locations.

t = Index for time periods.

Atijl = Cost to shift machine i from location j to l in period t.

Ftik = Total flow between machine i and k in period t.

Djl = Distance between machine i to l.

XN
i¼1

Xtij ¼ 1, ∀i ¼ 1, 2,…N, ∀t ¼ 1, 2,…T (3)

XN
i¼1

Xtij ¼ 1, ∀j ¼ 1, 2,…N, ∀t ¼ 1, 2,…T (4)

Ytijl ¼ X t�1ð Þij∗Xtil∀i, j, l ¼ 1, 2,…:N, ∀t ¼ 2,…T (5)

Constraint Eq. (4) ensures that each machine should be in one position and constraint Eq. (5)
ensures that in each position only one machine should be allocated.

Function Eq. (2) was evaluated through simulation models where a possible finite set of layout
scenarios were reached using Design of Experiments (DOE). In this case, a case study with five
machines in a vehicle part production system with a planning horizon of two periods was
considered. This allowed researchers to find by regression a Z2 optimal function (a minimal
number of possible transporters accident). This work shows how numerical simulation, DOE
and regression can be applied to evaluate a manufacturing system and recommends consider-
ing dynamic layout problem where the flow between machines is stochastic.

So, it is important to study if LFs can reach this situation, like the one described above, in
which material flow between machines is constant (static design) or modified occasionally
with respect to changes (dynamic design). Again, flexibility of LFs can be useful for this
purpose.

On the other hand, there are several investigations using only SFS for plan layout planning to
arrange and re arrange plant distribution. Filip et al. [37], for example, used Witness® software
to optimize production systems in a printed circuit board (PCB) assembly plant. After com-
pleting initial simulation process and a series of subsequent simulations, researchers were able
to identify equipment with highest workload, and part quantity produced. They also deter-
mined most economical method to increase production, which was to include new intermedi-
ate buffers. After including the new buffers, overloaded machine workload was reduced by
16.7%, resulting an increase of 1804 finished parts. This is an example about how understand-
ing problem and setting clear objectives can lead to very successful results using SFS, an
interesting aspect to be considering in LFs implementation.

Siderska [38] used Tecnomatix Plant Simulation® to simulate plant distribution and logistics in
wire steel production process. Because of simulation, process statistics showed that only 10%
of cutting machines capacity was being used due to a bottleneck generated by tip forming
machine. An improvement was suggested simulating an additional tip forming machine in
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parallel with the initial one, increasing production. However, no subsequent work to was
published by researchers to confirming if proposed change was implemented in the real plant,
so simulated model could not be validated.

Hnát et al. [39] implemented Tecnomatix Factory CAD/Factory Flow in Zilina Intelligent
Manufacturing System (ZIMS) laboratory, at Central European Technologies Institute (CEIT)
for logistics process design and control. They described how these tools can be used for
logistics systems conceptual design, control and monitoring. These researchers emphasize that
using these technologies, companies can avoid failures due to inadequate design of material
flows using simulation to verify flow before implementation.

Kikolski [40] applied simulation models to study different production scenarios. With
Tecnomatix Plant Simulation, author simulated a real production plant using known process
technological data and related material flow data to production. Their experiments analyzed
how batch size influences system efficiency. The first simulated scenario consisted of the
current conditions of the plant, whose lots comprise series of 30 items and each component in
the system. For Kikolski, simulation model is an excellent tool to verify processes performance
and give a clear visualization about assumptions. Analyzes require availability of one initial
already system to design and optimize their virtual models. Therefore, it is observed that has
been proposed start from initial distribution by other authors in other environments than the
LFs one. Kikolski insists about continuing work on modeling and simulation methods, since
“computer simulation can become a useful and reliable tool to design and study manufactur-
ing processes and can provide a basis for other studies aimed at using digital models within of
production engineering”.

Kliment et al. [41, 42] have worked with Tecnomatix Plant Simulation to simulate logistics
processes and production process on several production plants. Again, these works have
focused on problems detection before physical plant building, and no evidence was found
indicating proposed changes implementation during the simulation stage, so actual plant
validation does could not be confirmed.

In Colombia, production plants simulation studies have been carried out in specific sectors
such as mining [43] and biofuels [44], but do not in manufacturing plants, do not reach an
appreciable reproducibility and scalability level and not involve entire value chain since raw
materials supply to distribution chain. In conclusion, although there is an international trend,
in Colombia there are no published works in which production plants simulation has been
validated along value chain, or their knowledge has been transferred to industrial sector by
academic institutions and much less by LFs.

5.2. Shop floor simulations in educational environments

About educational environments, an experience to highlight is in Skövde University [45]. This
institution has been able to demonstrate impact and importance of plants layout simulation on
decision making. Its practical courses have competences focused on undergraduate students,
engineers, technicians and managers, and contemplates strategies based on six simulation
phases presented in Section 4.

Industry 4.0 - Impact on Intelligent Logistics and Manufacturing20

Due to this training, there is more people using SFS to test new product variants and produc-
tion flows in their companies and these people are agree about this training methodologies
should be facilitated by software tools that can support fast modeling and advanced experi-
ments in a practical way. This experience is an interesting alternative to be replicated in LFs
and is an accolade to SFS use for plant layout design.

6. Conclusions and further research

Several authors have illustrated how SFS based production planning and control can be raised
to business-level activities [46], therefore, decision making skills acquisition at all company
levels becomes more important. Thus, EAFIT University Production Technologies Research
Group (GITP) has started a LF implementation to become a focused digital LF towards
Industry 4.0 development. In this LF, SFS will supports decision making in production plan-
ning and control; It intends become an innovation transmitter agent to students, technicians,
engineers and managers. In this way, GITP proposes to establish a current state in SFS applied
in LF to set medium term clear objectives, and as have been seen, information studied allows
concluding:

1. SFS is an extensive research subject, and with enough technological maturity level to
evaluate production systems behavior with digital validations. However, lack published
works using SFS in LFs comprises a knowledge gap needed to be addressed.

2. There are not validated LFs digital models linking cause/effect relationship between pro-
duction process and its critical variables.

3. Advantages mentioned in present work let to LFs be a suitable scenario for research in SFS
towards Industry 4.0 digital plant. Given their size, flexibility and resources redistribution
availability, they allow digital models construction and experiments running, and can
be used for SFS implementation as a decision-making tool for production control and
planning.

GITP has initiated experiential learning methodologies implementation in EAFIT University
LF [47], and according to Guarín and Baena [48] “experiential learning is most used pedagog-
ical development mechanism (…). However, not enough research has been done to systemat-
ically address experiential pedagogical structure in LF”. Thus, and due to some authors have
classified simulation as an experiential learning method [49], there is also a high interest in
evaluating SFS role in teaching/learning process. This subject will be addressed in future
research once LF digital model have been constructed.

GITP considers EAFIT university LF digital model construction is needed. This digital model
must be supported with good DOE to validate production system behavior, either by stochas-
tic methods as described in Section 5.1 or SFS software. Initially, it is proposed to define a
product and implement its assembly in LF production line. A data collection at process initial
state will let define critical variables which have more impact in time, cost and production
quality. Later, using DOE, alternatives for plant redistribution will be proposed to optimize
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critical variables and verify statistically system response. These alternatives and information
collected will be fed to an SFS software. Results obtained will be implemented by redis-
tributing LF to validate digital model. See Figure 4.

As can be seen, there are several ways to take Learning Factories advantage for production
activities research towards Industry 4.0, and shop floor simulation use and teaching for
decision-making is one of the most relevant aspects to be investigated in the medium term,
this is main reason to prepare this chapter.
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With evolution of Industry 4.0, how should we operate our production lines and fac-
tories, how should we manage and optimize inventory, how should we deploy our 
workers, how should we run our businesses, how should we manage our supply chains? 
This chapter aims to highlight the impact of Industry 4.0 on manufacturing systems and 
services, as well as supply chains, in particular, on inventory systems and optimization. 
An integrative R&D framework for inventory systems modeling and optimization is 
proposed, which directs our R&D effort in modeling and optimizing inventory systems 
with Industry 4.0.
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1. Introduction

The world is experiencing Industry 4.0, the fourth industrial revolution. The first industrial 
revolution took place in the eighteenth century with the introduction of mechanical produc-
tion machines powered by water and steam. The second industrial revolution started at the 
beginning of the twentieth century with mass production powered by electric energy. The 
third industrial revolution came in 1970s with production automation using electronics, com-
puters and information technology. The current industrial revolution began in the early of 
this millennium with autonomous production using Cyber-Physical Systems (CPS), Internet 
of Things (IoT) and Internet of Services (IoS). This digitization not only enables the integration 
of processes and systems across companies and industrial sectors, but also creates new busi-
ness models and value generation opportunities.
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Industry 4.0 has been greatly influencing people’s daily life in every aspect, from shopping 
to dining, from working to entertaining, etc. It is changing people’s life styles and living 
behaviors, even thinking and mindset. Industry 4.0 has brought a revolutionary impact to 
manufacturing systems and services, as well as supply chains. In the environment of Industry 
4.0, factories are smart, products are smart, and customers are demanding for being all round 
served with great satisfaction. Enterprises and businesses are digitalized, profitable and sus-
tainable. Manufacturing systems and services are real time capable, interoperable, modular, 
decentralized, virtualized, and service oriented. Supply Chains are fully visible, connected 
and integrated.

Digitalization, visibility, connectivity and interoperability are the essence of Industry 4.0. 
With rapid growth of Industry 4.0 technologies, inventory systems and optimization are 
being transformed to a new state. This chapter explores what is the impact of Industry 4.0 on 
inventory systems and optimization, how Industry 4.0 enables the transformation of inven-
tory systems and optimization to a new state and what are the benefits of such transformation 
to the industry.

We briefly review Industry 4.0 and enabling technologies in Section 2. In Section 3, we discuss 
the possible changes with factories, products, customers and businesses in the environment 
of Industry 4.0. Section 4 highlights the attributes of manufacturing systems and services 
with Industry 4.0. Section 5 discusses the benefits brought by Industry 4.0 to businesses. In 
Sections 6–8, we focus on inventory systems and optimization. Section 6 explores the impact 
of Industry 4.0 on inventory systems, and Section 7 discusses the impact of Industry 4.0 on 
inventory optimization. In Section 8, we propose a new integrative R&D framework for 
inventory systems modeling and optimization. Section 9 concludes the chapter.

2. Industry 4.0 and enabling technologies

Industry 4.0 is a transition to the digital transformation of industries, a merger of the physi-
cal and digital worlds. Industry 4.0 is also a fusion of technologies that clear the boundaries 
among the physical, digital, and biological spheres [1–3]. Those technologies include Artificial 
Intelligence, Robotics, Internet of Things, Autonomous Vehicles, 3-D Printing, Nanotechnology, 
Biotechnology, Materials Science, Energy Storage, and Quantum Computing [4–10]. In this 
chapter, we shall not detail the mentioned technologies, but briefly highlight how Industry 
4.0 is enabled by the technologies.

Industry 4.0 is enabled by the technologies that integrate the digital and real worlds. As an 
illustration, the core technologies related to manufacturing systems and services, and supply 
chains, are elaborated as follows:

Big Data Analytics and Business Intelligence: Nowadays enterprises are embraced by huge 
amount of data from all kinds of sources. All decisions, either operational or managerial, have 
to rely on data analytics. All businesses cannot afford to ignore the data and data analytics. It 
has been proven that the data are very useful and much valuable when it comes to optimize 
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production quality and services, reduce energy consumption, and improve efficiency in 
manufacturing. For example, data can be collected from various stages of the manufacturing 
process. The large amount of data can be analyzed in correlation with each other in order 
to identify the stages with redundant processes that need be streamlined. The data can be 
turned into actionable insights through early warning algorithms, predictive models, decision 
support, workflows and dashboards. In fact, the data have become the most valuable asset of 
an organization today. The data analytics is the essence to a success of enterprises and their 
businesses.

Internet of Things (IoT): Embedded computing and networking connect sensors and devices. 
The Internet of Things connects more and more systems, devices, sensors, assets and people 
through networks ranging from wireless, low-power wide-area networks to wired high-
capacity networks.

Cloud Computing: Many small enterprises cannot afford to own the storage for an increasing 
amount of data. Some of them lack the analytical and computational capabilities of processing 
the huge amount of data. However, the data and the capabilities of analytics and computation 
are even more important to them. Cloud service providers are offering a growing opportunity 
to small enterprises through data storage and data processing with affordable costs.

Cyber-Security: Industrial systems are becoming increasingly vulnerable to threats as there 
are various devices and large amount of data sets. The cyber-security has to be put in place, 
which can recognize new vulnerabilities and challenges, and ensure industrial systems and 
businesses free of attacks.

Autonomous Robots: The use of robots in manufacturing is no longer new. In Industry 4.0, 
robots are self-sufficient, autonomous, and interactive, which are no longer simply tools used 
by humans, but are the integral work units.

Additive Manufacturing: Additive manufacturing, in particular, 3D printing enables manufac-
turers to dramatically reduce the design time and cost, and increase the variety and custom-
ization of products. The benefits and values brought by additive manufacturing are even 
more evident in the high mix low volume (HMLV) manufacturing.

Augmented Reality: Customers are now more and more demanding. Businesses have to pro-
vide customers all round services, from personalized product design, dedicated manufactur-
ing process to individualized after-sales services. Augmented reality based systems are able 
to assist enterprises to gain their competitive edges and win more business opportunities in 
such a competitive marketplace.

3. Factories, products, customers and businesses in the environment 
of Industry 4.0

Industry 4.0 uses digital technologies to make manufacturing more agile, flexible and respon-
sive to customers. It is able to create a smart factory where the Internet, wireless sensors, 
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Industry 4.0 has been greatly influencing people’s daily life in every aspect, from shopping 
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inventory systems and optimization, how Industry 4.0 enables the transformation of inven-
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production quality and services, reduce energy consumption, and improve efficiency in 
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an organization today. The data analytics is the essence to a success of enterprises and their 
businesses.

Internet of Things (IoT): Embedded computing and networking connect sensors and devices. 
The Internet of Things connects more and more systems, devices, sensors, assets and people 
through networks ranging from wireless, low-power wide-area networks to wired high-
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Autonomous Robots: The use of robots in manufacturing is no longer new. In Industry 4.0, 
robots are self-sufficient, autonomous, and interactive, which are no longer simply tools used 
by humans, but are the integral work units.

Additive Manufacturing: Additive manufacturing, in particular, 3D printing enables manufac-
turers to dramatically reduce the design time and cost, and increase the variety and custom-
ization of products. The benefits and values brought by additive manufacturing are even 
more evident in the high mix low volume (HMLV) manufacturing.

Augmented Reality: Customers are now more and more demanding. Businesses have to pro-
vide customers all round services, from personalized product design, dedicated manufactur-
ing process to individualized after-sales services. Augmented reality based systems are able 
to assist enterprises to gain their competitive edges and win more business opportunities in 
such a competitive marketplace.

3. Factories, products, customers and businesses in the environment 
of Industry 4.0

Industry 4.0 uses digital technologies to make manufacturing more agile, flexible and respon-
sive to customers. It is able to create a smart factory where the Internet, wireless sensors, 
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software and other advanced technologies work together to optimize the manufacturing sys-
tem and improve customer satisfaction. Industry 4.0 enables a business to react more rapidly 
to market changes, offer more personalized products and increase operational efficiency in a 
cycle of continuous improvement.

Industry 4.0 is creating intelligent products, processes and procedures. In a smart factory, 
workers, machines and resources easily communicate via the ubiquitous connectivity of peo-
ple, things and machines. Products, transportation equipment and tools cooperate in order to 
create better each following production step. It leads to the connectivity of virtual world and 
physical objects in the real world.

Factories: With Industry 4.0, not only all manufacturing facilities in a factory, such as sen-
sors, actuators, machines, robots, conveyors, etc., are connected and exchange information 
automatically, but also the factory becomes conscious and intelligent enough to predict and 
maintain its operational performance, to control its production process, and to manage its 
manufacturing operations. In addition, manufacturing processes, such as product design, 
production planning, product services, etc., are controlled by a decentralized system but 
working fully independently as self-functional modular. Such a factory with Industry 4.0 is 
known as a smart factory.

Products: With Industry 4.0, a product is embedded with sensors, identifiable components, 
and processors which can carry information and knowledge to convey the functional guid-
ance to the customers, and transmit the users’ feedback to the manufacturing system. More 
importantly, it allows the manufacturer to monitor the product performance and provide 
information to customers, such as when and which parts need to be replaced, and gener-
ate more revenue by shifting to a product-as-a-service business model. Such a product with 
Industry 4.0 is named as a smart product. A smart product has all information about itself, 
manufacturing time, production conditions, delivery time, utilization, life time, location, and 
other important information [11].

Customers: Industry 4.0 provides customers a new purchase means with a lot of advantages. It 
allows customers to order whatever function of products, with any number even if only one. 
In addition, customers could change their orders and ideas at any time during production 
even at the last minute with no extra charge. On the other hand, the benefit from the smart 
products enables the customer not only to know the production information of the product 
but also to receive the advice of utilization depending on their own behaviors.

Businesses: With Industry 4.0, there is a complete communication network existing among 
various entities such as suppliers, factories, customers, products, logistics, resources, etc. 
Every entity optimizes its configuration in real-time, based on its demand and state in the 
network so as to maximize the profit for all the entities with the limited sharing resources, and 
at the same time, to reduce the costs and pollution, raw materials, CO2 emissions, etc.

4. Manufacturing systems and services with Industry 4.0

Industry 4.0 is connecting systems, machines, and work units in order to create intelligent net-
works along the value chain that can work separately and control each other autonomously 
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but in a cohesive manner. In the Industry 4.0 environment, the key attributes of manufactur-
ing systems and services are real time capability, interoperability, modularity, decentraliza-
tion, virtualization and service orientation.

Real-Time Capability: Industry 4.0 enables everything real time, which requires that the manu-
facturing process, data collecting, monitoring and maintenance are in a real time manner.

Interoperability: Interoperability refers to the capability of all entities to connect, communicate, 
and operate together via the Internet of Things. This includes the humans, the smart factories, 
and the relevant technologies. Interoperability requires an entire environment with smooth 
interaction and flexible collaboration among all the entities. For example, assembly stations 
are not separate or isolate from the products created or the people who are working on them.

Modularity: Modularity enables smart factories to easily adapt the changing circumstances 
and requirements. Modularizing products and manufacturing systems ensures a minimum 
disruption to other products or manufacturing processes when there is a need to replace, 
expand or improve an individual product or production line.

Decentralization: Industry 4.0 supports decentralization, which enables the different systems 
within the smart factory to make decisions autonomously, in alignment with the ultimate 
overall organizational goal.

Virtualization: A virtual twin or digital twin can be created for a smart factory to greatly 
enhance the existing processes and products, and reduce the time to profit of new products. 
What are actually happening in the physical factory is exactly mapped to the virtual digital 
factory. Engineers and designers can work on the virtual digital factory, then customize, alter, 
and test changes or upgrades in complete isolation, without affecting the physical factory 
operations.

Oriented Services: The Internet of Things creates potential services that customers desire to 
consume, which include those services within or outside a smart factory, or before or after 
sales of a product. The Internet of Services is an important component of Industry 4.0.

5. Benefits to businesses

Industry 4.0 is making it easier for companies to collaborate and share data among custom-
ers, manufacturers, suppliers and other parties in supply chain. It improves productivity and 
competitiveness, enables the transition to a digital economy, and provides opportunities to 
achieve economic growth and sustainability.

In the environment of Industry 4.0, all the parties in the supply chain share the data from 
their production sites, vehicles, warehouses and databases in real time. Real-time POS (point 
of sales) and inventory data are available to understand the business situation. Customer 
urgent orders can be attended timely with customer satisfaction. Condition and location of 
products are trackable and controllable. Product quality is better controlled. Inventory is bet-
ter managed. Equipment settings are self-adjusted based on materials used, products being 
made and other ambient conditions. Mass-produced products are customized according to 
the needs of an individual customer. Equipment can be monitored remotely and malfunctions 
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software and other advanced technologies work together to optimize the manufacturing sys-
tem and improve customer satisfaction. Industry 4.0 enables a business to react more rapidly 
to market changes, offer more personalized products and increase operational efficiency in a 
cycle of continuous improvement.

Industry 4.0 is creating intelligent products, processes and procedures. In a smart factory, 
workers, machines and resources easily communicate via the ubiquitous connectivity of peo-
ple, things and machines. Products, transportation equipment and tools cooperate in order to 
create better each following production step. It leads to the connectivity of virtual world and 
physical objects in the real world.

Factories: With Industry 4.0, not only all manufacturing facilities in a factory, such as sen-
sors, actuators, machines, robots, conveyors, etc., are connected and exchange information 
automatically, but also the factory becomes conscious and intelligent enough to predict and 
maintain its operational performance, to control its production process, and to manage its 
manufacturing operations. In addition, manufacturing processes, such as product design, 
production planning, product services, etc., are controlled by a decentralized system but 
working fully independently as self-functional modular. Such a factory with Industry 4.0 is 
known as a smart factory.

Products: With Industry 4.0, a product is embedded with sensors, identifiable components, 
and processors which can carry information and knowledge to convey the functional guid-
ance to the customers, and transmit the users’ feedback to the manufacturing system. More 
importantly, it allows the manufacturer to monitor the product performance and provide 
information to customers, such as when and which parts need to be replaced, and gener-
ate more revenue by shifting to a product-as-a-service business model. Such a product with 
Industry 4.0 is named as a smart product. A smart product has all information about itself, 
manufacturing time, production conditions, delivery time, utilization, life time, location, and 
other important information [11].

Customers: Industry 4.0 provides customers a new purchase means with a lot of advantages. It 
allows customers to order whatever function of products, with any number even if only one. 
In addition, customers could change their orders and ideas at any time during production 
even at the last minute with no extra charge. On the other hand, the benefit from the smart 
products enables the customer not only to know the production information of the product 
but also to receive the advice of utilization depending on their own behaviors.

Businesses: With Industry 4.0, there is a complete communication network existing among 
various entities such as suppliers, factories, customers, products, logistics, resources, etc. 
Every entity optimizes its configuration in real-time, based on its demand and state in the 
network so as to maximize the profit for all the entities with the limited sharing resources, and 
at the same time, to reduce the costs and pollution, raw materials, CO2 emissions, etc.

4. Manufacturing systems and services with Industry 4.0

Industry 4.0 is connecting systems, machines, and work units in order to create intelligent net-
works along the value chain that can work separately and control each other autonomously 
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but in a cohesive manner. In the Industry 4.0 environment, the key attributes of manufactur-
ing systems and services are real time capability, interoperability, modularity, decentraliza-
tion, virtualization and service orientation.

Real-Time Capability: Industry 4.0 enables everything real time, which requires that the manu-
facturing process, data collecting, monitoring and maintenance are in a real time manner.

Interoperability: Interoperability refers to the capability of all entities to connect, communicate, 
and operate together via the Internet of Things. This includes the humans, the smart factories, 
and the relevant technologies. Interoperability requires an entire environment with smooth 
interaction and flexible collaboration among all the entities. For example, assembly stations 
are not separate or isolate from the products created or the people who are working on them.

Modularity: Modularity enables smart factories to easily adapt the changing circumstances 
and requirements. Modularizing products and manufacturing systems ensures a minimum 
disruption to other products or manufacturing processes when there is a need to replace, 
expand or improve an individual product or production line.

Decentralization: Industry 4.0 supports decentralization, which enables the different systems 
within the smart factory to make decisions autonomously, in alignment with the ultimate 
overall organizational goal.

Virtualization: A virtual twin or digital twin can be created for a smart factory to greatly 
enhance the existing processes and products, and reduce the time to profit of new products. 
What are actually happening in the physical factory is exactly mapped to the virtual digital 
factory. Engineers and designers can work on the virtual digital factory, then customize, alter, 
and test changes or upgrades in complete isolation, without affecting the physical factory 
operations.

Oriented Services: The Internet of Things creates potential services that customers desire to 
consume, which include those services within or outside a smart factory, or before or after 
sales of a product. The Internet of Services is an important component of Industry 4.0.

5. Benefits to businesses

Industry 4.0 is making it easier for companies to collaborate and share data among custom-
ers, manufacturers, suppliers and other parties in supply chain. It improves productivity and 
competitiveness, enables the transition to a digital economy, and provides opportunities to 
achieve economic growth and sustainability.

In the environment of Industry 4.0, all the parties in the supply chain share the data from 
their production sites, vehicles, warehouses and databases in real time. Real-time POS (point 
of sales) and inventory data are available to understand the business situation. Customer 
urgent orders can be attended timely with customer satisfaction. Condition and location of 
products are trackable and controllable. Product quality is better controlled. Inventory is bet-
ter managed. Equipment settings are self-adjusted based on materials used, products being 
made and other ambient conditions. Mass-produced products are customized according to 
the needs of an individual customer. Equipment can be monitored remotely and malfunctions 
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can be predicted accurately. Whatever business is, a fluid digital continuum is able to connect 
customers, suppliers, partners, production equipment and products throughout the lifecycle 
of the product and services. The benefits brought by Industry 4.0 to businesses are specifically 
summarized as follows:

Increased Business Competitiveness: Industry 4.0 enhances global competitiveness through 
cooperation and a confederation of firms. It can be seen that products will no longer be built 
by a worker in future, but by a robot or programmer.

Increased Productivity and Revenue: With the increase in efficiency, lowering of operational 
costs leads to increased revenue and profits. This also drives forward improvements in pro-
ductivity. Industry 4.0 is one of the key drivers for companies’ revenue increase and nations’ 
GDP growth.

Optimized Manufacturing Processes: Smart factories are all connected. The necessity is a 
network connecting smart factories, smart products, and other smart production systems. 
Cyber-physical production systems enable factories and manufacturing facilities to quickly 
and properly react to the changes in customer demand levels, stock levels, machine defects, 
and unforeseen delays. Marketing intelligence, smart logistics and intimate customer services 
are also crucial in the entire value chain. The integration facilitates the establishment and 
maintenance of networks that create and add value. It could also mean the integration of new 
business models across countries and even across continents, making for a global network.

Accelerated Technology Development: Industry 4.0 provides a platform for the basis of further 
innovation with developing technologies. Manufacturing systems and services can be fur-
ther developed. For example, with mobile phone applications, more and more developers 
are using open APIs to mash up applications, and looking into technologies that will be an 
improvement on the current GPS, RFID, NFC, and even accelerometer sensors embedded in 
the standard smartphone [12, 13].

Better Customer Service: Industry 4.0 is able to monitor real time customer feedback so as to 
provide better service to customers.

In a summary, Industry 4.0 enables a digitally integrated and intelligent value chain offering 
almost limitless possibilities. Industry 4.0 solutions improve operations efficiency, productiv-
ity, product quality, inventory management, asset utilization, time to market, agility, work-
place safety and environmental sustainability. In the following sections, to be more specific, 
we highlight the impact of Industry 4.0 on inventory systems and optimization, and propose 
a new integrative R&D framework for inventory systems modeling and optimization in the 
Industry 4.0 environment.

6. Impact of Industry 4.0 on inventory systems

In the business world, inventory is very important, which is directly linked to cash and cash 
flow. Inventory appears everywhere, in a visible form or non-visible form. In manufacturing, 
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there are raw material inventory, work in process (WIP) inventory, and finished goods inven-
tory, which are all in a visible form. In communication, for example, bandwidth, server and 
memory card capacity can be considered as inventory, in a non-visible form. Thus, to effi-
ciently and effectively managing inventory, either in a visible or non-visible form, is the win-
ning formula to businesses.

In the context of supply chain, suppliers have raw material inventory, manufacturers have 
raw material inventory, work in process (WIP) inventory and finished goods inventory, dis-
tributors have semi-product inventory and finished goods inventory, retailers have finished 
goods inventory. In each stage, inventory need be kept so as to improve the satisfaction level 
of its downstream stage, reduce certain costs and ensure efficient and effective operations 
of the supply chain. It is not favorable to hold inventory in each stage because of carrying 
cost, cash retention, product depreciation, etc. Inventory optimization is to keep the minimal 
inventory to maximally fulfill the downstream demand, that is, to keep the right balance 
between the supply from the upstream and the demand from downstream [14–17].

The impact of Industry 4.0 on inventory systems can be summarized as four aspects: inventory 
process, inventory classification, inventory system parameters, and inventory system review.

Inventory Process: Industry 4.0 enables the purchase process and fulfillment process digitalized 
and automated. For orders to suppliers, based on real time information and data, inventory 
systems are able to automatically trigger the orders with the right quantity at the right time. 
For the fulfillment to customers, inventory systems are able to foresee when and how much 
each customer needs which type of product through data analytics and business intelligence.

Inventory Classification: ABC inventory classification is popularly used in inventory manage-
ment. ABC inventory classification is to start with the products ranked by dollar value in 
descending order, and plot the cumulative dollar value in inventory versus the cumulative 
products in inventory. For example, Class A is referred to the set of those 20% products cumu-
lated 80% dollar value in inventory, and Class C is the set of 50% products cumulated 10% 
dollar value in inventory. As such, Class B is the set of the remaining 30% products cumulated 
10% dollar value in inventory. In the environment of Industry 4.0, products are smart prod-
ucts which are carrying the information on their locations and dollar values. It enables the 
automation of ABC inventory classification of smart products. The inventory classification 
profile is dynamically and automatically updated in real time.

Inventory System Parameters: For an inventory system, its key system parameters include sup-
ply lead-time, purchasing price, carrying cost, ordering cost, customer demand and product 
selling price, which collectively determine the dynamics of the inventory system and its per-
formance. It is difficult to estimate some of these system parameters, such as supply lead-time, 
customer demand, etc. When modeling the inventory system, it is conventional to take a rough 
estimation due to the lack of information for calculating their exact values. For example, the 
shipping time from the United Stated to Singapore is about 2–4 weeks. It means that the sup-
ply lead-time from a supplier in the United States to a manufacturer in Singapore may vary 
between 2 and 4 weeks. There is a huge difference to the production plan of the manufacturer 
when the supply lead-time is 2 or 4 weeks. It has been very challenging for the manufacturer to 
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can be predicted accurately. Whatever business is, a fluid digital continuum is able to connect 
customers, suppliers, partners, production equipment and products throughout the lifecycle 
of the product and services. The benefits brought by Industry 4.0 to businesses are specifically 
summarized as follows:

Increased Business Competitiveness: Industry 4.0 enhances global competitiveness through 
cooperation and a confederation of firms. It can be seen that products will no longer be built 
by a worker in future, but by a robot or programmer.

Increased Productivity and Revenue: With the increase in efficiency, lowering of operational 
costs leads to increased revenue and profits. This also drives forward improvements in pro-
ductivity. Industry 4.0 is one of the key drivers for companies’ revenue increase and nations’ 
GDP growth.

Optimized Manufacturing Processes: Smart factories are all connected. The necessity is a 
network connecting smart factories, smart products, and other smart production systems. 
Cyber-physical production systems enable factories and manufacturing facilities to quickly 
and properly react to the changes in customer demand levels, stock levels, machine defects, 
and unforeseen delays. Marketing intelligence, smart logistics and intimate customer services 
are also crucial in the entire value chain. The integration facilitates the establishment and 
maintenance of networks that create and add value. It could also mean the integration of new 
business models across countries and even across continents, making for a global network.

Accelerated Technology Development: Industry 4.0 provides a platform for the basis of further 
innovation with developing technologies. Manufacturing systems and services can be fur-
ther developed. For example, with mobile phone applications, more and more developers 
are using open APIs to mash up applications, and looking into technologies that will be an 
improvement on the current GPS, RFID, NFC, and even accelerometer sensors embedded in 
the standard smartphone [12, 13].

Better Customer Service: Industry 4.0 is able to monitor real time customer feedback so as to 
provide better service to customers.

In a summary, Industry 4.0 enables a digitally integrated and intelligent value chain offering 
almost limitless possibilities. Industry 4.0 solutions improve operations efficiency, productiv-
ity, product quality, inventory management, asset utilization, time to market, agility, work-
place safety and environmental sustainability. In the following sections, to be more specific, 
we highlight the impact of Industry 4.0 on inventory systems and optimization, and propose 
a new integrative R&D framework for inventory systems modeling and optimization in the 
Industry 4.0 environment.

6. Impact of Industry 4.0 on inventory systems

In the business world, inventory is very important, which is directly linked to cash and cash 
flow. Inventory appears everywhere, in a visible form or non-visible form. In manufacturing, 
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there are raw material inventory, work in process (WIP) inventory, and finished goods inven-
tory, which are all in a visible form. In communication, for example, bandwidth, server and 
memory card capacity can be considered as inventory, in a non-visible form. Thus, to effi-
ciently and effectively managing inventory, either in a visible or non-visible form, is the win-
ning formula to businesses.

In the context of supply chain, suppliers have raw material inventory, manufacturers have 
raw material inventory, work in process (WIP) inventory and finished goods inventory, dis-
tributors have semi-product inventory and finished goods inventory, retailers have finished 
goods inventory. In each stage, inventory need be kept so as to improve the satisfaction level 
of its downstream stage, reduce certain costs and ensure efficient and effective operations 
of the supply chain. It is not favorable to hold inventory in each stage because of carrying 
cost, cash retention, product depreciation, etc. Inventory optimization is to keep the minimal 
inventory to maximally fulfill the downstream demand, that is, to keep the right balance 
between the supply from the upstream and the demand from downstream [14–17].

The impact of Industry 4.0 on inventory systems can be summarized as four aspects: inventory 
process, inventory classification, inventory system parameters, and inventory system review.

Inventory Process: Industry 4.0 enables the purchase process and fulfillment process digitalized 
and automated. For orders to suppliers, based on real time information and data, inventory 
systems are able to automatically trigger the orders with the right quantity at the right time. 
For the fulfillment to customers, inventory systems are able to foresee when and how much 
each customer needs which type of product through data analytics and business intelligence.

Inventory Classification: ABC inventory classification is popularly used in inventory manage-
ment. ABC inventory classification is to start with the products ranked by dollar value in 
descending order, and plot the cumulative dollar value in inventory versus the cumulative 
products in inventory. For example, Class A is referred to the set of those 20% products cumu-
lated 80% dollar value in inventory, and Class C is the set of 50% products cumulated 10% 
dollar value in inventory. As such, Class B is the set of the remaining 30% products cumulated 
10% dollar value in inventory. In the environment of Industry 4.0, products are smart prod-
ucts which are carrying the information on their locations and dollar values. It enables the 
automation of ABC inventory classification of smart products. The inventory classification 
profile is dynamically and automatically updated in real time.

Inventory System Parameters: For an inventory system, its key system parameters include sup-
ply lead-time, purchasing price, carrying cost, ordering cost, customer demand and product 
selling price, which collectively determine the dynamics of the inventory system and its per-
formance. It is difficult to estimate some of these system parameters, such as supply lead-time, 
customer demand, etc. When modeling the inventory system, it is conventional to take a rough 
estimation due to the lack of information for calculating their exact values. For example, the 
shipping time from the United Stated to Singapore is about 2–4 weeks. It means that the sup-
ply lead-time from a supplier in the United States to a manufacturer in Singapore may vary 
between 2 and 4 weeks. There is a huge difference to the production plan of the manufacturer 
when the supply lead-time is 2 or 4 weeks. It has been very challenging for the manufacturer to 
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gauge the exact time to receive what it has ordered. Besides the supply lead-time uncertainty, 
inventory management is also facing other challenges from suppliers, such as minimum order 
quantity (MOQ), dynamic pricing, etc. In the environment of Industry 4.0, all the parties and 
entities are able to share the information in real time. In the example, the manufacturer in 
Singapore will be informed timely where the vessel is and when it will reach in Singapore. 
Then the manufacturer can plan its production accordingly at the right time. In this case of the 
supply lead-time parameter, the impact of Industry 4.0 on inventory system parameters has 
been evident. Industry 4.0 has similar effects on other inventory system parameters as well.

Inventory System Review: Conventionally there are two types of inventory reviews: periodic 
review and continuous review. The periodic review is to review the inventory on a regular 
basis, at fixed point of time, and a new order is placed only at these time epochs. The continu-
ous review is to continuously monitor and review the inventory over the time, and a new 
order is placed when the inventory reaches a critical point. The periodic review does not need 
real-time information on the inventory while the continuous review needs real-time infor-
mation about the inventory. That is, the continuous review needs a sophisticated advanced 
information system in place. Due to the high cost involved in the advanced information 
system, the most companies are adopting the periodic review in practice. However, with 
Industry 4.0, all the information is available and shared in a real-time manner. It provides the 
most convenience and great incentive for companies to start using the continuous review. 
Thus, Industry 4.0 is shifting the periodic inventory review to the continuous inventory 
review in practice.

7. Impact of Industry 4.0 on inventory optimization

The purpose to keep inventory is to buffer the uncertainties which may come from the 
upstream (e.g., suppliers) and the downstream (e.g., customers) so as to timely fulfill cus-
tomer demand if any. However, to keep the inventory too high will incur a higher inventory 
cost, while keeping the inventory too little will compromise the customer satisfaction level. 
It is utmost important to keep the right inventory at the right time in the right place with the 
right price and the right time duration. Thus, inventory must be optimized to minimize the 
inventory cost and maximize the customer service level.

Inventory optimization is to decide when to order and how much to order, which constitute 
an inventory policy. The optimal inventory policy is determined by solving an optimization 
problem that is composed of an objective function and a set of constraints. The objective func-
tion and constraints define the relationships of the system parameters. The objective is either 
to minimize the total operational cost, or to maximize the customer service level. The deci-
sion variables are the time to place an order and the quantity of an order. The optimization 
problem is formulated based on the assumption of the system parameters. Some of the system 
parameters are constant, some are variables which change over the time, and some are random 
variables which change according to a certain probabilistic distribution. The main challenges 
to optimize an inventory system are how to accurately characterize the system parameters, 
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how to formulate the relationships of the system parameters and construct the objective func-
tion and constraints, and how to derive the optimal solution to the optimization problem.

For an inventory system in the environment of Industry 4.0, the values of some system 
parameters are directly captured in the information systems [18–20]. Through data analytics, 
these system parameters can be well modeled and characterized. For some system param-
eters which are not directly recorded in the information systems, they can be analyzed and 
described based on their relations to other system parameters. It is very difficult to analyti-
cally formulate the relationships of the system parameters, in particular, when the inventory 
system is complex. With all available data and analysis, it might not be necessary to come out 
with mathematical formulas for the system parameter relationships. Through extensive deep 
data analytics, the optimal inventory policy is expected to be achieved as well.

8. New R&D framework for inventory systems modeling and 
optimization

Industry 4.0 enables digitalization, visibility, connectivity and interoperability across supply 
chain. The impact of Industry 4.0 on inventory systems and optimization is huge. Industry 
4.0 is shaping a new R&D paradigm for inventory systems and optimization. As an initial 
attempt, we are proposing a new integrative R&D framework for inventory systems modeling 
and optimization in this section.

There are various types of inventories, in a visible or non-visible form. As an illustrative 
example, we consider the finished goods inventory in supply chain, where the upstream is 
suppliers and the downstream is customers, end-users of products, as shown in Figure 1.

The primary function of the inventory is to purchase the products from the suppliers and sell 
the products to the customers. Through such trading, buy and sell, the revenue will be gener-
ated. The main purpose to manage the inventory is to maximize the sales to the customers by 
holding the minimal stock on hand. Thus, inventory management need to clearly know its 
customers and well understand its suppliers. Industry 4.0 provides all opportunities for the 
inventory management to achieve its ultimate goal, maximizing its revenue.

To clearly know the customers is the first important to managing the inventory. Customer is a 
king, no customer no sales, no sales no revenue, no revenue no business. Through data analyt-
ics and market intelligence, customers’ behavior is modeled, and future customer demand 
is forecasted. The product selling price might have great influence on customer demand. 
Similarly, the customer satisfaction affects customer demand as well. The analysis on the 
customer sensitivity to pricing and the effect analysis of the customer satisfaction are able to 
improve the accuracy of future customer demand forecasts.

To well understand the suppliers is able to reduce the operational cost in managing the 
inventory. Leveraging all available data and business intelligence, the supplier performance 
is evaluated and analyzed. From the performance analytics, it is ready to know that which 
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gauge the exact time to receive what it has ordered. Besides the supply lead-time uncertainty, 
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tomer demand if any. However, to keep the inventory too high will incur a higher inventory 
cost, while keeping the inventory too little will compromise the customer satisfaction level. 
It is utmost important to keep the right inventory at the right time in the right place with the 
right price and the right time duration. Thus, inventory must be optimized to minimize the 
inventory cost and maximize the customer service level.

Inventory optimization is to decide when to order and how much to order, which constitute 
an inventory policy. The optimal inventory policy is determined by solving an optimization 
problem that is composed of an objective function and a set of constraints. The objective func-
tion and constraints define the relationships of the system parameters. The objective is either 
to minimize the total operational cost, or to maximize the customer service level. The deci-
sion variables are the time to place an order and the quantity of an order. The optimization 
problem is formulated based on the assumption of the system parameters. Some of the system 
parameters are constant, some are variables which change over the time, and some are random 
variables which change according to a certain probabilistic distribution. The main challenges 
to optimize an inventory system are how to accurately characterize the system parameters, 
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how to formulate the relationships of the system parameters and construct the objective func-
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eters which are not directly recorded in the information systems, they can be analyzed and 
described based on their relations to other system parameters. It is very difficult to analyti-
cally formulate the relationships of the system parameters, in particular, when the inventory 
system is complex. With all available data and analysis, it might not be necessary to come out 
with mathematical formulas for the system parameter relationships. Through extensive deep 
data analytics, the optimal inventory policy is expected to be achieved as well.

8. New R&D framework for inventory systems modeling and 
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Industry 4.0 enables digitalization, visibility, connectivity and interoperability across supply 
chain. The impact of Industry 4.0 on inventory systems and optimization is huge. Industry 
4.0 is shaping a new R&D paradigm for inventory systems and optimization. As an initial 
attempt, we are proposing a new integrative R&D framework for inventory systems modeling 
and optimization in this section.

There are various types of inventories, in a visible or non-visible form. As an illustrative 
example, we consider the finished goods inventory in supply chain, where the upstream is 
suppliers and the downstream is customers, end-users of products, as shown in Figure 1.

The primary function of the inventory is to purchase the products from the suppliers and sell 
the products to the customers. Through such trading, buy and sell, the revenue will be gener-
ated. The main purpose to manage the inventory is to maximize the sales to the customers by 
holding the minimal stock on hand. Thus, inventory management need to clearly know its 
customers and well understand its suppliers. Industry 4.0 provides all opportunities for the 
inventory management to achieve its ultimate goal, maximizing its revenue.

To clearly know the customers is the first important to managing the inventory. Customer is a 
king, no customer no sales, no sales no revenue, no revenue no business. Through data analyt-
ics and market intelligence, customers’ behavior is modeled, and future customer demand 
is forecasted. The product selling price might have great influence on customer demand. 
Similarly, the customer satisfaction affects customer demand as well. The analysis on the 
customer sensitivity to pricing and the effect analysis of the customer satisfaction are able to 
improve the accuracy of future customer demand forecasts.

To well understand the suppliers is able to reduce the operational cost in managing the 
inventory. Leveraging all available data and business intelligence, the supplier performance 
is evaluated and analyzed. From the performance analytics, it is ready to know that which 
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supplier can provide the best quality of products or the best service at which price, which 
supplier is most reliable, which supplier can deliver the products timely, and which supplier 
is most responsive and flexible to attend the last minute urgent order.

Conventionally, after estimating the system parameters and forecasting the customer demand, 
an inventory optimization model is built up to derive the optimal inventory decision in terms 
of the objective function. With Industry 4.0, all the data about the suppliers, customers and the 
inventory itself are available to be utilized for establishing an integrative data driven inven-
tory optimization model. Instead of the conventional sequential approach with the assump-
tions on the system parameters, an integrative data driven approach is applied without the 
assumption on the system parameters. By knowing the customers and understanding the 
suppliers, the inventory can be managed efficiently and effectively so that the maximal rev-
enue can be achieved with the maximal customer satisfaction.

9. Conclusions

Industry 4.0 enables factories smart, products smart, and supply chains smart as well, and 
makes manufacturing systems and services more agile, flexible and responsive to customers. 
Through a brief overview on Industry 4.0 and enabling technologies, this chapter discussed 
the possible changes with factories, products, customers and businesses in the environment 
of Industry 4.0. The attributes of manufacturing systems and services with Industry 4.0 were 
highlighted, and the benefits brought by Industry 4.0 to businesses were discussed. To be more 
specific, the chapter focused on inventory systems and optimization. The impact of Industry 
4.0 on inventory systems and optimization was explored, respectively. The new integrative 
R&D framework for inventory systems and optimization was proposed in this chapter.

Figure 1. Integrative R&D framework for inventory systems modeling and optimization.
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How to efficiently and effectively manage inventory is a common challenge for all busi-
nesses and companies. It has been a long standing issue in industrial practice, and there is no 
universal solution to all businesses and companies. It is probably because the conventional 
approaches and methods for inventory systems modeling and optimization have their limits, 
or there is lack of the information on knowing customers and understanding suppliers. With 
Industry 4.0 implementation and progress, it is anticipated that there will be more and more 
breakthroughs in approaches and methods for inventory systems modeling and optimization.
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Abstract

The new industry 4.0 requires the implementation of several cyber-physical systems to 
increase the level of productivity in a manufacturing system. This chapter proposes an 
architecture of a generic manufacturing system that requires the use of techniques of 
agile production, lean manufacturing, and statistical approaches. The combination of the 
previous techniques will be implemented in the architecture proposed for minimizing 
the possibility of producing bad products. Thus, the cyber-physical system architecture 
proposed will optimize the overall system thanks to the implementation of intelligent 
modules and control strategies. Moreover, 10 proposed actions will be described in 
detail. These actions can be implemented in cyber-physical systems that take into account 
five levels.

Keywords: cyber-physical systems, industry 4.0, lean manufacturing, agile production, 
increase of quality

1. Introduction

The new industry 4.0 requires high levels of digitalization in order to process all the informa-
tion that is generated in virtual representations or cyber versions of the physical processes. 
This cybernetic level will produce massive information stored in servers that can be used for 
future digital analyses that intelligent algorithms will use as an input to optimize the process 
and monitor the system (e.g., detecting anomalies). Thus, decision-making can be produced 
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automatically by the intelligent algorithms implemented or by means of the collaboration of 
human experts depending on the type of engineering process.

Moreover, the new smart industry must have the capability of reacting to new changes in the 
market or to different requirements from the customers. This is where the concept of agile 
manufacturing [1] is used in order to generate new adaptations to the manufacturing process, 
keeping high quality in the products in shorter times or producing just in time.

Otherwise, lean manufacturing is the set of resources that help to eliminate waste. Waste 
is understood as all operations that do not add value to the finished product, to the service 
offered or different processes. The elimination of waste seeks to REDUCE production costs, 
material, human resources, stock, inventory, overproduction, lead time/waiting time, trans-
port, and movements in order to INCREASE efficiency production tasks, quality, and overall 
customer satisfaction. Lean manufacturing can be summarized in four blocks:

1. Minimize waste.

2. Increase quality.

3. Produce flexibly.

4. Offer a system of continuous improvement.

Nowadays, there is the possibility of integrating these lean manufacturing operations with 
cyber-physical systems (CPS) to optimize the process. This integration is used in the new 
industry 4.0 for providing high levels of optimization.

The advantage of industry 4.0 is to revolutionize the management of systems to improve their 
application in a smart manner. The CPS is used to intercommunicate machine-machine or 
human-machine taking advantage of the possibility of managing a broad set of useful data in 
decision-making. This enables the system to be intelligent and flexible in different contexts.

This chapter proposes a cyber-physical system architecture that can be used in the applica-
tions of industry 4.0 that automates and improves the effectiveness of concepts such as Just-
in-Time methodology. Additionally, seven types of waste (mudas in Japanese) are analyzed 
and offer ten possible actions to help its implementation.

The structure of the chapter is as follows. Section 2 presents basic concepts about the type of 
waste and according to the most relevant definitions. Section 3 presents a literature review 
about the architectures of cyber-physical systems and the general contribution of the CPS 
proposed. Section 4 presents the proposed actions of the CPS architecture proposed. Finally, 
conclusions and future work are presented in Section 5.

2. Types of waste

In manufacturing, “waste” or mudas is defined as any activity that consumes resources without 
adding any value to the manufactured product [2]. There are seven types of mudas: (1) overproduc-
tion, (2) inventory, (3) overprocess, (4) reprocess, (5) wait, (6) transportation, and (7) movement.
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These mudas belong to the Just-in-Time (JIT) methodology. Just-in-Time is a method that tries 
what its name indicates. It can be summarized as an effective system in terms of times that 
take into account the capacity of workers/machines, workload, and resources. Moreover, it is 
used to organize workers and tools, and it is responsible for reducing waste [2].

2.1. Overproduction and inventory

The first muda is overproduction. There are times when companies need to meet an estab-
lished program, even when there are setbacks. “Overproduce” implies producing above the 
needs of the market. Many companies overproduce to ensure they do not run out of stock 
in the face of any setback. In this way, they always comply with the specifications of the 
program.

Producing requires spending on raw materials and energy and spending on time and expen-
diture on storage. Therefore, overproduction spends all this, but in a less justified way. 
According to the seven mudas of lean manufacturing, efficient means to produce at a rate 
coinciding with the demand [3]. When it occurs at a time higher than the demand, unjustified 
extra hours may be necessary. It is not a solution to produce at a lower rate than the demand 
because when this happens, it could produce possible waiting times.

The second muda is the inventory. An “inventory” is defined as the number of materials or 
information that is above the minimum necessary for production. The purpose of lean manu-
facturing is to save inventory of finished parts because these parts cause storage, cleaning, 
and maintenance expenses unnecessarily. Quality errors are quite common when inventory 
levels are high [4].

2.2. Overprocess and rework

Overprocessing and reprocessing are additional production activities or services. It is under-
stood as additional what the client does not perceive and, therefore, does not confer value to 
the manufactured product [2].

Repeated activities and processes cause temporary expenditure. This expense can be avoided 
by reorganizing, grouping, or simplifying repeated activities and operations. For this, it is 
necessary to make a global analysis of the manufacturing plant. Lean manufacturing usually 
uses the value stream mapping system (VSM) to visualize the entire process. The objective is 
to detect those unnecessary activities or processes [5].

It is recommended to generate a database that includes all available machines and 
resources, as well as to collect information about the number of operators, productivity, 
cycle time, batch change, efficiency of machinery, loss of efficiency in operations, produc-
tion plans, time that a piece is in the factory since it is raw material until it is terminated, 
previous and next process being analyzed, flow of information among machines, and data 
on maintenance.

With this information, a map is produced that offers a global analysis of the activities or pro-
cesses. This map is called the initial VSM. Through this map, it can locate and solve problems 
effectively and propose a new map as a final VSM.
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2.3. Waiting

Waiting is the time lost while waiting for the pieces from one department to another, espe-
cially during automatic production. This lost time affects mainly in the worker’s activity. This 
effect can be detected during the VSM and can be removed by SMED or the method of total 
productive maintenance (TPM) [6].

TPM seeks to guarantee confidence in the processes by offering an activity with zero defects, 
zero accidents, or zero waste. In order to do this, prevention actions are analyzed and deter-
mined. This analysis should be done with the help of the operators through the free maintenance 
of the machine. This maintenance includes data about cleaning, dirt prevention, identification 
of anomalies, possible problems, etc. to solve any defect and lengthen the life of the machine.

The SMED method recommends changing the matrix in a single minute. Its objective is to 
reduce the preparation times of processes to reduce manufacturing and delivery times, which 
can lead to delays. This method observes and separates internal operations from external oper-
ations. Internal operations are those that can only be carried out with the machine stopped. 
These operations are unlocking, changing, and locking a mold or a tool. External operations are 
those that can be performed with the device turned on. These operations are, for example, to 
approach materials, consumables, or parts to a machine and other pre-adjustment actions, such 
as checking the states of the machines [6]. As it happens with the VSM, for the SMED a study 
is needed for analyzing the time invested in each activity or process and the type of operation.

2.4. Transport and movement

Although the tasks of transport and movement are considered almost fundamental in a man-
ufacturing company, there are times when they are not essential. It is necessary to minimize 
the expense of transportation and mobility of parts when they do not add value to the process 
because it implies a temporary loss and unnecessary fatigue to the operators.

3. Literature review of cyber-physical systems

Actually, there are cyber-physical system (CPS) architectures [7, 8] that include five stages or 
levels such as (1) connection, (2) conversion, (3) cyberspace, (4) cognition, and (5) configura-
tion. Another CPS architecture for manufacturing processes can be seen in [9] that contains 
also five levels such as (1) measurement, (2) acquisition, (3) signal processing, (4) decision 
support, and (5) loop control. In this architecture, the levels from two to five use data cloud 
services to process each level. The problem with this architecture is that real-time applications 
are not recommended to control devices directly from the cloud because the network can 
generate delays and consequently perturbations in real-time control.

Another example of CPS architecture is proposed by [10] for a CNC system. This CPS uses as 
well five layers such as (1) equipment, (2) sensing, (3) network, (4) cognitive, and (5) control. 
The three first layers represent the physical space, and the last two layers represent the cyber-
space (cognitive and control).
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According to these architectures, we propose also a cyber-physical system architecture based 
on five levels as it is shown in Figure 1.

The first level starts with the level of connection that is important among different machines. 
The communication can use machine-machine (MM) protocols (e.g., MQTT protocol) and 
requires connections plug and play [7] and plug and produce that can be connected automati-
cally. This level can use also other ways to identify people like what is proposed in [11] for 
human collaboration.

Figure 1. Cyber-physical architecture that includes five levels.
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This communication can be used in the second level of conversion of data. In this level, several 
mechanisms can be used to convert the data into information in order to perform intelligent 
analysis of the data. Some mechanisms are developed for the forecast and management of 
the health of the machine, while others are used to analyze the degradation and prediction of 
performance and also to perform some correlation of multidimensional data.

The third level is created to generate virtual copies or cyber copies of the real physical 
systems. This level acts as central information where information is sent from each con-
nected machine in a “virtual network of machines.” This module will produce massive 
information or big data. This information should be stored for being analyzed to extract 
additional information that provides a better understanding of the status of the individual 
fleet machine.

These analyses provide the machines with a self-comparison capability, where the perfor-
mance of a single machine can be compared and qualified among the fleet. On the other hand, 
the similarities between the performance of the machine and the previous assets (historical 
information) can be measured to predict the future behavior of the machinery. The histori-
cal information generated represents the memory that is accumulated over time of the data 
generated to identify any variation of the machine.

The fourth level is the level of intelligence and decision-making that provides an adequate 
presentation of the analytical information so that expert humans and algorithms can decide in 
the production process. This analytical information can be viewed remotely so that the opera-
tor can access the analyses and make the pertinent decisions using human-machine interfaces 
(HMI) for industry 4.0.

It also has the function of a collaborative diagnosis for maintenance processes, which can be 
easily determined due to the availability of comparative information and the status informa-
tion of an individual machine.

The fifth level is the high level of the CPS where a configuration is made with the feedback 
from the cybernetic part to the physical part. This level performs supervisory control to make 
the machines self-configured and self-adaptive. It acts as the resilience control system (SCR) 
to apply the corresponding controls to the decisions made at the level of cognition. Its typical 
functions are self-configuration for resilience (ability to recover from a disturbance), auto-
matic adjustment for variation, and self-optimization against disturbances.

This architecture proposes three levels of control for avoiding perturbations in real-time con-
trol applications: high-level, middle-level, and low-level.

The high-level control can be implemented in levels 4 and 5. These control modules can use 
cloud services, while the middle level of control can be the level 3 that can use a virtual model 
of the process and control the real-time system as a master-slave control, where the master 
device is the cyber version and the slave device is the real-time controller for low-level con-
trol. Thus, this system cannot generate delays and interruptions in communication among 
cloud services and low-level control.
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4. Proposed actions for the CPS

Ten actions are proposed for minimizing the possibility of producing bad products in a 
manufacturing system that can be implemented in the cyber-physical system proposed; these 
actions are described below:

1. The first proposed action consists of producing intelligent connections by means of a plug 
and play and plug and produce concept, in a similar way as the rest of CPS architectures 
[12]. With this smart connection, it is expected to foresee the demand, the delivery time, 
and the number of warehouses or intermediaries in the sale through machine learning 
from the cognitive module. It is proposed to implement a customer relation management 
(CRM) system, which collects demand data, automates and personalizes sales processes, 
creates databases with information, and carries out a commercial follow-up. It is also pro-
posed to implement an enterprise resource planning (ERP) system in the cognitive module 
that integrates the inventory among many types of modules. In this case, it is convenient to 
manage the manufacturing, human resources, sales, and supply chain modules.

2. The second proposed action involves converting the extracted data and solving the for-
mula. The conversion aims to use the data obtained during the connection, first action, 
to measure the characteristics of critical problems and predict possible problems. Next, 
a state of each operation is created. The purpose is to raise awareness of the machines 
and analyze the data extracted in the connection. In this case, it is intended to solve the 
demand formula. For this, it is expected to calculate the required inventory by multiply-
ing the demand (e.g., the weekly order) by the delivery time, by the number of locations 
required during the process, and by the level of demand variation (standard deviation of 
the demand).

3. Third proposed action. The systems can be autoconfigured based on the results of the cog-
nition and of the criteria of priority that the company grants them. For example, if it is 
considering that the inventory level is high depending on the existing demand, an expert 
should skip an alert to warn during production and minimize tasks. In any production 
process, it is recommended to apply a manufacturing execution system (MES) that docu-
ments raw materials and finished products. MES allows controlling of resources, analyzing 
the production, and establishing data on the life cycle of the product. If this information 
fuses negative or contradicts the objectives of the company, this data could be decisive in 
decision-making. It is also proposed to establish a system of ERP. It involves making an 
inventory that collects information about the available machines and tools and connects 
both the company and the suppliers.

4. The fourth proposed action requires automating the control of the data of the virtual machines 
generated at the cyber level. Therefore, it is recommended to perform Key Performance 
Indicators (KPI), which monitors the data collected in each of the activities or processes 
that require a machine. The objective is to perform a self-comparison that predicts pos-
sible problems to try to improve the times recorded during the data collection. Thus, the 
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data interaction among all the machines can be analyzed at different times for predicting 
performances, efficiencies, and behaviors of each machine.

5. Fifth proposed action. The data analyzed by the cognitive level will do self-evaluations to the 
collected content and forecasting problems. Therefore it is required to establish algorithms 
that improve the efficiency in the value flow of the analyzed machines, that is, to develop 
the final VSM. This algorithm will depend on many factors, so it cannot be established 
generically. Each manufacturing company must attend to its own needs. For example, 
since cycle times are being monitored, alerts can be automated if these cycles are too long. 
These alerts can implement mechanisms for solving known problems. It is also recom-
mended to apply a CMM that controls the flow of data, optimize the actual production 
times, automatically update the configuration of the machines, centralize the data, and 
store the data so that the cognitive modules can follow up.

6. The sixth proposed action is useful for the connection, conversion, cognition, and configu-
ration levels to take care of the monitoring of the machines by means of self-detection 
about their behavior and their state. The conversion measures the collected data and the 
characteristics of the possible problems to offer the database a self-evaluation. Through the 
configuration, the machine can be reconfigured according to the requirements that have 
been established.

Thus, an alert system could be designed to notify the workers of possible faults of the 
machines. This warning can be directed to the expert worker by means of advanced HMI 
4.0 that can help to visualize the situation and make decisions. Moreover, these warnings 
can detect in addition when some machines will provide a damaged part or can cause health 
hazards.

Therefore, the records of the cyber copies of the physical system will be useful to register 
existing anomalies describing the cause of the defect and a description of the hazard. Thus, a 
maintenance improvement process can be implemented [13], where the TPM is served with 
these actions.

1. The seventh proposed action. For the SMED, a link is needed to automate the data collec-
tion of the times, numbering each operation and detecting whether it has been considered 
an internal or external operation. With this data, it intends to offer cognition through a 
CPS. As the purpose of this methodology is to convert internal processes to external pro-
cesses as much as possible, algorithms must be proposed to decide when this is possible. 
For the design of these algorithms, it is necessary to take note of all the real dangers in each 
machine, if an operator works on it while it is working. These dangers are numerous and 
depend on the device, so the design of the algorithm must be customized. There are activi-
ties that cannot be performed such as unlocking or changing a mold with a machine on 
because it is dangerous. Therefore, it is necessary to analyze the possibility of carrying out 
activities with the engine in motion that is currently carried out with a stopped machine 
without danger to the worker [14]. Augmented reality can be used in these types of activi-
ties, showing in real time the analysis of the machine.
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2. The eighth proposed action (automation, CMM, and SCM) is to invest in automation systems 
and robotization processes. Digitization can help to increase load volumes without the 
need to increase time or strength. In addition, it minimizes movements. It is proposed 
to apply blockchain technology to transform the value chain of the production process. 
Another useful tool in automated systems is CMM measurements. These measurements 
allow efficiency during production, and this increases the quality of the products. It is 
about connecting the already configured machines to a blockchain network to record data 
and share them. The objective is to verify that everything works correctly. It is also recom-
mended to manage the supply chain (SCM) by tracking the products, linking the company 
with the suppliers and consumers. This methodology is not incompatible with the ERP, 
but if ERP is established at a time of production, it will not be necessary to repeat it. For 
that reason, it is not applied as a recommendation in this action.

3. The ninth proposed action consists of implementing a statistical module based on the Six 
Sigma (σ) method in the cognitive level. Six Sigma is a statistical method implemented by 
engineer Bill Smith when he worked at the Motorola Company [15].

It is an efficient method to solve a problem with the aim of reducing the number of products 
with defects. In terms of measurements of positions from sensors, machines or robots could 
be used to optimize the process. This methodology will result in increased production quality, 
increased revenue, and increased customer satisfaction.

The objective is to reduce the defects produced reaching a maximum threshold of 3.4 Defects 
per Million of Opportunities (DPMO). Therefore, the use of Six Sigma can be considered as a 
process objective, where processes not only find fewer defects, but they do so with low vari-
ability and more consistently. Therefore, Six Sigma reduces the variation, so that the analyzed 
data can be delivered as expected reliable.

Moreover, some alarms can be implemented in the software to alert the maximum limits 
that the system can accept. Thus, the cyber level can generate data that can be processed, 
and prevention algorithms can be implemented to minimize defects in the measurements. 
Therefore, during the historical information, the analysis can prevent bad conditions of sen-
sors, machines, or robots.

4. The tenth proposed action. This action is for helping to increase the level of adaptability in the 
cases of agile production. In order to react in a better way with the existing hardware of the 
plant that uses flexible manufacturing (i.e., robots, CNC, automated systems, among oth-
ers), it is advisable that the cognitive level of the cyber-physical system may have modules 
of supervised learning, deep learning, and reinforcement learning. The combination of 
these three levels of learning could be useful to readapt the position of robotic arms to a 
new path that is required for producing a new task or product.

Supervised learning [16] is essential for the normal operation of the system. For example, 
a system that uses visual recognition can detect the patterns with the information that has 
been trained, but it is not robust to recognize objects with different conditions. However, 
deep learning tries to model high-level abstractions in data using architectures composed of 
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data interaction among all the machines can be analyzed at different times for predicting 
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These alerts can implement mechanisms for solving known problems. It is also recom-
mended to apply a CMM that controls the flow of data, optimize the actual production 
times, automatically update the configuration of the machines, centralize the data, and 
store the data so that the cognitive modules can follow up.

6. The sixth proposed action is useful for the connection, conversion, cognition, and configu-
ration levels to take care of the monitoring of the machines by means of self-detection 
about their behavior and their state. The conversion measures the collected data and the 
characteristics of the possible problems to offer the database a self-evaluation. Through the 
configuration, the machine can be reconfigured according to the requirements that have 
been established.

Thus, an alert system could be designed to notify the workers of possible faults of the 
machines. This warning can be directed to the expert worker by means of advanced HMI 
4.0 that can help to visualize the situation and make decisions. Moreover, these warnings 
can detect in addition when some machines will provide a damaged part or can cause health 
hazards.

Therefore, the records of the cyber copies of the physical system will be useful to register 
existing anomalies describing the cause of the defect and a description of the hazard. Thus, a 
maintenance improvement process can be implemented [13], where the TPM is served with 
these actions.

1. The seventh proposed action. For the SMED, a link is needed to automate the data collec-
tion of the times, numbering each operation and detecting whether it has been considered 
an internal or external operation. With this data, it intends to offer cognition through a 
CPS. As the purpose of this methodology is to convert internal processes to external pro-
cesses as much as possible, algorithms must be proposed to decide when this is possible. 
For the design of these algorithms, it is necessary to take note of all the real dangers in each 
machine, if an operator works on it while it is working. These dangers are numerous and 
depend on the device, so the design of the algorithm must be customized. There are activi-
ties that cannot be performed such as unlocking or changing a mold with a machine on 
because it is dangerous. Therefore, it is necessary to analyze the possibility of carrying out 
activities with the engine in motion that is currently carried out with a stopped machine 
without danger to the worker [14]. Augmented reality can be used in these types of activi-
ties, showing in real time the analysis of the machine.
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2. The eighth proposed action (automation, CMM, and SCM) is to invest in automation systems 
and robotization processes. Digitization can help to increase load volumes without the 
need to increase time or strength. In addition, it minimizes movements. It is proposed 
to apply blockchain technology to transform the value chain of the production process. 
Another useful tool in automated systems is CMM measurements. These measurements 
allow efficiency during production, and this increases the quality of the products. It is 
about connecting the already configured machines to a blockchain network to record data 
and share them. The objective is to verify that everything works correctly. It is also recom-
mended to manage the supply chain (SCM) by tracking the products, linking the company 
with the suppliers and consumers. This methodology is not incompatible with the ERP, 
but if ERP is established at a time of production, it will not be necessary to repeat it. For 
that reason, it is not applied as a recommendation in this action.

3. The ninth proposed action consists of implementing a statistical module based on the Six 
Sigma (σ) method in the cognitive level. Six Sigma is a statistical method implemented by 
engineer Bill Smith when he worked at the Motorola Company [15].

It is an efficient method to solve a problem with the aim of reducing the number of products 
with defects. In terms of measurements of positions from sensors, machines or robots could 
be used to optimize the process. This methodology will result in increased production quality, 
increased revenue, and increased customer satisfaction.

The objective is to reduce the defects produced reaching a maximum threshold of 3.4 Defects 
per Million of Opportunities (DPMO). Therefore, the use of Six Sigma can be considered as a 
process objective, where processes not only find fewer defects, but they do so with low vari-
ability and more consistently. Therefore, Six Sigma reduces the variation, so that the analyzed 
data can be delivered as expected reliable.

Moreover, some alarms can be implemented in the software to alert the maximum limits 
that the system can accept. Thus, the cyber level can generate data that can be processed, 
and prevention algorithms can be implemented to minimize defects in the measurements. 
Therefore, during the historical information, the analysis can prevent bad conditions of sen-
sors, machines, or robots.

4. The tenth proposed action. This action is for helping to increase the level of adaptability in the 
cases of agile production. In order to react in a better way with the existing hardware of the 
plant that uses flexible manufacturing (i.e., robots, CNC, automated systems, among oth-
ers), it is advisable that the cognitive level of the cyber-physical system may have modules 
of supervised learning, deep learning, and reinforcement learning. The combination of 
these three levels of learning could be useful to readapt the position of robotic arms to a 
new path that is required for producing a new task or product.

Supervised learning [16] is essential for the normal operation of the system. For example, 
a system that uses visual recognition can detect the patterns with the information that has 
been trained, but it is not robust to recognize objects with different conditions. However, 
deep learning tries to model high-level abstractions in data using architectures composed of 
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multiple nonlinear transformations [17]. Therefore, deep learning could be used for detecting 
a variety of patterns and generating new adaptations.

Optimization algorithms are important for defining new optimal paths where optimal results 
can be validated by algorithms that contain intelligent observers or intelligent agents for a 
particular task. For example, this methodology can be used in the generation of new trajecto-
ries of a robotic arm that manipulates and grasps different objects adaptively.

On the other hand, reinforcement algorithms [18] can be used to generate rewards when an 
action is performed well. Here, expert operators can take also part in the decision-making 
process to validate or discredit an action. In this way, the overall process can be adapted to 
new situations, allowing the system to readapt the decision inside of the constraints of time 
that the task requires.

5. Conclusions

The new smart industry of industry 4.0 requires the integration of different technologies, 
methodologies, and cyber-physical systems in order to improve the level of efficiency and 
capability of adaptation in the manufacturing process.

High levels of digitalization are required to analyze the big data produced in the cyber level. 
Therefore, intelligent algorithms can use this information to minimize risks and efforts of the 
operator in human-machine collaboration and optimize the overall system, maximizing the 
value of the manufactured product.

The operations that initially give priority to an automated process are the start and stop ser-
vices of the equipment, operations that detect defects, operations that add effort to the opera-
tor (such as loading or transport activities), and feeding operations. However, these concepts 
are not new because, in the eighteenth century, the Jidoka methodology emerged, which was 
initially called Autonomation. This method is very close to automation, and its objective was 
to provide intelligence to machines without the need for human supervision [19]. However, as 
the fourth revolution advances, companies have understood that the human being is always 
necessary and the one that brings logic to the cognition of systems. Even if the automation is 
full, the system needs a previous configuration [20].

An example of collaboration among humans and robots can be seen with the implementation 
of collaborative robots (cobots). These cobots can be used with humans to collaborate in tasks 
where the validation of the operator is necessary. Moreover, another type of collaboration is 
when humans can take decisions from the results of the cognitive modules where the operator 
has to validate the results or to provide a hybrid decision using the human intelligence and 
the results of the intelligent algorithms.

In this chapter, ten actions have been proposed that can be used in a typical cyber-physical 
architecture of five levels but oriented toward manufacturing with the objective to elimi-
nate the seven mudas of the JIT. Many companies use ERP systems that can be benefited to 
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integrate the actions described before and use the combination of other cognitive modules to 
analyze the information in multidimensional channels.

Moreover, the last action is suitable for agile manufacturing where some processes can be 
adapted to new strategy tasks by means of learning methods. Therefore, the time that requires 
the new adaptation will be an important constraint to consider for producing new optimal 
strategies. Thus, the system will require initial training with the objective to become an intel-
ligent expert system with the validation of reinforcement algorithms.

Moreover, high levels of security are required to be implemented in the cyber-physical system 
in all levels of communication. This situation is very important because cloud services, serv-
ers, embedded systems, sensors, and programmable logic controllers (PLCs), among others, are 
used to communicate information, store the data, and analyze the data in the high levels of the 
CPS. Therefore, it is really important that all the information produced could be generated with-
out noise and errors and the integrity of the data cannot be accessed for non-authorized people.

The collaboration among operators and machines must have high protocols of security in the 
decision-making process and reinforcement learning and avoid external attacks in the net-
work of the CPS.

Finally, future developments will consist of analyzing new architectures for deep learning 
processes based on vision systems where the vision system in combination with intelligent 
agents can predict anomalies in the production and make corrections in real time.
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multiple nonlinear transformations [17]. Therefore, deep learning could be used for detecting 
a variety of patterns and generating new adaptations.
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Abstract

Circular economy represents a fundamental alternative to the currently predominat-
ing linear economy model, while Industry 4.0 is a technological enabler to bring pro-
cess innovation in the industrial domain. New economic models are needed in order 
to reduce material inputs and waste generation leveraging on ecodesign, recycling and 
reusing of products, new business models, and new technologies. Internet-of-Things and 
artificial intelligence can support the circular economy paradigm, through the develop-
ment of a marketplace for connecting buyers and sellers of manufacturing services, raw 
materials and products toward building global supply chains. The core component of 
this marketplace is a novel, agent-based, brokering module that will apply both syntactic 
and semantic matching in terms of manufacturing capabilities, in order to find the best 
possible supplier to fulfill a request for a service, raw materials or products involved in 
the supply chain.
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recycling and reusing of products, new business models, and new technologies. Products 
and production systems need to be designed to be “circular”: materials need to be efficiently 
processed and waste needs to be arranged and recycled.

Looking from a technological perspective, the circular economy generates needs in the field 
of manufacturing, processing, networking, identification, and recycling of materials and 
products. As Bányai discussed [1], the success of the operation of these functions is based on 
the optimal design and control. Most of the supply chain models include only the traditional 
procurement-production-distribution sub-processes used for converting raw materials to 
final products and deliver them to the wholesalers, retailers or directly to end users. In this 
case study is showed a complex green supply chain model in which sophisticated operation 
research heuristics has to be used to find the optimal solution in order to minimize the costs.

The main needs generated by circular economy are as follows:

• Advanced collection, sorting, and recycling technologies—apps, sensors, robots, etc.

• Efficient materials processing technologies—machine learning and artificial intelligence.

• Production technologies that support design for circularity—3D printing, disassembly, 
and repairability.

• Interactive platforms for enhanced connectivity—apps, websites, databases, and Internet- 
of-Things.

Industry 4.0 is fundamental to move from linear to circular economy model. Industry 4.0 
refers to the introduction of new technologies, such as the Internet-of-Things, 3D printing, 
artificial intelligence, cloud computing, machine-to-machine communication, etc., in the tra-
ditional industrial domain in order to support the improvement of the efficiency and automa-
tion of the processes happening in the industry.

The introduction of circular economy generates new technological and nontechnological 
needs. The change in ownership and material management concepts, both at a consumer and 
at business level, generates a need for upscaling and acceleration of business concepts such as: 
products as a service, sharing platforms, peer-to-peer interactions, and industrial symbiosis 
[2, 3]. Industrial symbiosis approach focuses on the hidden value of waste resources within an 
industrial network which can be exploited through the cooperation [4].

Wasted resources are unused or reusable energy, water, materials, and residues of produc-
tion processes. Industrial Symbiosis can help improve the overall efficiency of the industrial 
system: companies within an industrial symbiosis network establish beneficial business rela-
tionships among them based on these exchanges of resources. However, these relationships 
are not always easy to establish due to the difficulty in creating the network or lack of a 
communication platform for the network [5].

The vision of the circular economy is well suited to the concept expressed by the manifesto of 
the Physical Internet (PI) Initiative [6], a recent concept of breakthrough innovation aiming to 
improve by an order of magnitude; the economical, environmental, and societal efficiency and 
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sustainability of the way physical objects are moved, deployed, realized, supplied, designed, 
and used. It attempts to achieve this scope by applying concepts from Internet data transfer to 
real-world shipping processes [7, 8].

Previous research has already proven that new inventory models enabled by and applied 
in PI could help reduce inventory levels, thanks to its high flexibility [9]. The vision of the 
physical Internet involves encapsulating goods in smart, ecofriendly, and modular containers 
ranging from the size of a maritime container to the size of a small box. That new inventory 
models enabled by and applied to PI could help reduce inventory levels, thanks to its high 
flexibility. These modular containers will be continuously monitored and routed, exploiting 
their digital interconnection through the Internet-of-Things.

Circular economy concepts, and more specifically industrial symbiosis, are vehiculating lot of 
research in the Internet-of-Things (IoT) domain. Indeed, waste characterization and identifi-
cation can be considered as the most challenging steps in waste management, that is, the ones 
that kick off the subsequent valorization and exploitation. Once characterized and identified 
the waste, the IoT-domain literature proposes a huge number of infrastructures and platforms 
(e.g., see [10–12]), which helps to monitor features of interest, in real time or on historical base, 
communicating information only to subjects who are subscribed to specific topics of interest, 
just when they are available.

The aim of this chapter is to present how Internet-of-Things and artificial intelligence can 
support the circular economy paradigm, through the development of a marketplace for con-
necting buyers and sellers of manufacturing services, raw materials, and products toward 
building global supply chains. The core component of this marketplace is a novel, agent-
based, brokering module that will apply both syntactic and semantic matching in terms of 
manufacturing capabilities, in order to find the best possible supplier to fulfill a request for a 
service, raw materials or products involved in the supply chain.

Section 2 provides the analysis of the background and state of the art of the multi-agent 
systems.

Section 3 of this chapter is dedicated to the description of a typical industrial symbiosis case 
study that the proposed solution intends to address.

Section 4 introduces the solution proposed by this work to support the circular economy, 
which integrates traditional IoT platforms with an agent-based approach to support a bidding 
system through the implementation of a marketplace.

Section 5 specifies the type of agents implemented in the marketplace, and finally Section 6 
concludes the chapter addressing the future works to extend the platform.

2. Background and state of the art

Multi-agent systems (MAS) [13] have been widely studied in the literature, and some existing 
options have been evaluated before deciding to implement the marketplace. A multi-agent 
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industrial network which can be exploited through the cooperation [4].
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tion processes. Industrial Symbiosis can help improve the overall efficiency of the industrial 
system: companies within an industrial symbiosis network establish beneficial business rela-
tionships among them based on these exchanges of resources. However, these relationships 
are not always easy to establish due to the difficulty in creating the network or lack of a 
communication platform for the network [5].

The vision of the circular economy is well suited to the concept expressed by the manifesto of 
the Physical Internet (PI) Initiative [6], a recent concept of breakthrough innovation aiming to 
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models enabled by and applied to PI could help reduce inventory levels, thanks to its high 
flexibility. These modular containers will be continuously monitored and routed, exploiting 
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Circular economy concepts, and more specifically industrial symbiosis, are vehiculating lot of 
research in the Internet-of-Things (IoT) domain. Indeed, waste characterization and identifi-
cation can be considered as the most challenging steps in waste management, that is, the ones 
that kick off the subsequent valorization and exploitation. Once characterized and identified 
the waste, the IoT-domain literature proposes a huge number of infrastructures and platforms 
(e.g., see [10–12]), which helps to monitor features of interest, in real time or on historical base, 
communicating information only to subjects who are subscribed to specific topics of interest, 
just when they are available.

The aim of this chapter is to present how Internet-of-Things and artificial intelligence can 
support the circular economy paradigm, through the development of a marketplace for con-
necting buyers and sellers of manufacturing services, raw materials, and products toward 
building global supply chains. The core component of this marketplace is a novel, agent-
based, brokering module that will apply both syntactic and semantic matching in terms of 
manufacturing capabilities, in order to find the best possible supplier to fulfill a request for a 
service, raw materials or products involved in the supply chain.

Section 2 provides the analysis of the background and state of the art of the multi-agent 
systems.

Section 3 of this chapter is dedicated to the description of a typical industrial symbiosis case 
study that the proposed solution intends to address.

Section 4 introduces the solution proposed by this work to support the circular economy, 
which integrates traditional IoT platforms with an agent-based approach to support a bidding 
system through the implementation of a marketplace.

Section 5 specifies the type of agents implemented in the marketplace, and finally Section 6 
concludes the chapter addressing the future works to extend the platform.

2. Background and state of the art

Multi-agent systems (MAS) [13] have been widely studied in the literature, and some existing 
options have been evaluated before deciding to implement the marketplace. A multi-agent 
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system is a computerized system composed of multiple interacting intelligent agents. Agent 
platforms are typically designed with a container paradigm, where all agents live in a well-
defined agent container. Among the many platforms available on the Internet, a few subsets 
of candidates that might cover a good subset of composition features and requirements have 
been selected.

JIAC (Java-based Intelligent Agent Componentware) [14] is a Java-based agent architecture 
and framework that allows an easy development as well as the operation of large-scale, dis-
tributed applications, and services. The framework supports the design, implementation, 
and deployment of software agent systems. Then, the entire software development process 
is supported by JIAC. It also allows the possibility of reusing applications and services, also 
by modifying them during runtime. The strength points of JIAC are distribution, scalability, 
adaptability, and autonomy. In fact, JIAC V applications can be developed using extensive 
functionality that is provided in a library. This library has already-prepared services, compo-
nents, and agents which can be integrated into an application. For example, individual agents 
are based on a component architecture which already provides the basic functionality for 
communication and process management. However, application-specific functionality can be 
provided by the developer and be interactively integrated.

SARL [15] is a general-purpose agent-oriented language. SARL focuses on providing the 
fundamental abstractions for dealing with interaction, concurrency, distribution, reactivity, 
decentralization, autonomy, and dynamic reconfiguration. These are high-level features con-
sidered so far as the major requirements for a good and practical implementation of modern 
complex software applications. SARL approach remains as generic as possible and highly 
extensible to easily integrate new concepts and features comparing to the variety of exist-
ing approaches and meta-models in the field of agent-oriented engineering and multi-agent 
systems. The language is platform and architecture independent.

JADE (Java Agent DEvelopment Framework) [16] is a software framework that eases the 
implementation of multi-agent systems through a middle-ware complies with the FIPA [17] 
specifications and a set of graphical tools that help the debugging and deployment process. 
Another helpful characteristic concerning JADE-based system is that it can also be distributed 
across machines with different OS. In a distributed scenario, the configuration of each system 
deployed can be controlled remotely thought a GUI. The configuration can be even changed 
at run time by moving agents from one machine to another, if required. Finally, JADE is com-
pletely implemented in Java language, and the minimal system requirement is the version 5 
of JAVA.

SPADE (Smart Python multi-Agent Development Environment) [18] is a multiagent and orga-
nizations platform based on the XMPP/Jabber technology and written in the Python language. 
This environment offers features and facilities that simplifies the construction of MAS, exam-
ples are: the concepts of users (agents) and servers (platforms); an existing communication 
channel and an extensible communication protocol based on XML, just like FIPA-ACL [19]. 
Many other exist, but SPADE has been the first agent platform based on XMPP technology.

In Table 1, a comparative summary of the candidate agent platforms is reported, where 
respective pros and cons are addressed.
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As it is possible to notice from the presented analysis, none of the platforms offers both a dis-
tributed approach and a general purpose implementation for the communication back end.

The platform proposed in this work, therefore, represents a unique example of a marketplace 
based on semi-automatic multi-agent collaboration.

3. Case study

Internet-of-Things can support the circular economy in many ways. A typical case study 
consists on the early and automated detection of scrap material levels and its management, 
also identifying a network of companies which take waste materials as raw material for their 
production process.

Whenever a desired level (e.g., 50, 75 or 90%) is detected by the scrap material storage area 
sensors, it will be annotated, reported, and recorded through IoT platform automatically. 
Getting accurate information about the scrap material storage area levels during the day will 
now be possible and the company producing the scrap material will stop occupying the staff 
time to manually detect scrap material levels at each storage area, with the system taking care 
of such procedure in each factory. Real time data will help optimize scrap material manage-
ment procedures. Scrap material recycling companies will be either automatically contacted 
by the platform or they will receive continuous information on the current scrap material 
level. In response to such an interaction, they will be ready to put their offers to the system, 
once a new bidding process will be started by the company producing the scrap material. Such 
process can take place once the scrap material specification and the bidding specifications 
have been identified, with the company inserting the bid details in the platform. The system 
registers the new bid request and contacts the waste management companies for getting bids 
on scrap material. Companies contacted by the system typically belong to a selected subset 
of contractors. However, according to the company’s policies, in some cases, the bid could be 
open to new contractors, for example, to find better offers fostering new collaborations. When 
the system contacts contractors for bidding, a deadline is provided on when the last bid will 
be accepted. Once the deadline is reached, the platform system will select the best (or n-best) 
offer according to the bidding process criteria (entered when the process started) and present 

Platform Pros Cons License

JIAC Exploits Apache ActiveMQ as transport declarative 
agent definition through spring

Not FIPA compliant Apache v2.0

SARL Exploits ZeroMQ as transport Not FIPA compliant Apache v2.0

JADE FIPA compliant Supports only RMI transport.

Few extensions for JMS/XMPP 
transports

LGPL

SPADE FIPA compliant Uses a custom XMPP server LGPL

Table 1. Candidate agent platforms.
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system is a computerized system composed of multiple interacting intelligent agents. Agent 
platforms are typically designed with a container paradigm, where all agents live in a well-
defined agent container. Among the many platforms available on the Internet, a few subsets 
of candidates that might cover a good subset of composition features and requirements have 
been selected.

JIAC (Java-based Intelligent Agent Componentware) [14] is a Java-based agent architecture 
and framework that allows an easy development as well as the operation of large-scale, dis-
tributed applications, and services. The framework supports the design, implementation, 
and deployment of software agent systems. Then, the entire software development process 
is supported by JIAC. It also allows the possibility of reusing applications and services, also 
by modifying them during runtime. The strength points of JIAC are distribution, scalability, 
adaptability, and autonomy. In fact, JIAC V applications can be developed using extensive 
functionality that is provided in a library. This library has already-prepared services, compo-
nents, and agents which can be integrated into an application. For example, individual agents 
are based on a component architecture which already provides the basic functionality for 
communication and process management. However, application-specific functionality can be 
provided by the developer and be interactively integrated.

SARL [15] is a general-purpose agent-oriented language. SARL focuses on providing the 
fundamental abstractions for dealing with interaction, concurrency, distribution, reactivity, 
decentralization, autonomy, and dynamic reconfiguration. These are high-level features con-
sidered so far as the major requirements for a good and practical implementation of modern 
complex software applications. SARL approach remains as generic as possible and highly 
extensible to easily integrate new concepts and features comparing to the variety of exist-
ing approaches and meta-models in the field of agent-oriented engineering and multi-agent 
systems. The language is platform and architecture independent.

JADE (Java Agent DEvelopment Framework) [16] is a software framework that eases the 
implementation of multi-agent systems through a middle-ware complies with the FIPA [17] 
specifications and a set of graphical tools that help the debugging and deployment process. 
Another helpful characteristic concerning JADE-based system is that it can also be distributed 
across machines with different OS. In a distributed scenario, the configuration of each system 
deployed can be controlled remotely thought a GUI. The configuration can be even changed 
at run time by moving agents from one machine to another, if required. Finally, JADE is com-
pletely implemented in Java language, and the minimal system requirement is the version 5 
of JAVA.

SPADE (Smart Python multi-Agent Development Environment) [18] is a multiagent and orga-
nizations platform based on the XMPP/Jabber technology and written in the Python language. 
This environment offers features and facilities that simplifies the construction of MAS, exam-
ples are: the concepts of users (agents) and servers (platforms); an existing communication 
channel and an extensible communication protocol based on XML, just like FIPA-ACL [19]. 
Many other exist, but SPADE has been the first agent platform based on XMPP technology.

In Table 1, a comparative summary of the candidate agent platforms is reported, where 
respective pros and cons are addressed.
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3. Case study

Internet-of-Things can support the circular economy in many ways. A typical case study 
consists on the early and automated detection of scrap material levels and its management, 
also identifying a network of companies which take waste materials as raw material for their 
production process.

Whenever a desired level (e.g., 50, 75 or 90%) is detected by the scrap material storage area 
sensors, it will be annotated, reported, and recorded through IoT platform automatically. 
Getting accurate information about the scrap material storage area levels during the day will 
now be possible and the company producing the scrap material will stop occupying the staff 
time to manually detect scrap material levels at each storage area, with the system taking care 
of such procedure in each factory. Real time data will help optimize scrap material manage-
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level. In response to such an interaction, they will be ready to put their offers to the system, 
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have been identified, with the company inserting the bid details in the platform. The system 
registers the new bid request and contacts the waste management companies for getting bids 
on scrap material. Companies contacted by the system typically belong to a selected subset 
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it to the relevant manager (this automation will reduce the time required for processing bids). 
Upon human approval, bidders will be automatically informed about the outcomes of their 
bids. The company will then arrange a pick-up date and time in agreement with the selected 
scrap material recycling company; such an arrangement will be automatized to the greatest 
extent (see Figure 1).

The criteria to award the contract will be price, company reputation, and the data agreement 
for the collection of the material. The literature presents several well-known algorithms that 
can be leveraged for automatic negotiations, such as contract net protocol [20], while many 
protocols are nowadays considered de facto standards for supporting secure peer-to-peer 
communication in IoT (such as, XMPP, MQTT, CoAP, and AMQP).

4. The bidding platform a.k.a. marketplace

This section introduces the solution proposed to support the circular economy in the use 
case presented in Section 3. The proposed platform integrates traditional IoT platforms with 
an agent-based approach to support a bidding system through the implementation of a 
marketplace. The marketplace is a fully distributed multi-agent system designed to support 
Industry 4.0 exchanges between involved stakeholders. It is particularly aimed to supporting 
automatic supply chain formation and negotiation of goods/data exchanges. The marketplace 
exploits a microservice architecture, based on Docker, and relies upon a scalable messag-
ing infrastructure. Trust and security are granted in every negotiation step undertaken by 
 automated agents on behalf of involved stakeholders.

Figure 1. Scrap material collection and bidding process.
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The marketplace includes the following elements: (a) a marketplace management portal; (b) a 
marketplace core based on Docker; and (c) a set of “default” agent implementations ready to 
be adopted by interested stakeholders.

The main building blocks of the marketplace are displayed in Figure 2.

4.1. Agent management system

According to FIPA specifications [21], an Agent Management System (AMS) is a mandatory 
component of every agent platform and only one AMS should exist in every platform. It 
offers the White Pages service to other agents on the platform by maintaining a directory 
of the agent identifiers currently active on the platform. Prior to any operation, every agent 
should register to the AMS to get a valid agent identifier, which will be unique within the 
agent platform.

4.2. White Pages service

A White Pages service is a mandatory component of any MAS system. It is required to locate 
and name agents on the system, making it possible for one agent to connect with one another. 
In the current implementation of the Agent Management System, the agent identifiers are 
stored in a MySQL database. MySQL has been chosen because it offers relevant features for 
the project such as on-demand scalability, high availability, and reliability. Other agent plat-
forms, like SPADE, use MySQL as well for the database underlying the White Pages service.

Agents are stored according to the schema depicted in (Table 2):

Figure 2. Marketplace components overview.

Leveraging Internet-of-Things to Support Circular Economy Paradigm in Manufacturing Industry
http://dx.doi.org/10.5772/intechopen.80453

59
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marketplace core based on Docker; and (c) a set of “default” agent implementations ready to 
be adopted by interested stakeholders.

The main building blocks of the marketplace are displayed in Figure 2.
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According to FIPA specifications [21], an Agent Management System (AMS) is a mandatory 
component of every agent platform and only one AMS should exist in every platform. It 
offers the White Pages service to other agents on the platform by maintaining a directory 
of the agent identifiers currently active on the platform. Prior to any operation, every agent 
should register to the AMS to get a valid agent identifier, which will be unique within the 
agent platform.

4.2. White Pages service

A White Pages service is a mandatory component of any MAS system. It is required to locate 
and name agents on the system, making it possible for one agent to connect with one another. 
In the current implementation of the Agent Management System, the agent identifiers are 
stored in a MySQL database. MySQL has been chosen because it offers relevant features for 
the project such as on-demand scalability, high availability, and reliability. Other agent plat-
forms, like SPADE, use MySQL as well for the database underlying the White Pages service.

Agents are stored according to the schema depicted in (Table 2):
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Since the directory service is offered by the AMS, the latter is the only agent allowed to directly 
interact with the database. When the AMS is executed, it needs the following configurations:

• IP address of the host running the MySQL instance.

• Valid username and password for performing CRUD operations on the database.

• Name of the database to operate on, since the same instance may run different databases.

5. Agents in the marketplace

There are two main categories of agents that can be defined a priori, depending on the kind 
of services provided:

• Marketplace agents (MA)

• Stakeholder agents (SA)

The first category groups all the agents providing services that are crucial for the marketplace 
to operate. The second category, instead, groups agents developed and deployed by the mar-
ketplace stakeholders to take part in chain formation rounds.

From an implementation point of view, they are very similar and share a large set of features, 
especially the communication protocols used for the interaction with stakeholders and other 
agents.

The communication protocols used by the MA for the interaction with the stakeholder on 
left side and with other agents on the marketplace on the right side are shown in Figure 3. 
Any agent can be controlled by the stakeholder via RESTful APIs which will be listed and 
explained in the following sections. Agents on the marketplace can exchange messages using 
Advanced Message Queuing Protocol (AMQP) as transport layer.

Stakeholder agents are instead deployed at the stakeholder’s premises, and their purpose is to 
fulfill the stakeholder’s interests. Stakeholder agents can be further divided into two different 
categories: requester and supplier. In the following, the reference implementations for the two 
different kinds of stakeholder agents will be described. However, both kinds of agents share 
a set of features allowing them to respond in different ways to the same kind of solicitations 
(such as input from GUI, messages from other agents) according to the state of their current 
behavior (when the solicitation is received).

Agent_id Agent_owner Agent_role

The unique identifier for the agent. It is 
the primary key for the table, having the 
constraint of being unique.

The name of the company 
owning the agent.

The role of the agent on the marketplace 
can be either ‘Requester’ or ‘Supplier’.

Table 2. Table schema.
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Currently, agents support two different behaviors:

1. Authentication behavior: This is triggered upon the each agent activation. It consists of all 
the procedures that are necessary for the agent to correctly operate on the marketplace.

2. Negotiation behavior: This is the behavior each agent needs to support in order to be able 
to participate in marketplace negotiations. It is designed in a way that allows different 
negotiation protocols to be adopted.

The authentication behavior is the first one engaged by any agent since:

1. It takes care of getting the agent identifier from the AMS.

2. It authenticates the agent with the messaging broker, allowing secure message exchange 
over SSL.

Both these phases are mandatory for any agent to operate on the marketplace. After the 
authentication process, the negotiation behavior comes to play. It allows the agent to perform 
transactions and interactions with the other agents on the marketplace. Its behavior is con-
strained to the negotiation protocol that is being used.

Agents might or might not support a certain level of “intelligence” in their decisions regard-
ing certain negotiation protocols. For example, an agent might have the capability of self-
evaluation for the received offers, whereas another agent might not have such capability and, 
therefore, it will involve an external agent (providing such intelligence) during the decision 
process. An agent having such level of intelligence will be described as “smart,” while it will 
be described as “dumb” in the absence of that.

5.1. Requester agent

The requester agent is the agent used by a factory to request the execution of an existing 
supply chain or to initiate a new supply chain. Due to the dynamics of exchanges pursued in 
a factory-oriented marketplace, there is no actual distinction between the two processes, that 
is, for any supply need a new chain is formed, and a new execution of the chain is triggered. 
The requester agent may act according to several negotiation protocols, which can possibly 
be supported by only a subset of the agents active on a specific marketplace instance. In 
the proposed implementation, it exists a baseline protocol, which must be supported by 
any agent, called CONTRACT-NET. In such protocol, a requester agent plays the role of 
“Initiator.”
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Since the directory service is offered by the AMS, the latter is the only agent allowed to directly 
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especially the communication protocols used for the interaction with stakeholders and other 
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categories: requester and supplier. In the following, the reference implementations for the two 
different kinds of stakeholder agents will be described. However, both kinds of agents share 
a set of features allowing them to respond in different ways to the same kind of solicitations 
(such as input from GUI, messages from other agents) according to the state of their current 
behavior (when the solicitation is received).

Agent_id Agent_owner Agent_role

The unique identifier for the agent. It is 
the primary key for the table, having the 
constraint of being unique.

The name of the company 
owning the agent.

The role of the agent on the marketplace 
can be either ‘Requester’ or ‘Supplier’.

Table 2. Table schema.
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Currently, agents support two different behaviors:

1. Authentication behavior: This is triggered upon the each agent activation. It consists of all 
the procedures that are necessary for the agent to correctly operate on the marketplace.

2. Negotiation behavior: This is the behavior each agent needs to support in order to be able 
to participate in marketplace negotiations. It is designed in a way that allows different 
negotiation protocols to be adopted.

The authentication behavior is the first one engaged by any agent since:

1. It takes care of getting the agent identifier from the AMS.

2. It authenticates the agent with the messaging broker, allowing secure message exchange 
over SSL.

Both these phases are mandatory for any agent to operate on the marketplace. After the 
authentication process, the negotiation behavior comes to play. It allows the agent to perform 
transactions and interactions with the other agents on the marketplace. Its behavior is con-
strained to the negotiation protocol that is being used.

Agents might or might not support a certain level of “intelligence” in their decisions regard-
ing certain negotiation protocols. For example, an agent might have the capability of self-
evaluation for the received offers, whereas another agent might not have such capability and, 
therefore, it will involve an external agent (providing such intelligence) during the decision 
process. An agent having such level of intelligence will be described as “smart,” while it will 
be described as “dumb” in the absence of that.

5.1. Requester agent

The requester agent is the agent used by a factory to request the execution of an existing 
supply chain or to initiate a new supply chain. Due to the dynamics of exchanges pursued in 
a factory-oriented marketplace, there is no actual distinction between the two processes, that 
is, for any supply need a new chain is formed, and a new execution of the chain is triggered. 
The requester agent may act according to several negotiation protocols, which can possibly 
be supported by only a subset of the agents active on a specific marketplace instance. In 
the proposed implementation, it exists a baseline protocol, which must be supported by 
any agent, called CONTRACT-NET. In such protocol, a requester agent plays the role of 
“Initiator.”

Figure 3. Simplified agents’ communication logic.
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As described by Shoham [22], any agent can pass through a different set of states; the state 
of an agent consists of components such as beliefs, decisions, capabilities, and obligations. In 
the CONTRACT-NET, protocol requester agents go through different sets of states, perform-
ing different actions upon the receipt of a message (either from the UI or from other agents) 
according to their current state. In Figure 4, the states for requester agent are shown with 
arrows indicating the allowed transitions between one state and another.

5.1.1. Requester agent negotiation protocol

One of our factory-oriented marketplace strengths is the tight connection existing between 
intra-factory and inter-factory components. This connection allows the agent on the market-
place to operate in the optimum way to fulfill the stakeholder’s needs.

Concerning the requester agent, such connection is the starting point of a new negotiation 
protocol: the IIMS notifies, through the learning agent (an agent available at the stakehold-
er’s premises, in charge of intra-inter factory communication), that a certain good/service is 
needed. Upon receipt of such notification, the requester agent can react accordingly, using the 
most suitable protocol to fulfill the request. A possible interaction is here described from the 
requester agent point of view:

1. Marketplace system automatically notifies the stakeholder about the scrap metal bin fill 
level, through a notification from the learning agent (which receives the data from the 
sensors installed in the factory premises) to the requester agent.

2. Requester agent has the logic for starting a new bidding process through default param-
eters (set by the stakeholder).

3. Requester agent starts the bidding process, looking for the list of the supplier agents cur-
rently available on the marketplace that are capable in replying to such offer.

4. Offers come to requester agent, which can either evaluate them locally (smart agent behav-
ior) or send them out for evaluation toward an external agent.

Figure 4. Requester states.
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5. Once the deadline for receiving proposals has expired, requester agent notifies the UI 
about the best one(s) that have been received.

6. Stakeholder can now choose the preferred offer, select it, and notify the requester agent 
that can close the deal with the corresponding supplier agent.

The same input that is needed for a bidding process to start, that is, the fill level, can be used 
by the requester agent to update the supplier agents interested in receiving such information 
in order to be ready when a new bidding process will take place. The latest described scenario 
is here described from the requester agent’s point of view:

1. The fill level information is received from the learning agent.

2. The requester agent forwards such information, in the marketplace, only to the supplier 
agent interested in receiving it.

5.2. Supplier agent

The supplier agent is the counterpart of the requester agent on marketplace. It is usually 
adopted by actual suppliers to respond to supply requests coming from other stakeholders in 
the marketplace. Factories transforming goods typically employ at least one requester agent 
to get prime goods and one supplier agent to sell intermediate products to other factories.

In the CONTRACT-NET protocol, supplier agents go through different sets of states, per-
forming different actions upon receipt of a message (either from the UI or from other agents) 
according to their current state. In Figure 5, the states for supplier agent are shown with 
arrows indicating the allowed transitions between one state and another.

5.2.1. Supplier agent negotiation protocol

A typical supplier agent is registered on the marketplace remaining “silent” while waiting for a 
new call for proposal, issued by a requester agent. Once this message arrives, the supplier agent:

1. Evaluates the call for proposal message according to the policies set by the agent owner.

2. If the proposal is compliant with such policies, an offer is sent from the supplier agent, 
otherwise it goes back to the “silent” (IDLE) state.

3. Once the offer has been sent, the supplier agent waits for the requester’s decision.

4. In the end, if the requester agent has accepted the proposal, a notification from the supplier 
agent is sent to the UI for notifying the stakeholder and waiting for his decision.

5. The final message for acceptance is sent back to the requester agent in case the stakeholders 
accept the deal, otherwise a reject message will be sent.

As already mentioned for the requester agents, the tight connection between intra-factory and 
inter-factory systems is a strength for the marketplace. For the supplier agent, this connection 
is exploited to dynamically adapt to the market needs.
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5. Once the deadline for receiving proposals has expired, requester agent notifies the UI 
about the best one(s) that have been received.

6. Stakeholder can now choose the preferred offer, select it, and notify the requester agent 
that can close the deal with the corresponding supplier agent.

The same input that is needed for a bidding process to start, that is, the fill level, can be used 
by the requester agent to update the supplier agents interested in receiving such information 
in order to be ready when a new bidding process will take place. The latest described scenario 
is here described from the requester agent’s point of view:

1. The fill level information is received from the learning agent.

2. The requester agent forwards such information, in the marketplace, only to the supplier 
agent interested in receiving it.

5.2. Supplier agent

The supplier agent is the counterpart of the requester agent on marketplace. It is usually 
adopted by actual suppliers to respond to supply requests coming from other stakeholders in 
the marketplace. Factories transforming goods typically employ at least one requester agent 
to get prime goods and one supplier agent to sell intermediate products to other factories.

In the CONTRACT-NET protocol, supplier agents go through different sets of states, per-
forming different actions upon receipt of a message (either from the UI or from other agents) 
according to their current state. In Figure 5, the states for supplier agent are shown with 
arrows indicating the allowed transitions between one state and another.

5.2.1. Supplier agent negotiation protocol

A typical supplier agent is registered on the marketplace remaining “silent” while waiting for a 
new call for proposal, issued by a requester agent. Once this message arrives, the supplier agent:

1. Evaluates the call for proposal message according to the policies set by the agent owner.

2. If the proposal is compliant with such policies, an offer is sent from the supplier agent, 
otherwise it goes back to the “silent” (IDLE) state.

3. Once the offer has been sent, the supplier agent waits for the requester’s decision.

4. In the end, if the requester agent has accepted the proposal, a notification from the supplier 
agent is sent to the UI for notifying the stakeholder and waiting for his decision.

5. The final message for acceptance is sent back to the requester agent in case the stakeholders 
accept the deal, otherwise a reject message will be sent.

As already mentioned for the requester agents, the tight connection between intra-factory and 
inter-factory systems is a strength for the marketplace. For the supplier agent, this connection 
is exploited to dynamically adapt to the market needs.
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For the supplier agent, this connection is here briefly described from the supplier agent point 
of view:

1. The supplier agent subscribes, via AMQP, to the queues where the fill level notification 
related to a good of a certain company will be received.

2. When such information arrives, the supplier agent can store it to exploit it for predictions 
of future fill levels.

The same behavior can be used for predicting the prices of a certain good/service. The sup-
plier agent can, in fact, store information about the past bidding process and apply deep 
learning techniques to have a prediction about the possible future values of interest, that is, 
what will be the selling price for a certain good at a certain point of time in the future.

6. Conclusions and future works

The proposed marketplace platform shows an approach that enables the paradigm switch 
from the linear economy model to the circular one. The circular economy paradigm is based 
upon reuse, reparation, refurbishment, and recycling of existing materials and products and, 
as shown in the presented case study, these activities can be facilitated through the proposed 
marketplace approach. Particularly, a company can order the raw materials exploiting a cer-
tain supply chain available on the marketplace, process them, and sell the residual production 
waste through another dedicated supply chain available on the marketplace. On the other 
hand, a recycling company can buy (or simply collect) the offered waste, properly process it, 
and sell it again as raw material.

What is important to notice is that, even though existing collaboration models can be exploited 
on the marketplace, the proposed implementation has been designed to foster new collabora-
tion models within and across the supply chain, making it easier for new actors to participate 
and collaborate with the existing ones. In order to increase the overall market competitivity 

Figure 5. Supplier states.
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while trying to maximize the participant profits, new protocol interactions based on differ-
ent kinds of auctions are being studied. For instance, Vickrey auction [23] is being investi-
gated, since it has been proved to be efficient, under certain circumstances, in maximizing the 
expected utility of each bidder.

One of the next important issues to be carefully addressed concerns the trust. Platforms like 
eBay imply the complete trust of strangers who take money before sending any wished goods. 
The reputation of sellers is built according to feedback provided by previous buyers and often 
is very hard for newcomers to sell items on the marketplace because they have to build up a 
good reputation. With this trust system is very easy to fake reviews in such a way to increase 
the reputation. Nowadays, Distributed Ledger Technologies (DLT), such as blockchain, are 
analyzed to be applied in many different application domains. Marketplaces can benefit from 
the power of DLT since it is built to create trust and transparency. In order to enhance the 
proposed marketplace approach, the authors are planning to leverage on DLT. DLT have 
received more and more attention in recent years as innovative methods to store and update 
data within and among organizations. Multiple copies of the ledger are held by different 
parties, with data added by consensus and without the need for a third party. This means 
that DLT are able to offer an immutable record, which means that data added to the ledger is 
in theory unchangeable, secure, and preserved for the life of the ledger, with the agreement 
of all participants. Additions to the ledger or changes to the governing structure are decided 
on a consensus basis by multiple participants. So, these systems provide a transparent and 
verifiable record of transactions. As a result, DLT can provide gains in trust among bidding 
participants.
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while trying to maximize the participant profits, new protocol interactions based on differ-
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is very hard for newcomers to sell items on the marketplace because they have to build up a 
good reputation. With this trust system is very easy to fake reviews in such a way to increase 
the reputation. Nowadays, Distributed Ledger Technologies (DLT), such as blockchain, are 
analyzed to be applied in many different application domains. Marketplaces can benefit from 
the power of DLT since it is built to create trust and transparency. In order to enhance the 
proposed marketplace approach, the authors are planning to leverage on DLT. DLT have 
received more and more attention in recent years as innovative methods to store and update 
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Abstract

Genetic algorithms (GAs) are powerful solutions to optimization problems arising 
from manufacturing and logistic fields. It helps to find better solutions for complex 
and difficult cases, which are hard to be solved by using strict optimization methods. 
Accelerating parallel GAs with GPU computing have received significant attention from 
both practitioners and researchers, ever since the emergence of GPU-CPU heterogeneous 
architectures. Designing a parallel algorithm on GPU is different fundamentally from 
designing one on CPU. On CPU architecture, typically data or tasks are distributed 
across tens of threads or processes, while on GPU architecture, more than hundreds of 
thousands of threads run. In order to fully utilize the computing power of GPUs, the 
design approaches and implementation strategies of parallel GAs should be re-probed. 
In the chapter, a concise overview of parallel GAs on GPU is given from the perspective 
of GPU architecture. The concept of parallelism granularity is redefined, the aspect of 
data layout is discussed on how it will affect the kernel performance, and the hierarchy 
of threads is examined on how threads are organized in the grid and blocks to expose 
sufficient parallelism to GPU. Some future research is discussed. A hybrid parallel model, 
based on the feature of GPU architecture, is suggested to build up efficient parallel GAs 
for hyper-scale problems.

Keywords: GPU acceleration, parallel genetic algorithms, granularity of parallelism of 
parallel genetic algorithms on GPU, GPU-CPU heterogeneous systems

1. Introduction

GAs are stochastic and global stochastic search methods, which combine two major search 
strategies: exploiting better solutions and exploring the global search space. GAs have been 
successfully applied to many optimization problems in different disciplines that are difficult 
to solve by conventional mathematical programming methods [1]. GAs, as a population-based 

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 6

Parallel Genetic Algorithms with GPU Computing

John Runwei Cheng and Mitsuo Gen

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.89152

Provisional chapter

DOI: 10.5772/intechopen.89152

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Parallel Genetic Algorithms with GPU Computing

John Runwei Cheng and Mitsuo Gen

Additional information is available at the end of the chapter

Abstract

Genetic algorithms (GAs) are powerful solutions to optimization problems arising 
from manufacturing and logistic fields. It helps to find better solutions for complex 
and difficult cases, which are hard to be solved by using strict optimization methods. 
Accelerating parallel GAs with GPU computing have received significant attention from 
both practitioners and researchers, ever since the emergence of GPU-CPU heterogeneous 
architectures. Designing a parallel algorithm on GPU is different fundamentally from 
designing one on CPU. On CPU architecture, typically data or tasks are distributed 
across tens of threads or processes, while on GPU architecture, more than hundreds of 
thousands of threads run. In order to fully utilize the computing power of GPUs, the 
design approaches and implementation strategies of parallel GAs should be re-probed. 
In the chapter, a concise overview of parallel GAs on GPU is given from the perspective 
of GPU architecture. The concept of parallelism granularity is redefined, the aspect of 
data layout is discussed on how it will affect the kernel performance, and the hierarchy 
of threads is examined on how threads are organized in the grid and blocks to expose 
sufficient parallelism to GPU. Some future research is discussed. A hybrid parallel model, 
based on the feature of GPU architecture, is suggested to build up efficient parallel GAs 
for hyper-scale problems.

Keywords: GPU acceleration, parallel genetic algorithms, granularity of parallelism of 
parallel genetic algorithms on GPU, GPU-CPU heterogeneous systems

1. Introduction

GAs are stochastic and global stochastic search methods, which combine two major search 
strategies: exploiting better solutions and exploring the global search space. GAs have been 
successfully applied to many optimization problems in different disciplines that are difficult 
to solve by conventional mathematical programming methods [1]. GAs, as a population-based 

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



search method, present great potential in performance improvement by parallel computation. 
The earliest attempt to parallelize GAs can be traced back to nearly 30 years ago. The research 
on parallel GAs can be divided into two major stages as the computing architectures evolve: 
the stage of parallel GAs on CPU architecture versus on GPU architecture.

On CPU architecture, you may run a parallel program over tens of threads or processes, while 
on GPU architecture, you can run it with more than hundreds of thousands of massive threads 
simultaneously, which leads to a fundamental paradigm shift in parallel programming. The 
basic idea to parallel GAs on CPU is to distribute computations among either multiple proces-
sors or multiple computers. Each instance of parallel processes on a processor is essentially a 
sequential GA, viewing from the perspective of algorithm implementation. The approach of 
parallel GAs on CPU is not suitable for massive GPU thread computing architecture.

Since the emergence of CPU + GPU heterogeneous architecture, how to accelerate GAs on the 
architectures has received significant attentions from both practitioners and researchers. GPU 
computing makes the research of parallel GAs truly enter into the world of high-performance 
computing (HPC) and demonstrates a great potential to many research disciplines and indus-
trial worlds that can benefit from the power of GPU-accelerated stochastic and global search 
to explore large and complex search spaces for better solutions.

Most works on parallel GAs on GPU are published before 2013 on very earlier generation of 
GPU architectures, and most researches adopt a naive approach: let each GPU thread do a 
sequential GA, exactly the same way parallel GAs do on CPU. Even with the naive approach, 
you can still speed up GA computation greatly. Since massive threads are available on GPU, 
the way of designing a parallel program on GPU is quite different with the way of designing 
one on CPU. The distinguishing features of parallel programming on GPU over CPU are that 
CUDA platform exposes GPU memory model and execution model to us to enable us to have 
more control over massive threads in order to exert the computing power of GPUs.

The intention of the chapter is to give a concise review on accelerating GAs on GPU: how 
to organize the massive threads to access memories and how to harmonize massive threads 
to work efficiently. Fermi architecture, the world’s first complete GPU computing architec-
ture released in 2010, makes GPU computing truly applicable in industrial worlds. This is 
the reason why the review on the selected works after 2010. The performance issue is not 
touched, because since then, both GPU hardware architectures and CUDA platform have had 
significant progress.

This chapter is organized as follows. Section 2 briefly describes the basic concept of GA and 
parallel models on CPU. Section 3 discusses major issues on how to accelerate parallel GAs 
on GPU: the granularity of parallelism is redefined for parallel GAs on GPU, the aspect of 
data layout is examined to show how it will affect the kernel design to maximize memory 
bandwidth, and the hierarchy of thread execution is investigated to explain how to organize 
threads in grid and blocks to expose sufficient parallelism to GPU. A concise overview is 
given in Section 4 on selective works of parallel GAs on GPU. How to implement three paral-
lel models of GAs on GPUs is explained through several famous combinatorial optimiza-
tion problems to show that the efficient implementations of parallel GAs on GPUs share the 
common principles of kernel optimization. A case study of railway scheduling problem is 
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described in Section 5 to demonstrate how to accelerate multiple objective parallel GAs with 
GPU. A brief discussion of future research is given in Section 6, focusing on how to build 
up efficient parallel GAs on GPUs for hyper-scale computing. The chapter ends with a brief 
conclusion in Section 7.

2. Parallel GAs on CPU

This section introduces briefly the basic concepts of GAs and basic models of parallel GAs 
on CPU.

2.1. General structure of genetic algorithms

GAs are efficient and stochastic search methods based on principles of natural selection and 
genetics. Many optimization problems from the scientific and industrial research are very 
complex in nature and quite hard to solve by conventional optimization techniques. Since the 
1960s, there has been an increasing interest in imitating living beings to solve such kinds of 
hard optimization problems. Simulating the natural evolutionary process of human beings 
results in stochastic optimization techniques called genetic algorithms or evolutionary algo-
rithms, which can often outperform conventional optimization methods when applied to dif-
ficult real-world problems [2].

The canonical form of GAs is described by Goldberg [3]. The calculation of GAs begins 
with a set of individuals, called a population. Each individual represents a solution to the 
problem you want to solve, which is also called chromosome. GAs perform the stochastic 
search through a loop of iterations, and each iteration is called a generation. New solutions 
are created at each generation by either merging two solutions using a crossover operator or 
modifying a solution using a mutation operator. The new solution is called offspring and the 
solutions used to create them called parents. During each generation, each solution in the 
population is evaluated, using some measures of fitness. A set of new population for the next 
generation is then formed by a selection operator. The solutions with better fitness values 
have much higher possibilities of being selected to enter the next generation. The popula-
tion evolves over several generations, converging to the better solutions which are hopefully 
close to the optimal solution. The pseudo code of the general structure of GA is described as 
follows (Figure 1).

GAs, as a metaheuristic, have many advantages over the conventional single-point search 
methods. Requiring not good mathematical properties about the problem as the conventional 
method does, GAs can handle much complex problems with any kind of objective functions 
and constraints, linear or nonlinear, on discrete, continuous, or mixed search spaces, and 
provide us a great flexibility to hybridize with domain-dependent heuristics to make the ran-
dom search more powerful and effective. The ergodicity of genetic operators makes GAs very 
effective at performing global search. GAs often outperform over conventional methods on 
most types of combinatorial optimization problems because they do not make any assump-
tion about the underlying fitness landscape [4].
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2.2. Multi-objective genetic algorithms

Multi-objective optimization deals with problems of seeking solutions over a set of possible 
choices to optimize multiple criteria. Almost every important real-world decision problem 
involves multiple and conflicting objectives that need to be tackled while respecting various 
constraints, leading to overwhelming complexity for conventional optimization algorithms. 
Genetic algorithms have been receiving considerable attention as a novel approach to multi-
objective optimizations since the early 1980s, resulting in a fresh body of research and applica-
tions, called multi-objective GAs.

The primary difference of multi-objective GAs from single-objective GAs is how to determine 
the fitness value of individuals according to multiple objectives. For multi-objective problems, 
we cannot find a point superior than all other points in the criterion space, as illustrated in 
Figure 2, such points called non-dominated, or non-inferior, or Pareto point, named after an 
Italian economist, who introduced the concept of Pareto efficiency in the field of microeco-
nomics. A point is called Pareto optimal if none of the objectives can be improved in value 
without degrading some of the other objectives’ values.

How to maintain a set of non-dominated individuals during evolutionary processes is a spe-
cial issue for multi-objective GAs. Pareto points are identified at each generation and used to 
calculate fitness values of all points or rank all other points. No mechanism in canonical GAs 
is provided to guarantee Pareto points in current generation be selected into next generation. 
In other words, some Pareto points may get lost during the evolutionary process. To avoid 
such sampling errors, a special mechanism for preserving Pareto solutions is added to the 
basic structure of genetic algorithms. In each generation, a set of Pareto points, kept in a 
separate pool, is updated by deleting all dominated solutions and adding all newly generated 
Pareto solutions [2].

Figure 1. The general structure of GA.
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2.3. Parallel genetic algorithms

Because GAs conduct the stochastic search over a set of solutions, there is a great potential 
for speeding up the evolutionary process of GAs: distributing the computational load among 
multiple processors through a data parallel approach. The motivation to parallelize GAs is 
twofold: to speed up the computation of GAs when solving large and complex problems and 
to improve the quality of solutions by exploiting distributed populations. There are three 
basic approaches of parallel GAs on CPU as shown in Figure 3:

1. Master-slave model

2. Island model

3. Cellular model

Figure 2. The Pareto frontier.

Figure 3. Models of parallel GAs. (a) Master-Slave model, (b) Island model, and (c) Cellular model.
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The basic idea behind all above algorithms is a divide-and-conquer approach: dividing the 
task into chunks and solving the chunks simultaneously using multiple processors [5]. In the 
master-slave model, there is a single population, and the evaluation of fitness is distributed 
among several processors. In the cellular model, there is a spatially structured population, 
and selection and mating are restricted to a small neighborhood, but neighborhoods overlap, 
permitting some interaction among all the individuals. This model is suited for massively par-
allel computers. In the island model, the population is divided into multiple sets, each called 
an island. In an island, individuals mate freely, while mating is prohibited across islands. A 
new operator is then introduced into the island model, the migration operator, exchanging a 
small portion of population among islands periodically in a predefined way in order to bring 
new genetic materials into each island.

From the perspective of mating mechanisms, these models can be classified into two major 
categories: mating globally and mating locally. In the master-slave model, individuals are 
permitted to mate freely within the entire population. In the cellular model, the population 
is imposed with geographical structure, and individuals are permitted to mate only with its 
close neighbors. The island model is in between the master-slave and cellular model: free 
within a given island but restricted among islands.

From the perspective of population, these models can be classified into two categories: the 
single population and the multiple populations. The master-slave and cellular models belong 
to the single population, and the island model belongs to the multiple populations.

Conceptually, all above models keep multiple instances of GAs, and each instance on a pro-
cessor or a computer is a sequential program in nature. A communication mechanism among 
processors or computers is required in order to evolve a better solution from the overall popu-
lations, implemented either in a synchronizing way or in an asynchronizing way.

3. Major issues of parallel GAs on GPU

Many of early works of parallel GAs on GPUs take a naive approach: let each GPU thread run 
a sequential GA for a given portion of task, the same way used in parallel GAs on CPU to do 
a sequential GA over one processor. This approach, by ignoring the architectural feature of 
GPUs, cannot fully exploit the computing power of GPUs [6].

Because more than tens of thousands of threads run on GPUs, we cannot simply follow the 
old path of parallel GAs on CPU. Several issues need to be carefully examined according 
to the architectural feature of GPUs, such as how to arrange data access to maximize GPU 
memory bandwidth and how to organize threads to expose sufficient parallelism to GPUs in 
order to harness the power of GPUs [7].

This section first introduces briefly the basic concept of CUDA platform and then focuses 
on the issues of data layout, execution configuration, and memory access, which are the key 
enablers for parallel computing on GPU.
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3.1. The CUDA platform

CUDA is a parallel computing platform and programming model developed by NVIDIA for 
general-purpose parallel computing on GPUs [8]. With CUDA, compute-intensive applica-
tions can be dramatically speeded up by harnessing the power of GPUs. CUDA is also a 
scalable programming model that enables programs to transparently scale their parallelism 
to GPUs.

In CPU-GPU heterogeneous system, conceptually, the sequential part of the workload runs 
on the CPU, while the compute-intensive portion of the application runs on thousands of 
GPU threads in parallel, as shown in Figure 4.

CUDA C is an extension of standard ANSI C with a handful of language extensions to enable 
parallel programming with a shallow learning curve for ones familiar with the C program-
ming language. The CUDA Toolkit, provided in CUDA platform, includes GPU-accelerated 
libraries, a compiler, development tools, and the CUDA runtime, everything you need to 
develop GPU-accelerated applications.

The distinguishing features of CUDA C programming, compared with C programming on 
CPU, are that the CUDA platform exposes the memory model and execution model of GPUs 
to programmers to enable programmers to have more control over massive threads in order 
to optimize GPU implementation. The top three principles of CUDA C program optimization, 
listed in order of importance, are the following:

1. Exposing sufficient parallelism

2. Optimizing memory access

3. Optimizing instruction execution

Figure 4. Acceleration on CPU-GPU heterogeneous system.
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These principles are applicable almost to all kinds of computing architectures. The implemen-
tation of GPU kernels is architecture-dependent while applying these principles to harness 
the power of GPUs; therefore, it is necessary for a programmer to have some basic knowledge 
of the underlying architecture when parallelizing GAs on GPUs.

3.2. Granularity of parallel GAs on GPU

In parallel computing, the granularity of computations of an algorithm is a measure of the 
amount of computation which is conducted by that task [9]. Typically, the parallelism of a 
program can be classified into two categories: fine-grained and coarse-grained. In a fine-
grained parallel algorithm, a program is broken down to a large number of small tasks, while 
in a coarse-grained parallel algorithm, a program is split into several large tasks. Both coarse-
grained parallel GAs and fine-grained parallel GAs have been proposed for CPU architecture, 
but these parallel algorithms are too “coarse” to GPU architecture. Therefore, a new definition 
of granularity is necessary to describe parallelism for programs on GPU architectures [10].

The granularity for parallel GAs on GPU can be defined by how many GPU threads are work-
ing together to handle one chromosome during genetic operations. Basically, the parallelism 
can be classified into two categories:

1. The granularity in the chromosome level

2. The granularity in the gene level

If a solution in GAs’ population is handled by one GPU thread independently, the granularity 
of the parallel GAs is in the chromosome level. If a solution is handled by a group of GPU 
threads cooperatively, the granularity of the parallel GAs is in the gene level. Another type of 
granularity of parallel GAs is a mixed form: some genetic operators in the chromosome level 
and some in the gene level. The granularity in the gene level also can be divided into several 
types: cooperative threads in block size or in warp size. In the former, a block of threads 
handles one solution, while in the latter, a warp of threads handles one solution.

GPUs take a partitioning approach to allocate compute resources among blocks and threads. 
The more a kernel requires the resources, the less the parallelism is exposed to GPUs. 
Therefore, the compute resource used in a kernel is a vital factor for the performance of a 
GPU kernel function, since more resource requirement will limit a kernel to expose sufficient 
parallelism to GPU.

Generally speaking, if a kernel of genetic operator is designed in the granularity of chromo-
some level, it will require more shared memory and local registers than a kernel designed in 
the granularity of gene level. For a large-scale application, it will become a major issue that 
hinders the performance. GPUs execute groups of threads in a unit known as warps in single 
instruction, multiple thread (SIMT) fashion; the kernel implemented in a granularity in the gene 
level will have more efficient access to global memory.

In most of the early works of parallel GAs on GPUs, the granularity of kernels belongs to the 
category of the chromosome level, because it is a nature extension of CPU program to GPU. 
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It is also an easy way to migrate programs to GPU for the beginners of CUDA C programmers 
without knowing much in-depth knowledge of GPU architecture. This naive approach cannot 
fully utilize the computing power of GPU to accelerate GAs.

3.3. Data layout on global memory

Memory bandwidth and latency are key considerations in GPU applications. Bandwidth 
refers to the amount of data that can be moved to or from a given destination. Latency refers 
to the time the operation takes to complete. In designing a GPU kernel, we are primarily con-
cerned about the global memory bandwidth. Most GPU kernels’ performance is likely limited 
by memory accesses. To maximize global memory bandwidth, a vital step in kernel design is 
to make the kernel access global memory aligned and coalesced. How data are organized in 
the global memory will affect the way kernels access memory.

The population of GAs can be viewed logically as a 2D matrix with two dimensions: the index 
of chromosomes in the whole population and the index of gene within each chromosome. 
Physically GPUs store all data linearly in global memory. Therefore, there are two basic ways 
to layout the population in global memory:

1. The chromosome-based layout

2. The genotype-based layout

Let  pop _ size  denote the population size and  nvar  the total number of genes in one chromosome, 
the chromosome-based layout is shown in Figure 5, and the genotype-based layout is shown 
in Figure 6.

In the chromosome-based layout, the fast dimension is the index of gene, that is, one chromo-
some is allocated in a contiguous memory space. A kernel designed with the granularity of 
gene level can take the benefit of the coalesced access of global memory. In the genotype-
based layout, the fast dimension is the index of chromosome in the population, and all   i   th   
genes of all chromosomes are allocated to a contiguous range. Therefore, the stride between 
two consecutive genes in one chromosome is the number of  pop _ size . A kernel designed with 
the granularity of chromosome level may take the benefit of coalesced memory access. 
But this layout will be not good for genetic operations, such as evaluation and migration 
operation.

The discussion above is for the real-coded or integer-coded GAs. Conceptually, the data 
layout for the binary GA belongs to the chromosome-based layout. There are two kinds of 
implementation for the binary GAs:

1. Byte-wise binary method

2. Bitwise binary method

In the byte-wise encoding, 8 bits is used to represent 0 or 1, while in the bitwise method, only 
1 bit is used to represent 0 or 1. A nature way to implement the binary GA is to pack multiple 
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bits into a non-Boolean data type, typically packing 32 bits into one unit for processing [11]. 
This bitwise approach can save global memory usage and also accelerate computation due to 
the less memory access.

Figure 5. 2D view of the chromosome-based layout in global memory.

Figure 6. 2D view of the genotype-based layout in global memory.
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3.4. Kernel execution configuration

The main difference between GPU and CPU programming is the level of programmer expo-
sure to architectural features [7]. CUDA exposes the concepts of memory and thread hierarchy 
to grant the ability to control thread execution to a greater degree. GPU thread execution can 
be organized in a hierarchy structure: grid and block; therefore, programmers can configure 
the execution of a kernel function by specifying:

1. The number of threads per block and the dimension of the block

2. The number of thread blocks of a grid and the dimension of the grid

Grids and blocks represent a logical view of the thread hierarchy when executing a kernel 
function. Both block and grid can be arranged as 1D, 2D, and 3D layouts. How to configure 
a kernel execution heavily depends on the layout of data in the global memory in order to 
expose sufficient parallelism to GPU to saturate both instruction bandwidth and memory 
bandwidth. Exposing sufficient parallelism is the number one principle to optimize kernels, 
and grid and block heuristics play a vital role in kernel performance optimization.

3.5. Shared memory: the programmable cache

Shared memory can be viewed as a programmable cache and is a key enabler for kernel per-
formance. By utilizing the shared memory, threads within the same block can easily cooper-
ate with each other, facilitating the reuse of on-chip data and reducing greatly global memory 
traffic by caching data on-chip manually.

A programmer has the complete control over when data is moved into the shared memory 
and when data is evicted. CUDA makes it easier for you to optimize your application code by 
providing more fine control over data placement and on-chip data movement.

Sometimes, the non-coalesced accesses may not be easily avoided due to the nature of an 
algorithm. Shared memory provides a means to avoid non-coalesced memory accesses by 
staging data movement through the shared memory.

4. Parallel GAs on GPU

In this section, a concise review on selective works of parallel GAs on GPU is presented from 
the perspective of GPU computing. Several examples of combinatorial optimization problems 
are used to demonstrate on how to implement the master-slave model, island model, and 
cellular model on GPUs.

Although most published works are conducted on an early generation of GPU architecture, 
the basic idea on how to design parallel GAs on GPU is on the right track, and efficient imple-
mentations for different models share the common principles to optimize GPU performance, 
which is the focus of the chapter.
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4.1. The master-slave model on GPU

The model of master-slave describes the relationship among multiple concurrent processes: 
one master process and many slave processes. The master process has the control over all 
other slave processes, distributing tasks among them and synchronizing them to work 
together. Each slave process does its own assigned task.

The earliest attempt at parallelizing GA on CPU is to let all slave processes calculate fitness 
values, the most time-consuming part of GA computation, while the master processes all 
other tasks. Lately, more tasks are moved into slave processes to accelerate the computation, 
as shown in Figure 7.

Because the relationship between GPU and CPU is the typical pattern of slave to master in 
nature, it is straightforward to implement the master-slave model on a GPU-CPU heteroge-
neous system. Earlier works take a very simple way to implement the model: GPU calculates 
the evaluation of the population only, while CPU does all other jobs, because evaluation takes 
major time comparing with other genetic operators. It is not an efficient implementation 
because it needs frequent data transfer between CPU and GPU at each generation of GAs, 
and the data movement between CPU and GPU dominates the execution time. Because most 
workloads are on CPU, it still is a bottleneck of performance, while GPU stays idle most time. 
Later works try to move more genetic operators onto GPU to speed up parallel implementa-
tions on GPU.

4.1.1. Binary GA for one max problem

One-Max problem is a toy problem in GA community just as the “Hello World” for C pro-
grammer. The problem is to produce a string of all 1 s, starting from a set of random binary 
strings. It has been widely used to test GA programs since it can well illustrate the potential 
of genetic algorithms.

Figure 7. The master-slave model.

Industry 4.0 - Impact on Intelligent Logistics and Manufacturing80

Debattisti et al. implemented a master-slave model of a fixed-length binary GA on GPU to 
solve the problem [12]. A byte-wise method is used to encode a solution: one byte is used to 
represent one bit of the genome, and a set of the unsigned char type data is used to encode a 
solution, that is, a string of binary value of 0 or 1. As mentioned in the last section, the bitwise 
encoding method is a better way to implement a binary GA on GPUs. Bitwise operations are 
available since CUDA 10.1 [13].

Except for initialization of the population, all other genetic operations, such as selection, 
crossover, mutation, and evaluation, are implemented on GPU. The crossover kernel imple-
ments the two-cut point method. Each thread block is responsible for dealing with two 
individuals to produce offspring, and each thread is responsible for handling 4 bytes each 
time. The mutation kernel implements the bitwise exclusive OR operations. Each thread 
block is responsible for dealing with one individual, and each thread is responsible for 
handling 4 bytes. All kernels are launched with 1D grid and 1D block configuration. Since 
multiple threads cooperatively deal with one individual, the granularity belongs to the 
gene level.

4.1.2. Real-coded GA for unconstrained optimization problems

Unconstrained optimization problems seek to maximize or minimize an objective function 
that depends on real variables without restrictions on these variables. For complex cases with 
many local optima, it highly depends on the initial point for conventional procedures to find 
the global optimum. Since GA is a population-based global search method, GAs can easily 
escape from local optimum during search process. That is why the unconstrained optimiza-
tion problems are well tested in the GA community.

There are two typical ways to encode population of GAs: the binary-coded method and the 
real-coded method. For optimization problems, the real-coded approach outperforms the 
binary-coded approach [14].

Arora et al. implemented a master-slave model of the real-coded GAs on GPU to solve the 
unconstrained optimization problems [15]. The genotype-based layout is used to store the 
population in global memory, as shown in Figure 6.

The crossover kernel implements the simulated binary crossover (SBX) method, executing 
in the configuration of 1D block and 2D grid. Conceptually, each GPU thread works on a 
variable (or a gene) of two mates. Because thread blocks work independently with each other 
and one chromosome is operated by several different blocks, it will cause an issue that one 
chromosome may be selected to reproduce offspring many times.

The mutation kernel implements the one-variable change method using the execution con-
figure of 1D block and 2D grid. Since one chromosome may be operated by multiple blocks 
independently, it has the same issue as what the crossover kernel has: one chromosome 
may be selected to reproduce offspring many times. The granularity of the implementation 
belongs to the gene level since multiple threads cooperatively deal with one or two individu-
als. Ellipsoidal function and Rosenbrock function are tested, which are well-used functions 
in GA literature.
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4.2. Island model on GPU

In the island model, the population is divided into several subpopulations. By introducing 
geographical distribution of the whole population, the genetic diversity is hopefully pre-
served during the evolutionary process of different subsets. Each subset of population is 
an isolated breeding environment to evolve species locally. A new operator is introduced: 
the migration operator exchanges small portion of individuals among subsets to bring new 
genetic traits into each subset.

The island model is characterized by several factors: the number of islands, the topology of 
the migration, the interval of the migration, and the policy for selection and replacement dur-
ing migration. The common migration topologies are given in Figure 8.

4.2.1. Binary GA for 0/1 knapsack problem

The 0-1 knapsack problem is a famous problem in combinatorial optimization: given sets 
of items, each with a weight and a value. The problem is which items should be put into a 
knapsack in order to maximize the total value without exceeding the capacity of the bag. 
Knapsack problems have been studied intensively, attracting both theorists and practitioners. 
The theoretical interest arises mainly from its simple structure, which allows exploitation of a 
number of combinatorial properties and permits more complex optimization problems to be 
solved through a series of knapsack-type subproblems. From a practical point of view, many 
industrial situations can be modeled as a knapsack problem. Since it is a well-known NP-hard 
problem, it has been well studied in GA community to test different implementations of GAs.

Jaros described implemented an island model of binary GA on multi-GPUs to solve the 0-1 
knapsack problem [17]. The binary-coded method is used, since it is a nature representation 
for 0-1 binary knapsack problem. Each of the 32 items is packed into an integer data type; 
therefore, it is a kind of bitwise representation. The population is organized as a structure 
of arrays: the first array contains all chromosomes, and the second array contains the fit-
ness values associated with each chromosome. The whole population is evenly distributed 
among multiple GPUs, and one GPU simulates one island to evolve a local population by 
using a steady-state method with elitism, the uniform crossover, the bit flip mutation, the 
tournament selection, and replacement. The unidirectional ring (1-way ring) is adopted as the 
migration topology where only adjacent nodes can exchange individuals. Migration among 
islands occurs after certain generations by exchanging the best individual and a number of 
randomly selected individuals. The tournament selection is used to pick emigrants. All the 
data exchanges among GPUs were implemented by means of MPI [18].

The chromosome-based layout is adopted to store the data in the global memory. The execu-
tion of all kernels is configured as 2D block and 2D grid. In the block layout, the fast dimen-
sion corresponds to the genes within a chromosome, while the slow dimension corresponds 
to different chromosomes, as shown in Figure 9.

The size of the fast dimension of 2D grid is fixed to 1, and the size of the slow dimension is 
set to the size of offspring divided by twice the slow dimension of 2D block, because two 
offspring were produced at once. Since each individual is processed by a warp, therefore, it 
belongs to the category of the granularity in the gene level.
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A knapsack instance with 10,000 items is used as a test case to simulate the real-world prob-
lem with a reasonable large data set. The tests are conducted on a two-node cluster, each 
equipped with seven GPUs, connected with InfiniBand.

4.2.2. Real-coded GA for unconstrained optimization problems

Luong et al. implemented an island model of real-coded GA for the unconstrained opti-
mization problems [19]. The basic idea of their implementation is that each thread block 
is treated as an island, and each chromosome is handled by one thread for all operations 
of selection, crossover, mutation, and evaluation. Therefore, its granularity belongs to the 
chromosome level.

How data is organized in global memory was not described in the paper. If data is organized 
in the genotype-based layout, all kernels may take the merits of the coalesced memory access; 
if data is organized in the chromosome-based layout, all kernels will violate the principle of 
the coalesced memory access.

Figure 8. Common migration topologies (from [16]). (a) Chain, (b) I-way ring, (c) Ring, (d) +1+2 ring, (e) +1+2+3 ring, (f) 
Tours, (g) Cartwheel, (h) Lattice, (i) Hypercube, (j) Broadcast, (k) Fully-connected, and (l) Barabasi-Albert (3.2).
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4.2. Island model on GPU

In the island model, the population is divided into several subpopulations. By introducing 
geographical distribution of the whole population, the genetic diversity is hopefully pre-
served during the evolutionary process of different subsets. Each subset of population is 
an isolated breeding environment to evolve species locally. A new operator is introduced: 
the migration operator exchanges small portion of individuals among subsets to bring new 
genetic traits into each subset.

The island model is characterized by several factors: the number of islands, the topology of 
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offspring were produced at once. Since each individual is processed by a warp, therefore, it 
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A knapsack instance with 10,000 items is used as a test case to simulate the real-world prob-
lem with a reasonable large data set. The tests are conducted on a two-node cluster, each 
equipped with seven GPUs, connected with InfiniBand.

4.2.2. Real-coded GA for unconstrained optimization problems

Luong et al. implemented an island model of real-coded GA for the unconstrained opti-
mization problems [19]. The basic idea of their implementation is that each thread block 
is treated as an island, and each chromosome is handled by one thread for all operations 
of selection, crossover, mutation, and evaluation. Therefore, its granularity belongs to the 
chromosome level.

How data is organized in global memory was not described in the paper. If data is organized 
in the genotype-based layout, all kernels may take the merits of the coalesced memory access; 
if data is organized in the chromosome-based layout, all kernels will violate the principle of 
the coalesced memory access.

Figure 8. Common migration topologies (from [16]). (a) Chain, (b) I-way ring, (c) Ring, (d) +1+2 ring, (e) +1+2+3 ring, (f) 
Tours, (g) Cartwheel, (h) Lattice, (i) Hypercube, (j) Broadcast, (k) Fully-connected, and (l) Barabasi-Albert (3.2).
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The shared memory is used to staging data during the computation: all local subpopulations 
of each island stay in the shared memory. One major limitation of this way is the size of the 
memory, which makes only the cases with a very small population possible.

4.3. Cellular model on GPU

The cellular model imposes a geographic restriction on genetic search: individuals can only 
mate with its neighbors. The whole population is constricted with a spatial structure, defined 
as a connected graph. The common topology of the structure is a 2D toroidal mesh as shown 
in Figure 10, which limits the interactions between individuals. The use of cellular structure in 
populations helps for a better exploration over the search space with respect to the equivalent 
one with panmictic and decentralized populations.

The neighborhood of a given point in the mesh is defined in terms of Manhattan distance 
from it to its neighbor points. The two commonly used neighborhoods are L5, also called Von 
Neumann, and C9, also known as Moore neighborhood (Here, L stands for linear, while C 
stands for compact), as shown in Figure 10.

The neighborhood of all points is defined with the identical shapes. The neighborhood of each 
point of the mesh overlaps the neighborhoods of nearby points. The overlapping provides an 

Figure 9. The configuration of kernel execution (from [17]).
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implicit mechanism of migration to the cellular model: the genetic traits can spread smoothly 
through the overlapping neighborhoods. The mechanism helps the preservation of genetic 
diversity in the population longer than in a non-structured population and, therefore, pro-
vides a good trade-off between exploration and exploitation during the evolutionary process. 
The trade-off could be tuned by modifying the size of the neighborhood.

4.3.1. Integer-coded GA for quadratic assignment problem

The quadratic assignment problem is one of the fundamental combinatorial optimization 
problems in operations research. Conceptually, the problem is trying to find the optimal 
assignment of n facilities to n locations, knowing the distances between facilities and the flow 
between locations. Many combinatorial optimization problems can be written in this form. It 
has been a subject of extensive research in combinatorial optimization because of its importance 
in theoretical and practical domain. The problem is NP-hard, so there is no known algorithm 
for solving this problem in the polynomial time. Therefore, it becomes a target for GA com-
munity to show its stochastic and global search power for the complex optimization problems.

Cárdenas et al. implemented a cellular model of the integer-coded GAs for solving this prob-
lem [20]. Four types of neighborhoods, L5, C9, D17, and C25 (where L is linear, D is diamond, 
and C is compact), are mentioned, as shown in Figure 11.

All kernels are executed in a way that each GPU block corresponds to a chromosome and each 
GPU thread corresponds to a gene of the chromosome. Therefore, its granularity belongs to 
the gene level.

The crossover kernel implements the modified order crossover (MOX) method [21]. The first 
parent to MOX operator is decided by the block index, and the second parent is selected 
according to C9 neighborhood. The mutation kernel implements the random exchange 
method: selects two genes (two GPU threads) and exchanges their values.

Figure 10. The toroidal mesh and neighborhoods.
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Additional two nonstandard genetic operators are proposed: the transposition kernel and 
2-opt kernel. In the transposition kernel, a portion of genes between two points is randomly 
generated in a chromosome and then reversed to obtain a new offspring. The 2-opt kernel mim-
ics the 2-opt heuristic, a simple local search method to produce one offspring, both operators 
much like the mutation operator. It is a common practice to incorporate a kind of local search 
into genetic search to empower GAs when solving combinatorial optimization problems.

4.3.2. Integer-coded GA for independent task scheduling problem

Independent task scheduling problem is a kind of machine scheduling problem: assigning a 
set of independent computational tasks onto the different processors in a heterogeneous clus-
ter. Finding a schedule that minimizes makespan to the problem is known to be NP-complete. 
The background of the problem is how to assign independent tasks onto the different proces-
sors in a cluster; therefore, time constraint is vital to this problem; usually, a limited amount 
of time is available for calculating the task schedule.

Pinel et al. implemented a cellular model of the integer-coded GA to solve the problem [22]. 
The population is arranged into a 2D toroidal mesh. The solution to GAs is encoded as a string 
of integer: the index of the string corresponds to a task, and the integer for a given index in 
the string corresponds to the machine to which this task is assigned. Uniform proportional 
recombination (UPR) is implemented as the crossover kernel, as shown in Figure 12.

The circled task in the middle string is the task being updated. Its neighborhood is defined by 
L5, the tasks in above, below, right, and left strings. The offspring is generated by the winner 
among the possible solutions according to its neighborhood. Two different criteria are defined 
for choosing the winner. The crossover operator is implemented with two kernels: one kernel 
is used to compute the probability for each solution in the neighborhood, and the other kernel 
is used to update tasks to generate offspring.

The crossover operator runs in a way that one thread handles with one task of a solution. 
Therefore, its granularity belongs to gene level. The other genetic operators of mutation, 
fitness, and replacement kernels, are launched in a way of one thread per solution, which 
belongs to the chromosome level.

Several instances are tested ranging from 512 tasks over 16 machines to 65,536 tasks over 2048 
machines.

Figure 11. Neighborhood topologies.
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5. A case study: multi-objective GAs for railway scheduling

The railway scheduling problem consists of building the timetable of trains, moving on a 
railway network under certain constraints. Nitisiri et al. reported their works of parallel and 
multi-objective GA implementation on GPU to generate train schedule for the Bangkok mass 
transit system (BTS) [23].

Bangkok BTS is a double-track railway system, and each track is operated in a single direc-
tion, as shown in Figure 13.

The BTS Silom Line consists of 13 stations, starting at National Stadium (W1) in central 
Bangkok and traveling southward to the last station S12 at Bang Wa station with the total 
length of 13 kilometers. The average number of passengers during the peak time in 2015 is 
above 2000 peoples. The BTS system operates daily from 05:00 am to 24:00 pm. The regular 
timetable is shown in Figure 14; the headways during normal operation are 15 mins. The total 
number of operating cycle is 91 cycles.

The train scheduling problem can be mathematically formulated as multi-objective integer 
programming problem with complex constraints. Two objectives are involved in this schedul-
ing: (1) minimize average waiting time for the passenger, and (2) minimize a total number of 
the operating cycles during the operating period. These objectives are in conflict with each 
other: the more trains operating during the day, the less waiting time for the passenger but 
increasing the operational cost for the company.

A schedule is encoded as a C × 2S-length matrix G, where C is the number of train operating 
cycles and S is the number of the stations, as shown in Figure 15.

A master-slave model is implemented on GPU for multi-objective GA with hybrid sampling 
strategy and learning-based mutation to solve the railway train scheduling problem. Data 
layout in the global memory belongs to the chromosome-based layout. Two-point cut cross-
over and learning-based mutation are used to perform genetic search. For evaluating each 
individual with respect to two objectives, a method called Pareto dominating and dominated 

Figure 12. Illustration of crossover operator (from [22]).
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Figure 14. Regular timetabling scheme for Bangkok BTS transit line.

Figure 15. Genetic representation of a schedule.

Figure 13. The Bangkok BTS transit line.
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relationship-based fitness function (PDDR-FF) is implemented as the evaluation kernel, which 
prefers the solutions in the edge area of the Pareto front [24]. A hybrid sampling strategy is 
adopted to select next generation, which has a tendency to converge toward the central area 
of the Pareto front [25].

Kernels are launched with 2D grid and 3D blocks and one GPU thread healing with one 
chromosome; therefore, its granularity belongs to the type of the chromosome level.

6. Discussion

Most published works on parallel GAs on GPU are conducted before 2013 on the earlier 
generations of GPU architecture. Since 2008, six generations of Tesla architectures for high-
performance computation are released: Tesla, Fermi, Kepler, Maxwell, Pascal, and Volta. The 
average life span of one generation is about 2 years. The latest versions of GPU are Tesla V100 
and Tesla P100, delivering a unified platform for accelerating both HPC and AI works.

Most published works tackle relatively small-scale problems. In handling large-scale problems, 
an efficient implementation of parallel GAs on multiple GPUs becomes imperative. A promis-
ing approach to do this is the hybrid model of island and cellular model on modern GPUs.

The earliest effort to combine these two models is given by Gruau in 1194, implemented 
in CPU to evolve and train a neural network [26]. Dorronsoro et al. reported their research 
works to use the hybrid model to solve a very large scale of vehicle routing problem in 2007, 
executed on a grid composed of 125 heterogeneous CPU nodes [27].

It is worthy to make further investigation on this hybrid model over multiple GPUs: imple-
ment a cellular mode in each GPU and treat each GPU as an island, as shown in Figure 16, 
where a 2D torus migration topology is defined among GPUs.

The hybrid model possesses both merits of island and cellular model: keeping the genetic 
diversity of population among islands and empowering local search ability on a structured 
population within each island. Implementing parallel GAs on multiple GPUs enables us to 
tackle larger-scale problems.

One of the promising areas to apply this hybrid model is to evolve better deep neural net-
work. The notorious issue with deep net is what is called hyper-parameters, the very values 
of the deep net that cannot be learned and must be predetermined subjectively. Ever since 
the late 1990s, researchers have tried to evolve the best structure for network with GAs to 
solve the hyper-parameter issue [28]. There is a special term for this research that combines 
two powerful AI algorithms of genetic algorithms and neural networks: neuroevolution. 
Since 2016, the idea of architecture search through neuroevolution is attracting a number of 
researchers. Gaier and Ha reported their interesting results on using evolutionary algorithms 
to find minimal neural network architectures that can perform several reinforcement learning 
tasks without weight training [29]. For a large-scale application, weight training will be a 
painful and time-consuming process for most deep learning network methods.
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Figure 15. Genetic representation of a schedule.
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7. Conclusion

This chapter provides a concise yet comprehensive overview of selective works of parallel 
GAs on GPU from the perspective of GPU computing architecture.

Nowadays, the CPU-GPU heterogeneous architecture has become the mainstream comput-
ing platform that accelerates applications, which has led to a fundamental paradigm shift in 
parallel programming. The difference between the parallel GAs on CPU and the parallel GAs 
on GPU is clearly distinguished in the chapter. Conceptually, a parallel GA on CPU runs 
multiple instances of a sequential GA over several processors, while a parallel GA on GPU 
organizes massive threads of hundreds of thousands to work truly in parallel to exert the 
power of GPU computing.

Early tries to accelerate GAs with GPU computing takes a naive approach: let each GPU 
thread run a sequential GA, which is not the way we should take to design a parallel program 
over such massive threads of GPU computing architecture. In the chapter, the parallel model, 

Figure 16. An example of a hybrid model over multiple GPUs: each GPU is an island, a cellular model is implemented 
within each GPU, and a 2D torus migration topology is defined among GPUs.
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the design approaches, and implementation strategies of parallel GAs are examined from the 
perspective of GPU computing architecture. Although designing a parallel GAs on GPU is 
both problem-dependent and architecture-dependent, the efficient implementations of paral-
lel GAs on GPUs share the common principles of kernel optimization: (1) exposing sufficient 
parallelism, (2) optimizing memory access, and (3) optimizing instruction execution. CUDA 
platform exposes GPU architectural features directly to programmers that enables us having 
more control over the massively GPU threads in order to fully exploit the computing power 
of GPUs.

Most research works on parallel GAs on GPU are published around 2013 on the earlier gen-
erations of GPU architecture. Since then, several generations of Tesla architectures for high-
performance computation are released. The latest versions are Tesla V100 and P100. It would 
be a very promising research area to probe all these parallel models on the latest generations 
of GPU architectures to find out how can we accelerate parallel GAs on them.

The research on hybridizing island and cellular model on GPU clusters would be a very 
promising area that enables us to tackle hyper-scale computing applications. The hybrid 
model have both merits of island and cellular models: keeping the diversity of solutions 
among islands and empowering the ability of local search onto the global and stochastic 
search within each island. It is worthy to try this model for neuroevolution in deep learning 
applications. Now neuroevolution is making a comeback, and GPU-accelerated parallel GAs 
will make this happen certainly.
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Abstract

Digital twin technology is considered to be the core technology of realizing Cyber-
Physical System (CPS). It is the simulation technology that integrates multidisciplinary, 
multiphysical quantity, multiscale and multi probability by making full use of physical 
model, sensor update, operation history and other data. It is the mapping technology for 
the whole lifecycle process of physical equipment in virtual space. It is the basic technol-
ogy of Industrial 4.0. This chapter mainly introduces: (1) the generation of digital twin 
technology; (2) the definition and characteristics of digital twin technology; (3) the rela-
tionship between digital twin and digital thread; (4) the implementation of the product 
digital twin model; and (5) the research progress and application of digital twin research.

Keywords: digital twin, digital twin models, digital twin workshops, digital 
twin applications, Cyber-Physical System (CPS), virtual reality fusion, intelligent 
manufacturing, products lifecycle management, modeling and simulation

1. The generation of digital twin technology

The use of the “twin/twins” concept in the manufacturing can be traced back to NASA’s 
Apollo program [1]. In the project, NASA needs to make two identical spacecraft. The aircraft 
left on earth is called a twin and is used to reflect the status/condition of the space vehicle in 
action. During the flight preparation, the space vehicle known as the twins is widely used in 
training. During the mission, the twins were used to simulate the space model on the ground, 
and it can accurately reflect and predict the status of the space vehicle in operation as much as 
possible, so as to assist the astronauts in orbit to make the most correct decision in emergen-
cies. From this perspective, it can be seen that the twins are actually a prototype or model 
that reflects the real operation situation in real time through simulation. It has two significant 
characteristics: (1) the twins with the objects to be reflected are almost exactly the same as the 
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appearance (the geometry and size of the product), content (the structure of the product and 
its macro- and microphysical properties) and properties (the function and performance of the 
product); and (2) it allows you to mirror/reflect real operation/state by means of simulation, 
etc. It needs to be pointed out that the twin at this time is still physical.

In 2003, professor Michael Grieves proposed the concept of virtual digital representations 
equivalent to physical products in a product lifecycle management (PLM) course at the 
University of Michigan and gives it a definition: which is a digital copy of one or a set of specific 
devices that can abstractly represent a real device and can be used as a basis for testing under 
real or simulated conditions [2]. The concept stems from the expectation of a clearer expres-
sion of the information and data of the device, hoping to put all the information together for a 
higher level of analysis. Although this concept was not called at the time as digital twin model 
(from 2003 to 2005, known as the “mirrored spaced model” [3], and during 2006–2010, known 
as “information mirror model” [4]), but its conceptual model had all the elements of the digital 
twin model, namely the physical space and virtual space and the relation or interface between 
them, therefore, it was regarded as the embryonic form of digital twin.

In 2006, the US National Science Foundation (NSF) first proposed the concept of the infor-
mation physics system Cyber-Physical Systems (CPS), and could also be translated into a 
network entity system, or an information physical integration system [5]. The information 
physics system is defined as a network composed of physical input and output and interac-
tive components. It is neither different from the independent equipment that is not connected 
to the network, nor it is different from the pure network without physical input and output.

In 2011, professor Michael Grieves, in his book “Virtually perfect: driving innovative and lean 
products through product lifecycle management” [6], cited the conceptual model of the noun 
digital twin model (digital twin), which is described by his co-author John Vickers, and it is 
still in use today. Its conceptual model is shown in Figure 1, including three main parts: (1) 
real space entity products; (2) virtual space virtual products; and (3) data and information 
interface between real space and virtual space.

This conceptual model greatly expands the “twins” in the Apollo program: (1) it digitizes 
the twin model and use digital expression to build a virtual product with the same content 
and nature as the product entity in appearance; (2) it introduces virtual space and establishes 
the association between virtual space and real space, so that data and information can be 

Figure 1. Conceptual model of digital twin.
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exchanged between each other; (3) it visually reflects the concept of integrating the real with 
the imaginary, and controlling the real with the imaginary; and (4) extension of the concept 
and extension, in addition to products, factory, workshop, production lines, manufacturing 
resources (work position, equipment, personnel, materials, etc.), in the virtual space corre-
sponding digital twin model can be set up.

However, it did not attract much attention from scholars when the concept and model were 
proposed in 2003. The main reasons are: (1) there were limited technical means to collect 
product-related information in the production process at that time, most of which were based 
on manual methods and paper documents; in particular, it is difficult to realize the on-line 
real-time collection of production data; (2) the digital description of physical products is not 
yet mature, and relevant software and hardware cannot support the precise definition and 
description of related properties and behaviors of physical products in virtual space; and (3) 
at that time, it was difficult to realize real-time processing of big data with computer perfor-
mance and algorithm, and mobile communication technology was not mature enough, and 
real-time data transmission between virtual and real data was difficult to achieve.

After 2011, the digital twin ushered in a new development opportunity. The digital twin was 
proposed and further developed by the US Air Force Research Laboratory in 2011; the aim is to 
solve the maintenance and life prediction of aircraft in the future complex service environment 
[7]. In 2025, they plan to deliver a new type of space vehicle and digital model that corresponds 
to the physical product. The digital twin has super realism in two aspects: (1) it includes all 
geometric data, such as machining error and (2) includes all material data, such as material 
microstructure data. In 2012, the US Air Force Research Laboratory proposed the concept of 
Airframe Digital Twin” as the hyper-realistic model of the airframe being manufactured and 
maintained. The Airframe Digital Twin can be used to simulate and judge whether the air-
frame meets the task condition. It is an integrated model composed of many sub-models [8].

The Airframe Digital Twin is a consistent model and computational model of a single air-
frame in the whole product lifecycle. It is associated with the materials, manufacturing speci-
fications and processes used to manufacture and maintain aircraft. It is also a sub-model of 
aircraft digital twin, which is an integrated model including electronic system model, flight 
control system model, propulsion system model and other subsystem models. At this time, 
digital twin enters the initial planning and implementation stage from the conceptual model 
stage, and its connotation and nature are further described and studied.

Specifically, (1) it highlights the hierarchical and integrated nature of digital twin, for exam-
ple, the aircraft digital twin, the airframe digital twin, airframe structure model, material state 
evolution model and so on, and is beneficial to the gradual implementation and final realiza-
tion of digital twin; (2) it highlights the hyperrealism of digital twin, including geometric 
model, physical model, material evolution model, etc.; (3) it highlights the universality of 
digital twin, that is, it includes the whole product life cycle and extends from the design stage 
to the subsequent product manufacturing stage and product service stage; (4) it highlights 
the consistency of digital twin in the whole life cycle of products, which reflects the idea of a 
single data source; and (5) it highlights the computability of digital twin, and the real state of 
corresponding product entity can be reflected in real time through simulation and analysis.
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In 2012, in the face of future aircraft light quality, high load and the demand of the longer ser-
vice time under more extreme environment, NASA and the US Air Force Research Laboratory 
in cooperation put forward the common digital twin example of future aircraft. For aircraft, 
flight systems or launch vehicles, they define digital twin as an integrated multi-physical, 
multi-scale, probabilistic simulation model for aircraft or system, which uses the best avail-
able physical models, updated sensor data, and historical data to reflect the state of the flying 
entity corresponding to the model [9]. In the same year, digital twin were formally introduced 
into the public view in the roadmap of modeling, simulation, information technology and 
processing released by NASA [10]. The definition can be considered as a periodic summary of 
previous research by the US Air Force Research Laboratory and NASA, especially it empha-
sizes the integration, multiphysical, multiscale, probabilistic characteristics of digital twin, 
and its main function is to be able to reflect the state of corresponding flight products in real 
time (continuing the function of the twins of the early Apollo project); the data used includes 
the current best available product physical models, updated sensor data, and historical data 
for product groups.

In 2013, Germany proposed the “Industry 4.0,” whose core technology is Cyber-Physical 
System (CPS). CPS is a multidimensional complex system which is integrated with comput-
ing, communication, control, network and the physical environment [11]. Based on the big 
data network and mass computing and through the organic integration and deep cooperation 
of 3C (computing, communication, control) technology, the real-time perception, dynamic 
control and information service of large-scale engineering systems can be realized. CPS from 
physical space, environment, activities, large data collection, storage, modeling, analysis, 
mining, evaluation, prediction, optimization and coordination combine with design of the 
object, testing, and performance characterization to realize the depth fusion of network space 
(cyberspace) and physical space, real-time interaction and mutual coupling and update on 
each other; Furthermore, it promotes the comprehensive intelligence of industrial assets 
through self-perception, self-memory, self-cognition, self-decision-making, self-reconstruc-
tion and intelligent support. CPS connects people, machines and things. The virtual and real 
bidirectional dynamic connection in CPS connotation has two steps: (1) virtual entity such as 
the design of a product is simulated first and then manufactured and (2) entity virtualization. 
In the process of manufacturing, using and running, entities reflect their status to the virtual 
end and conduct monitoring, judgment, analysis, prediction and optimization through the 
virtual mode.

By constructing a closed loop channel for data interaction between information space and 
physical space, CPS can realize the interaction between information virtual model and physi-
cal entity. The emergence of digital twin provides a clear idea, method and implementation 
way for CPS. On the basis of the physical entity modeling the static model, through the real-
time data acquisition, data integration and monitoring, dynamic tracking of physical entity 
working status and progress measurement result (such as acquisition, traceability informa-
tion, etc.), the physical entities in the physical space are reconstructed in the information 
space, forming digital twin with the ability of perception analysis and decision execution. 
Therefore, from this perspective, digital twin is the core technology of CPS.

Industry 4.0 - Impact on Intelligent Logistics and Manufacturing98

In 2014, Professor Michael Grieves elaborated digital twin in detail in his white paper “Digital 
Twin: Manufacturing Excellence through Virtual Factory Replication” [2]. In the same year, 
the U.S. defense department, PTC, Siemens and Assaults accepted the term “digital twin” and 
began to use it in marketing campaigns. It needs to be pointed out that they all use “digital 
twin” instead of “digital twins”.

In 2015, General Electric Company planned to implement real-time monitoring, timely inspec-
tion and predictive maintenance of engines based on digital hygiene and through its own 
cloud service platform—Predix, using advanced technologies such as big data and Internet 
of Things [12]. In Made in China 2025, CPS is considered to be an integrated technical system 
that supports the deep integration of industrialization and informatization, and is an impor-
tant starting point for promoting the integration of manufacturing and Internet.

In 2017, in order to realize the interactive fusion of the physical world and the informa-
tion world of the manufacturing workshop, Tao Fei puts forward the realization mode of 
the digital twin workshop, and made clear its system composition, operation mechanism, 
characteristics and key technology, which provided the theory and method reference for 
the realization of the information physical system of the manufacturing workshop [13]. For 
two consecutive years (2016 and 2017), Gartner, the world’s most authoritative IT research 
and consulting firm, listed digital twin as one of the top 10 strategic technology trends 
of the year. The world’s largest weapons manufacturer Lockheed Martin in November 
2017 ranked digital twin as the top of the six leading technology in the future defense and 
aerospace industries. In December 2017, the China Association for Science and Technology 
(CAST) Intelligent Manufacturing Academic Union (CIMA) listed digital twin as one of 
the top 10 technological advances in intelligent manufacturing at the World Intelligent 
Manufacturing Conference [14].

It can be seen that the digital twins have developed rapidly in both theoretical and application 
levels in recent years. At the same time, the application range has gradually shifted from the 
product design stage to the product manufacturing stage and operation and service stage, 
which has attracted wide attention of scholars and enterprises. The main reasons are the fol-
lowing aspects:

1. the rise and wide application of model digital expression technology such as model light-
weight, MBD, physics-based modeling, etc., makes it possible to accurately describe physi-
cal products at various stages of the product life cycle using digital methods; and

2. the rapid popularization and application of the new generation of information and com-
munication technologies such as large data, Internet of Things, mobile Internet, cloud com-
puting, and the rapid development of computer science and technology such as large-scale 
computing, high-performance computing, distributed computing, as well as the emergence 
of intelligent optimization algorithms, such as machine learning and deep learning, make 
products reliable with real-time dynamic data collection and predict possible, such as fast 
transmission, storage, analysis and decision, and provide important technical support for 
real-time correlation and interaction between virtual space and physical space.
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2. The definition and characteristics of digital twin technology

From the perspective of the origin and current development of digital twin, its applications 
mainly focus on product design and operation and maintenance stages, but with the rapid 
spread and application of new generation of information and communication technology 
such as big data, Internet of Things, mobile Internet, and cloud computing, digital twin have 
gone beyond the traditional product design and operation phases. To make it easier to under-
stand the digital twin, this section gives a definition of the digital twin technology.

2.1. Definition of digital twin and digital twin model

Digital twin refers to the processes and methods for describing and modeling the character-
istics, behavior, formation process, and performance of physical objects using digital technol-
ogy, and can also be referred to as digital twin technology. The digital twin model refers to 
a virtual model that completely corresponds to and is consistent with the physical entities in 
the real world, and can simulate its behavior and performances in a real-time environment 
in real time. It can be said that digital twin is techniques, processes, and methods, and that 
digital twin models are objects, models, and data. Digital twin technology is not only using 
human theory and knowledge to build virtual models but also can use virtual model simula-
tion technology to explore and predict the unknown world, to find better ways and means, 
and constantly inspire human innovative thinking. The pursuit of optimization and progress, 
therefore, in digital twin technology provides new ideas and tools for current manufacturing 
innovation and development.

In the future, there will be a digital twin model in the virtual space that is exactly the same 
as the entity in the physical space. For example, the physical factory has a corresponding fac-
tory digital twin model in the virtual space, and the physical workshop has a corresponding 
workshop digital twin model in the virtual space. Physical production lines in the virtual 
space have corresponding production line digital twin model and so on.

Digital twin is the foundation of the intelligent manufacturing system. The most important 
enlightening significance of digital twin is that it realizes the feedback from the physical sys-
tem to the digital model of cyberspace [15].

This is a feat of reverse thinking in the industrial field. People try to plug everything that 
happens in the physical world back into digital space. Only full life tracking with loop feed-
back is the true full lifecycle concept. In this way, the digital and physical world can be truly 
harmonized throughout the entire lifecycle. Various types of simulation, analysis, data accu-
mulation, and mining based on digital models, and even the application of artificial intel-
ligence, can ensure its applicability to real-world physical systems. This is the significance 
of digital twin to intelligent manufacturing. The intelligence of an intelligent system must 
be first perceived, modeled, and then analyzed. Without digital twin’ accurate modeling of a 
real production system, the so-called intelligent manufacturing system is passive water and 
cannot be implemented.
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2.2. Definition of product digital twin model

Considering the evolution process and related explanations of the existing product digital 
twin model, the author gives the definition of the product digital twin model: the prod-
uct digital twin model refers to the full-element reconstruction and digitized mapping 
of the physical entity’s working state and work progress in the information space, and 
is an integrated multiphysics, multiscale, hyperrealistic, dynamic probability simulation 
model that can be used for simulating, monitoring, diagnosing, predicting, and controlling 
the formation process, state, and behavior of physical entities in the real world. Product 
digital twin model generated by the product model based on the product design stage, 
and during the next product manufacturing and service stage, with the product data and 
information interaction between physical entities, constantly improves their integrity and 
accuracy, finishing a complete and accurate description of product physical entity. Some 
scholars have also interpreted the digital twin model as digital mirror, digital mapping, 
digital twins, etc.

It can be seen from the definition of the product digital twin model that: (1) the product 
digital twin model is a simulation model in which product physical entities are integrated 
in the information space, a digital file of the entire lifecycle of product physical entities, 
and the integrated management of the product lifecycle data and full value chain data; (2) 
the product digital twin model is perfected by continuous data and information interaction 
with the physical entity of the product; (3) the final representation of the product digital 
twin models is a complete and accurate digital description of the physical entity of the 
product; and (4) product digital twin model can be used to simulate, monitor, diagnose, 
predict, and control the formation process and status of physical entities in a physical 
environment.

The product digital twin model is far beyond the category of digital prototype (or virtual 
prototype) and digital product definition. The product digital twin model includes not 
only the description of the product geometry, function and performance, but also the 
description of the formation process and state of the whole life cycle, such as product 
manufacturing or maintenance process. Digital prototype, also called virtual prototype, is 
a digital description of a mechanical product or a subsystem with independent functions. 
It not only reflects the geometric properties of the product object, but also reflects the 
function and performance of the product object in at least one domain. Digital prototype 
is formed in the stage of product design and can be applied to the whole lifecycle of 
products, including engineering design, manufacturing, assembly, inspection, sales, use, 
after-sale, recovery and other links. The definition of digital product refers to the activi-
ties of digitizing the function, performance and physical properties of mechanical prod-
ucts. From the connotation of digital prototype (or virtual prototype) and digital product 
definition, they mainly focus on the description of the product geometry, function and 
performance in the product design stage, and does not involve the description of the 
formation process and state of other full life cycle stages such as product manufacturing 
or maintenance process.
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2. The definition and characteristics of digital twin technology
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2.3. Basic features of the product digital twin model

The product digital twin model has many characteristics including: virtuality, uniqueness, 
multiphysical, multiscale, hierarchical, integrated, dynamic, super-realistic, computability, 
probability and multidisciplinary.

1. Virtuality: the product digital twin model is a physical product in digital mapping model, 
information space is a virtual model, belonging to the information space (or virtual space) 
and does not belong to the physical space.

2. Uniqueness: a physical product corresponds to a product digital twin model.

3. Multiphysical: the product digital twin model is based on the physical properties of physical 
product digital mapping model; It is not only necessary to describe the geometric properties 
of the physical product (such as shape, size, tolerance, etc.), but also to describe the various 
physical properties of the physical product, including structural dynamics models, thermo-
dynamic models, stress analysis models, fatigue damage models, and material properties of 
product composition materials (such as stiffness, strength, hardness, and fatigue strength).

4. Multiscale: the product digital twin model not only describes the macroscopic properties of 
the physical product, such as geometric dimensions, but also the microscopic properties of the 
physical product, such as the microstructure of the material, the surface roughness and so on.

5. Hierarchical: the different components, parts, etc. that make up the final product can 
all have their corresponding digital twin models. For example, the aircraft digital twin 
model includes the rack digital twin model, the flight control system digital twin model, 
the propulsion control system digital twin model, etc., which is conducive to hierarchi-
cal and detailed management of product data and product models, and the progressive 
realization of the product digital twin model.

6. Integrated: the product digital twin model is a multiscale and multilevel integrated model of 
multiple physical structure models, geometric models, and material models, which is condu-
cive to the rapid simulation and analysis of the product’s structural and mechanical properties.

7. Dynamic: the product digital twin model will constantly change and improve through 
the continuous interaction with the product entity during various stages of the whole 
lifecycle; for example, product manufacturing data (such as test data, the progress data) 
will be reflected in the digital twin model of the virtual space, and at the same time, based 
on the digital twin model, can realize the real-time, dynamic and visual monitoring of the 
manufacturing state and process of the product.

8. Super-realistic: the product digital twin model and the physical product are basically 
identical in appearance, content, and nature, with high degree of actuality, and can accu-
rately reflect the real state of the physical product.

9. Computability: based on the product digital twin model, simulations, calculations and 
analysis can be used to simulate and reflect the status and behavior of the corresponding 
physical product in real time.

10. Probability: the product digital twin model allows computation and simulation using 
probabilistic statistics.
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11. Multidisciplinary: the product digital twin model involves the intersection and fusion 
of multiple disciplines such as computational science, information science, mechanical 
engineering, electronic science, physics, etc., and has multidiscipline.

3. Relationship between digital twin and digital thread

Digital thread was first proposed by Lockheed Martin of the United States. In the production 
of F-35, they directly input MBD data into computer numerical control machine tools to pro-
cess components, or complete the laying of composite materials through the programming 
system, and called this new working mode “digital thread.” The “digital thread” saves 6000 
sets of tooling for the three configurations of the F-35. It also eliminates the time required for 
the management of these tooling and the configuration of the parts, as well as the time it takes 
to distribute the tooling and load it onto the machine.

The US Department of Defense uses digital thread as the most important basic technology 
for digital manufacturing. Boeing has already been pushing forward the digital mainline 
technology of single data source product to interact. The National Center for Manufacturing 
Sciences NCMS (the National Center for Manufacturing Sciences) has confirmed that digital 
manufacturing as “one of America’s largest and most potential competitive assets” and as 
a key strategy for the future. The digital main line, as its name suggests, is the main theme 
of digital manufacturing undoubtedly. The Industrial Internet Alliance does not hesitate 
to use the digital thread as key technology that the Industrial Internet Alliance needs to 
focus on. It is no exaggeration to say that the digital thread is the key to the revitalization 
of the US manufacturing industry. The digital thread is a strong connection between OEMs 
(manufacturers), operation and maintenance service providers, suppliers and end users. 
The background generated by the digital thread is based on the “model-centered,” and the 
model here is provided with complete information rich, established in accordance with 
uniform open standards, norms and semantics of digital model, and it can be read steadily 
and unambiguously by the machine (or system). On this basis, the digital thread integrates 
and drives the modern product design, manufacture and guarantee process, allowing the 
models of each link to timely synchronize and communicate the key data bidirectionally. 
The principle is shown in Figure 2. It can be seen in the design and production process 
that the parameter simulation model is transmitted to the product definition of full three-
dimensional geometric model and digital line processing into the real physical product, 
and then reflected in the product definition model by online digital detection/measurement 
system. Then, it is fed back to the simulation analysis model to realize a two-way data 
transmission process. The core of the digital line is how to build a collaborative environ-
ment that covers the entire process of product development, so that the unified model can 
realize bidirectional flow, reuse, and continuous enrichment of data during all phases of 
product development.

The “Industry 4.0” terminology team defines digital thread as: digital data stream of product 
design, manufacturing, and assurance, which is constructed with advanced modeling and 
simulation tools and cover the whole life cycle and value chain of product, and are integrated 
and driven by a unified model from all aspects of basic materials, design, process, manufac-
turing, and use and maintenance.
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2.3. Basic features of the product digital twin model
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7. Dynamic: the product digital twin model will constantly change and improve through 
the continuous interaction with the product entity during various stages of the whole 
lifecycle; for example, product manufacturing data (such as test data, the progress data) 
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on the digital twin model, can realize the real-time, dynamic and visual monitoring of the 
manufacturing state and process of the product.

8. Super-realistic: the product digital twin model and the physical product are basically 
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9. Computability: based on the product digital twin model, simulations, calculations and 
analysis can be used to simulate and reflect the status and behavior of the corresponding 
physical product in real time.

10. Probability: the product digital twin model allows computation and simulation using 
probabilistic statistics.
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uniform open standards, norms and semantics of digital model, and it can be read steadily 
and unambiguously by the machine (or system). On this basis, the digital thread integrates 
and drives the modern product design, manufacture and guarantee process, allowing the 
models of each link to timely synchronize and communicate the key data bidirectionally. 
The principle is shown in Figure 2. It can be seen in the design and production process 
that the parameter simulation model is transmitted to the product definition of full three-
dimensional geometric model and digital line processing into the real physical product, 
and then reflected in the product definition model by online digital detection/measurement 
system. Then, it is fed back to the simulation analysis model to realize a two-way data 
transmission process. The core of the digital line is how to build a collaborative environ-
ment that covers the entire process of product development, so that the unified model can 
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It can be found that digital twin is a concept that is related to and differentiated from digital 
thread. Digital twin is a digital representation of a physical product, so that we can see on 
this digital product what the actual physical product may be and related technology that 
includes augmented reality and virtual reality. Digital thread in the process of design and 
production, the parameters of the simulation analysis model can be passed to the product’s 
full three-dimensional geometric model, and then transmitted to the digital production line to 
be processed into a real physical product, and then reflected in the product definition model 
through the online digital detection/measurement system, and it is fed back to the simulation 
analysis model, so that the current and future functions and performance of the dynamic and 
real-time evaluation system can be realized.

In short, digital thread runs through the entire product lifecycle, especially from the seamless 
integration of product design, production and operation, while digital twin, more like the con-
cept of intelligent products, emphasizes feedback from product operation and maintenance 
to product design. It is the digital shadow of physical products. Through integration with 
external sensors, it reflects all the characteristics of objects from micro to macro and shows 
the evolution process of product life cycle. Of course, not only products but also production 
systems (production equipment and production lines) and systems in use and maintenance 
should be built as needed.

4. Implementation of digital twin technology

4.1. Product design stage

Product digital twin is a hyperrealistic dynamic model of physical products in virtual space. 
In order to achieve product digital twin, we must first have a natural (easy to understand), 
accurate, efficient digital expression method of data definition and transmission. The method 
supports all stages of product life cycle, including product design, process design, process-
ing, assembly, use and maintenance. The model-based definition (MBD) technology that has 
emerged in recent years is an effective way to solve this problem, and therefore it has become 

Figure 2. Principle of digital thread.
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one of the important means for achieving product digital twin. MBD refers to a digital definition 
method that attaches all relevant product design definitions, process descriptions, attributes, 
and management information to the product’s three-dimensional model. MBD technology 
enables product definition data to drive all aspects of the entire manufacturing process, fully 
modeling the concept of parallel collaborative design of products and the idea of a single data 
source, which is also one of the essence of digital twin. The product definition model mainly 
includes two kinds of data: one is geometric information, that is, the product design model; and 
the other is nongeometric information, stored in the specification tree, and the PDM software 
supporting the 3D design software which is responsible for storing and managing the data [16].

Secondly, after the product definition based on the 3D model is realized, the process design, 
tooling design, production manufacturing process and even product function testing and 
verification process simulation and optimization need to be performed based on the model. 
In order to ensure the accuracy of simulation and optimization results, at least the following 
three points must be guaranteed:

1. High accuracy and hyperrealism of product virtual model: product modeling not only 
needs to pay attention to geometric feature information (shape, size and tolerance) but 
also the physical properties of the product model (such as stress analysis model, dynamic 
model, and thermodynamics model, and material stiffness, plasticity, flexibility, elasticity, 
fatigues strength, etc.). Through the use of artificial intelligence, machine learning and 
other methods, based on the historical data of similar product groups to achieve continu-
ous optimization of existing models, the product virtual model is closer to the functions 
and characteristics of real-world physical products.

2. Accuracy and instantaneity of simulation: advanced simulation platform and simulation 
software can be used, such as commercial simulation software Ansys, Abaqus, etc.

3. Model light-weighting: model light-weighting is the key technology for achieving digital 
twin. First of all, the lightweight technology of the model greatly reduces the storage size 
of the model, so that the geometric information, feature information and attribute informa-
tion needed for product process design and simulation can be directly extracted from the 
3D model without any unnecessary redundant information. Second, the lightweight model 
makes it possible to visualize product simulations, simulate complex systems, simulate 
production lines, and simulate products based on instant data. Finally, the lightweight 
model reduces the time, cost, and speed of information transfer between systems, facili-
tates end-to-end integration of value chains, information sharing between upstream and 
downstream companies in supplies chains, business process integration, and collaborative 
product design and development.

4.2. Production stage

The evolution and improvement of product digital twin is through constant interaction with 
product entities. In the manufacturing phase, the physical real world delivers production test 
data (such as test data, schedule data, and logistics data) to virtual products in the virtual world 
and displays them instantly. Product’s model-based production test data monitoring and 
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one of the important means for achieving product digital twin. MBD refers to a digital definition 
method that attaches all relevant product design definitions, process descriptions, attributes, 
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enables product definition data to drive all aspects of the entire manufacturing process, fully 
modeling the concept of parallel collaborative design of products and the idea of a single data 
source, which is also one of the essence of digital twin. The product definition model mainly 
includes two kinds of data: one is geometric information, that is, the product design model; and 
the other is nongeometric information, stored in the specification tree, and the PDM software 
supporting the 3D design software which is responsible for storing and managing the data [16].

Secondly, after the product definition based on the 3D model is realized, the process design, 
tooling design, production manufacturing process and even product function testing and 
verification process simulation and optimization need to be performed based on the model. 
In order to ensure the accuracy of simulation and optimization results, at least the following 
three points must be guaranteed:

1. High accuracy and hyperrealism of product virtual model: product modeling not only 
needs to pay attention to geometric feature information (shape, size and tolerance) but 
also the physical properties of the product model (such as stress analysis model, dynamic 
model, and thermodynamics model, and material stiffness, plasticity, flexibility, elasticity, 
fatigues strength, etc.). Through the use of artificial intelligence, machine learning and 
other methods, based on the historical data of similar product groups to achieve continu-
ous optimization of existing models, the product virtual model is closer to the functions 
and characteristics of real-world physical products.

2. Accuracy and instantaneity of simulation: advanced simulation platform and simulation 
software can be used, such as commercial simulation software Ansys, Abaqus, etc.

3. Model light-weighting: model light-weighting is the key technology for achieving digital 
twin. First of all, the lightweight technology of the model greatly reduces the storage size 
of the model, so that the geometric information, feature information and attribute informa-
tion needed for product process design and simulation can be directly extracted from the 
3D model without any unnecessary redundant information. Second, the lightweight model 
makes it possible to visualize product simulations, simulate complex systems, simulate 
production lines, and simulate products based on instant data. Finally, the lightweight 
model reduces the time, cost, and speed of information transfer between systems, facili-
tates end-to-end integration of value chains, information sharing between upstream and 
downstream companies in supplies chains, business process integration, and collaborative 
product design and development.

4.2. Production stage

The evolution and improvement of product digital twin is through constant interaction with 
product entities. In the manufacturing phase, the physical real world delivers production test 
data (such as test data, schedule data, and logistics data) to virtual products in the virtual world 
and displays them instantly. Product’s model-based production test data monitoring and 
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production process monitoring are realized (including the comparison of the design value and 
the measured value, the comparison of the actual used material characteristics with the design 
material characteristics, the comparison of the planned completion schedule and the actual 
completion schedule, etc.). In addition, based on the production of measured data, through the 
intelligent forecasting and analysis of logistics and schedules, we can realize the prediction and 
analysis of quality, manufacturing resources, and production schedules. At the same time, the 
intelligent decision module formulates a corresponding solution to the entity product based on 
the results of the prediction and analysis, so as to achieve dynamic control and optimization of 
the entity product, and achieve the purpose of virtual integration and virtual control.

Therefore, how to achieve real-time accurate multisource heterogeneous data collection, 
effective information extraction, and reliable transmission in a complex and dynamic physi-
cal space are prerequisites for achieving digital twin. In recent years, the rapid development 
of technologies, such as Internet of Things, sensor networks, industrial Internet, and seman-
tic analysis and identification, has provided a practical and feasible solution. In addition, 
artificial intelligence, machine learning, and data are used to demonstrate the role of digital 
twin in product data integration demonstration, product production progress monitoring, 
product quality monitoring, intelligent analysis and decision-making (such as product qual-
ity analysis and forecasting, dynamic scheduling and optimization). The rapid development 
of technology such as mining and high-performance computing has provided important tech-
nical support for this purpose. Since the assembly line is the carrier for product assembly, the 
architecture also considers digital hygienic production and assembly line digital twin. The 
framework mainly includes three parts:

1. Real-time collection of dynamic data in physical space: the dynamic data generated dur-
ing the assembly process of the product can be divided into production personnel data, 
instrument and equipment data, tooling tool data, production logistics data, production 
progress data, production quality data, and actual work hour data. There are eight catego-
ries of data for reverse problems. First of all, for the manufacturing resources (production 
personnel, equipment, tooling, materials, AGV, pallets), combined with the characteristics 
and needs of the production site, the use of barcode technology, RFID, sensors and other 
Internet of Things technology, manufacturing resource information identification, the 
manufacturing process awareness information collection point is designed and a manu-
facturing object connection network is constructed in the production workshop to real-
ize the real-time perception of manufacturing resources. The production personnel data, 
instrument and equipment data, tooling data, production logistics data and other manu-
facturing resources-related data are classified as real-time sensing data; the production 
progress data, actual work hour data, production quality data, and reverse problem data 
are classified as process data. Real-time sensing data collection will promote the produc-
tion of process data. In addition, for the abovementioned large number of multisource, 
heterogeneous production data, on the basis of predefined manufacturing information 
processing and extraction rules, the multisource manufacturing information relationship 
is defined, data identification and cleaning are performed, and data is finally standardized 
and packaged and formed a unified data service and published it externally.
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2. The digital twin evolution of virtual space: by using the unified data service to drive the 
three-dimensional virtual model of assembly line and the three-dimensional model of 
product, the product digital twin instances and the assembly line digital twin instances 
are generated and updated continuously. Assembling line digital twin and product digital 
twin instances are associated with real-world assembly lines and physical products, and 
the data exchange between each other is achieved through a unified database in virtual 
space.

3. Status monitoring and process optimization feedback control based on digital twin: real-time 
monitoring, correction and optimization of product production process, assembly line and 
assembly station through historical data of assembly line, excavation of product history data, 
and assembly process evaluation technology through the comparison of real-time data and 
design data and planning data, the comparison of product technology status and quality char-
acteristics, real-time monitoring, quality forecasting and analysis, advance warning, and pro-
duction scheduling optimization are realized, so as to achieve closed loop feedback of product 
production process and bidirectional connection between control and virtual reality. Specific 
functions include real-time monitoring of product quality, product quality analysis and opti-
mization, real-time monitoring of production lines, real-time monitoring of manufacturing 
resources, optimization of production scheduling, and optimization of material distribution.

4.3. Product service stage

During the product service (product use and maintenance) stage, the status of the product 
still needs to be tracked and monitored in real time, including the physical space location, 
external environment, quality status, usage status, technology, and functional status of the 
product. The actual status, real-time data, use and maintenance of recorded data predict and 
analyze the health, life, function and performance of the product, and provide early warning 
of product quality issues. At the same time, when the product fails and has quality prob-
lems, it can realize rapid positioning of product physical location, fault and quality problem 
records, parts replacement, product maintenance, product upgrade and even scrapping and 
decommissioning.

On the one hand, in the physical space, using the Internet of Things, sensor technology, mobile 
Internet technology, the measured data related to physical products (the latest sensor data, 
location data, external environment sensing data, etc.), product usage data and maintenance 
data are mapped to the product digital twin in the virtual space.

On the other hand, in the virtual space, the model visualization technology is used to realize 
the real-time monitoring of the physical product usage process; combining with historical 
data, historical maintenance data and related historical data of the same type of products, the 
continuous optimization of product model, structure analysis model, thermodynamic model, 
product failure and life prediction and analysis model is realized by using machine learning 
data mining methods and optimization algorithms; it makes the product digital twinning 
and prediction analysis model more accurate, and the simulation prediction results more in 
line with the actual situation. For physical products that have experienced faults and quality 
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production process monitoring are realized (including the comparison of the design value and 
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the results of the prediction and analysis, so as to achieve dynamic control and optimization of 
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nical support for this purpose. Since the assembly line is the carrier for product assembly, the 
architecture also considers digital hygienic production and assembly line digital twin. The 
framework mainly includes three parts:

1. Real-time collection of dynamic data in physical space: the dynamic data generated dur-
ing the assembly process of the product can be divided into production personnel data, 
instrument and equipment data, tooling tool data, production logistics data, production 
progress data, production quality data, and actual work hour data. There are eight catego-
ries of data for reverse problems. First of all, for the manufacturing resources (production 
personnel, equipment, tooling, materials, AGV, pallets), combined with the characteristics 
and needs of the production site, the use of barcode technology, RFID, sensors and other 
Internet of Things technology, manufacturing resource information identification, the 
manufacturing process awareness information collection point is designed and a manu-
facturing object connection network is constructed in the production workshop to real-
ize the real-time perception of manufacturing resources. The production personnel data, 
instrument and equipment data, tooling data, production logistics data and other manu-
facturing resources-related data are classified as real-time sensing data; the production 
progress data, actual work hour data, production quality data, and reverse problem data 
are classified as process data. Real-time sensing data collection will promote the produc-
tion of process data. In addition, for the abovementioned large number of multisource, 
heterogeneous production data, on the basis of predefined manufacturing information 
processing and extraction rules, the multisource manufacturing information relationship 
is defined, data identification and cleaning are performed, and data is finally standardized 
and packaged and formed a unified data service and published it externally.
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2. The digital twin evolution of virtual space: by using the unified data service to drive the 
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product, the product digital twin instances and the assembly line digital twin instances 
are generated and updated continuously. Assembling line digital twin and product digital 
twin instances are associated with real-world assembly lines and physical products, and 
the data exchange between each other is achieved through a unified database in virtual 
space.

3. Status monitoring and process optimization feedback control based on digital twin: real-time 
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assembly station through historical data of assembly line, excavation of product history data, 
and assembly process evaluation technology through the comparison of real-time data and 
design data and planning data, the comparison of product technology status and quality char-
acteristics, real-time monitoring, quality forecasting and analysis, advance warning, and pro-
duction scheduling optimization are realized, so as to achieve closed loop feedback of product 
production process and bidirectional connection between control and virtual reality. Specific 
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product. The actual status, real-time data, use and maintenance of recorded data predict and 
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of product quality issues. At the same time, when the product fails and has quality prob-
lems, it can realize rapid positioning of product physical location, fault and quality problem 
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On the one hand, in the physical space, using the Internet of Things, sensor technology, mobile 
Internet technology, the measured data related to physical products (the latest sensor data, 
location data, external environment sensing data, etc.), product usage data and maintenance 
data are mapped to the product digital twin in the virtual space.

On the other hand, in the virtual space, the model visualization technology is used to realize 
the real-time monitoring of the physical product usage process; combining with historical 
data, historical maintenance data and related historical data of the same type of products, the 
continuous optimization of product model, structure analysis model, thermodynamic model, 
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data mining methods and optimization algorithms; it makes the product digital twinning 
and prediction analysis model more accurate, and the simulation prediction results more in 
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problems, traceability and simulation techniques are used to quickly locate quality problems, 
cause analysis, solution generation, and feasibility verification. Finally, the final results gener-
ated are fed back to the physical space to guide the product quality troubleshooting and trac-
ing. Similar to the product manufacturing process, the implementation framework of digital 
twin in the process of product service mainly includes three parts: data collection in physical 
space, digital twin evolution in virtual space, and state monitoring and optimization control 
based on digital twin.

5. Research progress and application of digital twin technology

5.1. Research progress on digital twin

The concept of digital twin was first proposed by professor Grieve in 2003 at the University 
of Michigan’s product lifecycle management course and was defined as a three-dimensional 
model including physical products and virtual products and the connection between the two. 
However, due to technical and cognitive limitations at that time, the concept of digital twin 
was not taken seriously. It was not until 2011 that the US Air Force Research Laboratory and 
NASA jointly proposed the construction of a digital twin for future aircrafts, and defined digi-
tal twin as a highly integrated multiphysical field, multiscale and multiprobability simulation 
model for aircrafts or systems. It was able to reflect the function, real-time state and evolution 
trend of the entities corresponding to the model by using physical model, sensor data and 
historical data, etc. Then, digital twin really attracted attention. Some scholars supplemented 
and perfected it on the basis of NASA’s concept. For example, Gabor and others suggested 
that digital twin should also include expert knowledge to realize accurate simulation. Rios 
and others believed that digital twin was not only for aircrafts [17, 18].

In the process of continuous improvement and development of the concept of digital twin, 
academia has mainly carried out relevant research on modeling, information physics integra-
tion, interaction and collaboration, and service application of digital twin.

Some research has been carried out on the framework and modeling process of digital twin 
modeling in modeling, but there is still no consistent conclusion. Some progress has been 
made in modeling-related theories, including physical behavior research, nondestructive 
material measurement technology, quantitative error and confidence evaluation research. 
These auxiliary technologies will help to determine model parameters, construct behavior 
constraints, and verify model accuracy.

In the aspect of information physics fusion, there are only preliminary studies on the dimen-
sionality reduction and integration of sensor data and manufacturing data in the aspect of 
digital twin information physics fusion, while the research on the theory and technology of 
digital twin information physics fusion is still blank. In order to solve this difficult prob-
lem, professor Tao Fei decomposed and refined the scientific problem of information physics 
fusion into four different dimensions of fusion: physical fusion, model fusion, data fusion, 
and service fusion in 2017, and designed the corresponding system implementation refer-
ence framework. Combined with the theory of digital twin technology and manufacturing 
service, this chapter systematically studies and discusses four key scientific issues of physical 
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integration, model integration, data integration and service integration, and extracts and 
summarizes the corresponding basic theories and key technologies. His related work pro-
vides some theoretical and technical references for relevant scholars to carry out theoretical 
and technological research on the physical integration of digital twin information and for 
enterprises to build and practice the concept of digital twin.

The research on real-time acquisition theory of production data and man-machine interaction 
that has been carried out in the field of interaction and collaboration is helpful to realize the 
interaction and collaboration between the physical world and the virtual world. However, 
there are few related researches on interaction and collaboration between machines and ser-
vices at present.

In service application, some research has been carried out on service application of digi-
tal twin in fatigue damage prediction, structural damage monitoring, real-time running 
states detection, faults location, etc.; however, there are still many problems to be solved 
in realizing service integration and coordination. From the above analysis, it can be seen 
that the research on the related theories of digital twin is still in its infancy. In order to pro-
mote the application of digital twin to the ground, it needs to be systematically and deeply 
studied in the aspects of digital twin modeling, information physics fusion, exchange and 
cooperation.

5.2. Application of digital twin technology

5.2.1. Product design based on digital twin

Product design refers to the work process of providing all the solutions needed for prod-
uct production through research, analysis and design according to user requirements. The 
product design based on digital twin refers to the synergy of existing physical products and 
virtual products in the design driven by the digital data generated by the products, and con-
tinuously discovers new, unique and valuable product concepts and transforms them into 
detailed products. The design plan continuously reduces the inconsistency between the actual 
behavior of the product and the expected behavior of the design. The product design based on 
digital twin emphasizes the overall improvement of design quality and efficiency through the 
integration of virtual and real life cycles and the establishment of virtual simulation models 
with super reality.

5.2.2. Virtual prototype based on digital twin

Virtual prototype is a digital model built into the digital world that reflects the authenticity of 
a physical prototype, through multi-domain comprehensive simulation and equipment per-
formance attenuation simulation, the performance of the equipment can be tested and evalu-
ated before the physical prototype is manufactured, and the design defects can be improved 
to shorten the design improvement period. The virtual prototype based on digital twin is 
based on the comprehensive and realistic description of the mechanical system, electrical 
system and hydraulic multidomain system of the equipment. It has the ability to map the life 
cycle of the physical equipment, thus designing the equipment, and predictive maintenance 
provides powerful analytical decision support.
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problems, traceability and simulation techniques are used to quickly locate quality problems, 
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made in modeling-related theories, including physical behavior research, nondestructive 
material measurement technology, quantitative error and confidence evaluation research. 
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constraints, and verify model accuracy.
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sionality reduction and integration of sensor data and manufacturing data in the aspect of 
digital twin information physics fusion, while the research on the theory and technology of 
digital twin information physics fusion is still blank. In order to solve this difficult prob-
lem, professor Tao Fei decomposed and refined the scientific problem of information physics 
fusion into four different dimensions of fusion: physical fusion, model fusion, data fusion, 
and service fusion in 2017, and designed the corresponding system implementation refer-
ence framework. Combined with the theory of digital twin technology and manufacturing 
service, this chapter systematically studies and discusses four key scientific issues of physical 
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summarizes the corresponding basic theories and key technologies. His related work pro-
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uct production through research, analysis and design according to user requirements. The 
product design based on digital twin refers to the synergy of existing physical products and 
virtual products in the design driven by the digital data generated by the products, and con-
tinuously discovers new, unique and valuable product concepts and transforms them into 
detailed products. The design plan continuously reduces the inconsistency between the actual 
behavior of the product and the expected behavior of the design. The product design based on 
digital twin emphasizes the overall improvement of design quality and efficiency through the 
integration of virtual and real life cycles and the establishment of virtual simulation models 
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Virtual prototype is a digital model built into the digital world that reflects the authenticity of 
a physical prototype, through multi-domain comprehensive simulation and equipment per-
formance attenuation simulation, the performance of the equipment can be tested and evalu-
ated before the physical prototype is manufactured, and the design defects can be improved 
to shorten the design improvement period. The virtual prototype based on digital twin is 
based on the comprehensive and realistic description of the mechanical system, electrical 
system and hydraulic multidomain system of the equipment. It has the ability to map the life 
cycle of the physical equipment, thus designing the equipment, and predictive maintenance 
provides powerful analytical decision support.
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5.2.3. Workshop rapid design based on digital twin

The workshop rapid design based on digital twin adopts the idea of “information physics 
fusion,” which completes the digitization of physical equipment, the scripting of motion pro-
cess, the integration of the whole system, the synchronization of control commands, and the 
parallelization of on-site information to form a complete line of execution engine. Through 
the physical equipment and the corresponding virtual model for virtual and real interac-
tion, instruction and information synchronization, a rapid design, planning, assembly and 
testing platform for the workshop supporting physical equipment connection is formed. 
The platform: (1) uses the 3D engine designs and builds a special model library, combining 
workshop area, capacity requirements, equipment selection, and construction of virtual 3D 
model of workshop, which can quickly complete the workshop layout design; (2) prepares 
action scripts for heterogeneous devices, develops response programs, builds virtual control 
networks, implements near-physical simulation of virtual full-line machining movements, 
and predicts, evaluates and optimizes based on actual data; and (3) can test the consistence 
of the distributed integration equipment and the whole line movement, the internal control 
logic, the instruction and information downlink channel, the job cycle synchronization and so 
on, and optimize the workshop design based on the virtual reality fusion data.

5.2.4. Process planning based on digital twin

Process planning is the technical document of the product manufacturing process and opera-
tion method; it is a disciplined document that all production personnel should strictly and 
conscientiously implement; and it is the basis for product production preparation, production 
scheduling, worker operation and quality inspection. Digital twin-driven process planning 
refers to the realization of process design and continuous optimization for production sites 
by establishing virtual simulation models such as products, resources and process flows with 
super reality, and virtual and real mapping of full factor and full process. In the process 
design mode of digital twin driving, the simulation model of virtual space and the entity 
of physical space are mapped to each other to form an iterative collaborative optimization 
mechanism of virtual and real symbiosis.

5.2.5. Workshop production scheduling optimization based on digital twin

Production scheduling is the nerve center of decision-making optimization, process control 
and performance improvement in the production workshop, and it is the operation pillar of 
orderly, stable, balanced economy, and is agile and efficient in the production workshop. The 
digital twin-driven scheduling mode is a new scheduling mechanism of virtual-real response, 
virtual-real interaction, virtual-control-real, iterative optimization, which is supported by the 
digital twin system, through the virtual-real mapping and interaction fusion of all elements, all 
data, all models and all spaces, and realizes cooperative matching and continuous optimiza-
tion of the “workpiece-machine-constraint-goal” scheduling requirements. Under the digital 
twin-driven scheduling model, the scheduling elements are mapped to each other in the physi-
cal workshop and virtual workshop, forming the co-optimization network of virtual reality 
co-existence. Physical workshop actively perceives production status. Virtual workshop can 
analyze scheduling status, adjust scheduling scheme and evaluate scheduling decision through 
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self-organization, self-learning and self-simulation. It can quickly determine abnormal range, 
respond quickly and make intelligent decision. It has better adaptability to change, disturbance 
response ability and abnormal resolution ability.

5.2.6. Production logistics accurate distribution based on digital twin

Production logistics including enterprise internal logistics and enterprise external logistics 
between businesses are to guarantee the normal production and are the key of high produc-
tion efficiency, and they reduce the product cost. Digital twin production logistics is under 
the twin data-driven, and through the actual physical entities and the virtual model mapping, 
real-time interaction and closed loop control, realize the task of production logistics com-
binatorial optimization, transportation route planning, transportation process control in the 
physical world and information world and overlapping generations between the top logistics 
services system, so as to achieve production logistics seamlessly and is an intelligent of a new 
kind of production logistics operation mode.

5.2.7. Intelligent control of workshop equipment based on digital twin

The control system of workshop equipment is the brain of workshop equipment. The correct-
ness of its control function and control strategy directly affects the function and performance 
of workshop equipment. The control advantages of digital twin are as follows: (1) in the stage 
of equipment design, the design of the control system is matched based on the digital twin 
virtual reality synchronization, so that the control system and the physical equipment are 
fused earlier and match, and the burden of the real machine is lightening; (2) in the commis-
sioning stage, the overall matching of control system and equipment is further promoted, the 
design defects are improved, and the design redundancy is reduced; and (3) in the running 
stage, the control feedback information is no longer a relative independent parameter, but 
the physical real time state of the digital twin, which can provide objective and effective data 
support for the autonomous decision of the algorithm.

5.2.8. Man-machine interaction based on digital twin

By human-computer interaction, the flexibility of the machine can be improved and the work-
load of manual work can be reduced. The workshop man-machine interaction based on digi-
tal twin refers to the construction of a digital twin virtual workshop which is fully mapped to 
the actual physical workshops. Through high speed and reliable communication technology, 
the robot can quickly adjust the work plan by identifying the workers’ instructions through 
touch, gesture, or sound, so as to make it possible to cooperate with the workers. Industry 
action and update the manufacturing process of virtual workshop in real time.

5.2.9. Assembly based on digital twin

The assembly of complex products is the final stage and key link of the realization of product 
function and performance. It is an important factor affecting the quality and performance of 
complex products. The quality of assembly determines the final quality of complex products 
to a great extent. The assembly process of the digital twin drive will be based on the integration 
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of the Internet of Things of all equipment, the integration of the physical world of the assem-
bly process and the information world, and the precise control of the parts, equipment and 
assembly process through the intelligent software services platform and tools, and the uni-
fied and efficient control of the assembly process of complex products. The self-organization, 
adaptation and dynamic response of the product assembly system are realized.

5.2.10. Testing/detection based on digital twin

The digital twin drive test/detection is to build a high-fidelity test system and a virtual model of 
the measured object in the virtual space. With the help of test data real-time transmission and 
test instruction execution technology, the multi-discipline/multi-scale/multi-physical properties 
of the physical object under test and the virtual object under test are driven by historical data and 
real-time data to achieve high-fidelity simulation and interaction. It thus intuitively and com-
prehensively reflects the full life cycle state of the production process and effectively supports 
scientific decision-making based on data and knowledge. The digital twin-driven test/detection 
process includes knowledge modeling, system design, system construction, and full lifecycle 
management and autonomous decision-making of system, object, and process state data.

5.2.11. Manufacturing energy management based on digital twin

The management of manufacturing energy consumption refers to monitoring, analyzing, 
controlling and optimizing the energy consumption of water, electricity, gas, heat and raw 
materials in the manufacturing process, while ensuring the performance of the manufactur-
ing system and the economic benefit of the enterprise, so as to realize the fine management of 
energy consumption, achieve energy saving and reduce the cost of the manufacturing enter-
prise, and maintain the enterprise, the purpose of the competitiveness of the industry.

5.2.12. Product quality analysis and traceability based on digital twin

Product quality analysis and tracing refers to the design of the correct and reasonable manu-
facturing process, at the same time, the processing precision, stress and other factors in the 
production process are comprehensively considered to realize the analysis of the quality of 
the product. In the case of quality problems, it can trace all the links in the processing and find 
out the reasons, thus improving the processing technology and control, processing quality.

5.2.13. Fault prediction and health management based on digital twin

Prognostics and Health Management (PHM) use various sensors and data processing meth-
ods to evaluate the health status of the equipment, and predict the equipment failure and 
residual life, so as to transform the traditional post maintenance into pre service maintenance.

5.2.14. Product-service system based on digital twin

Product-service system (PSS) is a value providing system that provides a combination of dif-
ferent “physical products and services” to consumers, including a product oriented PSS, a use 
oriented PSS, and a result oriented PSS. Under the support of digital twin, PSS is based on the 
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digital twin, through the intelligent analysis and decision-making of different “physical prod-
ucts and service” combination, rapid personalized product service configuration and service 
process experience and rapid supply, and the use of the virtual and real synchronization 
among elements to realize the optimal allocation and integration of resources. The PSS based 
on the digital twin model makes full use of the digital and information system to effectively 
support the intelligent decision-making, rapid supply, intelligent service, value and environ-
ment analysis of the life cycle of complex products and services.

6. Conclusions

The digital twin technology can not only make use of the theories and knowledge of human 
beings to establish virtual models, but also make use of the simulation technology of virtual 
models to explore and predict the unknown world, and find better ways, constantly stimulate 
the creative thinking of human beings, and continue to pursue the optimization and progress, 
which are the innovation of the current manufacturing industry. This chapter mainly sum-
marizes the definition, connotation and implementation methods of digital twin technology.
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The development of all dimensions of digitization, in particular the global Internet 
penetration into most business areas, creates a better condition for sharing technology. 
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1. Introduction

The advantages lie in their current technological background and scientific innovation support. 
In this chapter, we will evaluate the conditions for the development of the sharing economy from 
the point of view of management of technology transfer. The development of sharing economy 
depends on the possibility of enhancing the sharing of different surplus services, products, or 
solutions between providers and consumers by using nontraditional forms of exchange using 
the latest information and communication technologies (ICTs), as well as Internet as a space 
for interconnection with various information platforms or other intelligent devices. People 
are closer to each other due to professional Internet applications. The better the conditions for 
sharing technology, the more effective the levels of sharing. The basic assumptions are created 
using the development of all dimensions of digitization, in particular the dimension of global 
Internet expansion, its penetration into most business, public and private activities, or modi-
fying expansion. New solutions should be available from different environments using uni-
fied solutions for different applications. However, their development and application into the 
practice will not succeed without the need, willingness, and ability of people to offer, develop, 
and exploit their potential, accessed through the necessary services or products using simple 
and unpretentious solutions. Therefore, nowadays, more attention should be paid to research 
the conditions for setting up and supporting the business doing of spin-off companies in such 
regions [1]. In this chapter, we also will evaluate the conditions for the development of the 
sharing economy from the point of view of IT transfer as a tool for sharing products or services 
in that ways of doing business regarding potential of such regions. We will also examine the 
possibilities of economic model for management of environment for sharing technologies.

2. Theoretical background of sharing economy and the role of 
electronic business support

If we want to formulate principles of sharing economy as an alternative model of traditional 
economy, we can find many different approaches to their evaluation. In addition, some 
authors did not agree with the notion of “sharing economy” and introduce other concepts, in 
identical or similar terms.

2.1. Approaches to evaluation of the sharing economy principles

The sharing economy can be defined as an economy that is based on the principle of access-
ing services and goods, which are owned by another person, but they are surplus and are 
available, and it is possible to provide them to another user (either because their total capacity 
is not being used or there exists the intention to use them just in such way), depending on 
the creation of conditions for a sharing economy. The principles of “sharing and sharing the 
economy” lie in the existence of a certain good (or potential of free service capacity). On the 
other hand, the existence of an entity (e.g. a natural person) interested in using such good or 
service, even for a fee, is assumed.
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The definition of the sharing economy varies according to the approaches to assessing the 
principles of its functioning. Many authors argue that the model of a sharing economy is a 
competing model for a classic system of product and service delivery.

Some authors point out that consumers buy the traditional market products (which they own 
then) and services, while in the case of a sharing economy, suppliers temporarily share their 
goods and services with customers either for free or for financial or nonfinancial remunera-
tion [2].

Eckhardt and Bardhi [3] state that the “access economy” is a more precise term for a sharing 
economy. “Sharing is perceived as a form of social exchange that takes place among people 
(e.g. family, neighbors, friends) without any profit.” They say the advantage of an “access 
economy” lies in two key success factors:

• Competition between the providers will not depend on whether the provider offers greater 
social interactions and community ownership, but acceptable comfort at a lower cost.

• Consumers will be driven more by their benefits and experiences than marketing oriented 
to communicate brand and its ownership [4]; if they can try, for example, to taste more 
identities directly, they will feel better in their decision-making.

These statements confirm the benefits of sharing economy, which offers the opportunity to 
assess the quality of products offered within the EU, without being a restriction on the place of 
purchase or the place of origin of the product, respecting the importance and role of marketing.

“Circular economy” is an alternative expression for a sharing economy that emphasizes the 
reuse of product features more than sharing them. At the same time, it points out that reuse 
has a beneficial effect on the environment, better use of materials, and energy embodied in 
products [5]. Reuse may be:

• parallel (good may use more people—the term nonlife consumption is usually used in 
economics in this sense—for example, road use by many drivers at the same time, but also 
more people transport by the same car);

• serial (for example, you can use more individuals not at the same time but gradually over 
time—for example, accommodation in a private apartment).

The sharing economy was also evaluated as a “swarm economy” by Rick Falkvinge [6], which 
is considered as an economy based on a weakening power of large entities. The existence and 
exploitation of the benefits of electronic communications reduces the need to have only classi-
cal deals. “Swarm economy” is based on massive decentralization and overcoming traditional 
economic models. He also states:

• for contact of the seller and the buyer, an Internet platform is sufficient;

• goods or services are also provided using supplementary platforms;
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• it is not the unusual phenomenon that the traditional model of employment will be over-
come, one will perform several jobs simultaneously, one or two to subsistence and exis-
tence, another for fun;

• customer can listen to the music or watch the movie again at the current time and he/she 
will not wait for what television or radio will offer him;

• it will probably have to change advertising, the individual will not be dependent on buying 
everything, and if he will be more in control of the advice of price and price comparators 
than the advertisement;

• even class distributors will have to change if a number of stone shops now offer goods 
through e-shops in parallel, perhaps they will have to go to the principles of a shared 
economy.

In [7], it was stated that the term “sharing economy” was in the year 2015 introduced into the 
Oxford English Dictionary but draws attention to the fact that a number of other terms are 
used in the same or similar terms: “peer economy,” “collaborative economy,” “gig economy,” 
and “on-demand economy.” For completeness, let us add that the abovementioned dictionary 
defines a sharing economy as an “economic system in which assets or services are shared 
between private individuals, either free of charge or for a fee, usually via the Internet.”

The integral part of sharing economy is also a sharing city, where the goal is to “connect 
forces of technology, citizens, data, and design to the most effective interconnection of people, 
products, and services” [8]. Their provision must reach a certain level with additional support 
to be part of the range of services and product consumption. An important role is also played 
by “e-government.” It represents “the use of information technology by public institutions 
for the exchange of information with citizens, private organizations, and other public institu-
tions in order to increase the efficiency of internal functioning and providing fast, affordable, 
and high-quality information services” [9]. It is clear that, besides the elements that integrate 
commercial platforms, like in the case of a sharing city, in a sharing economy, public data and 
citizens of the cities should also be involved in order to simplify and make the use of public 
services more efficient. It increases the role of Internet and new technologies used as a support 
for electronic ways of communication.

2.2. Specific aspects of the sharing economy

From a macroeconomic point of view, the sharing economy does not create a new market; the 
goal is only to take over a certain part of the existing market, not to generate new customers. It 
means that it only takes over traditional distribution channels and service providers and pro-
vides them with the use of nontraditional ways. People can switch from being only consumers 
of classically supplied goods or services to those who drive new services enriched with new 
experiences or events. They can become even designers as we can see in community housing 
(cohousing, respectively, baugruppe), in multifunctional use of former buildings and spaces, 
or in sharing cultural activities. To develop a sharing economy, some assumptions should be 
created. As we can see, for many people, it is more acceptable to have operational access to 
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products or services when they need it, which is a move away from owner rights to user rights 
[10]. Especially, young people prefer the dynamics of the availability of products and services 
provided in nontraditional ways, where they prefer something unexpected, unpredictable, or 
different in comparison with the traditional ways of their availability or consumption. This 
fact is confirmed by the results of recent studies [11], where about two-thirds of respondents 
said they are heading toward a less materialistic lifestyle and four-fifths of respondents 
believe that rent has greater advantages than ownership. It is due to opportunities that the 
sharing economy allows:

• sharing services and goods between unknown entities, over long distances, outside closed 
family or neighboring communities, where the reason is also partly the need to discover 
something new, to gain experience in a nontraditional way, or perhaps as an effort to give 
up the traditional models to meet their own needs;

• changes in lifestyle, value, especially preferred by younger generations, which is far less 
associated with property ownership, product gathering, etc., and more preferring to sur-
vive something new.

The common practice is that many people increase your own revenue through a business that 
is a part of the sharing economy. As stated in [11], about 11% of UK residents receive revenue 
based on running applications that are part of the sharing economy. Of course, there will be a 
lot of people (the first surveys show about 50%) who will hold the opinion that their stuff will 
never be shared with others.

The sharing economy can also support the growth of employment and enterprise perfor-
mance. In the key sectors of sharing economy, such as finance, accommodation, transport, 
small domestic services, and professional services, the number of operations is expected to 
increase up to 20 times in comparison with the situation in 2015 [12]. It is due to the oppor-
tunity of employing people in productive age, post- as well as preproductive age, as they are 
not only consumers but also providers or intermediaries of the various products or services. 
In accordance with nontraditional ways of doing business, the disadvantages associated with 
sharing economy are also occurring. There are situations where the circumvention of valid 
business regulation arises and tax payments are not strictly compliant on the part of provid-
ers. It is the case that a certain market group operates under certain regulatory conditions 
(qualifications, insurance, hygiene, etc.), and the other group is not required to formally await 
their confirmation. It means that conditions for doing business are different, which is why 
an unequal competitive environment is formed [13]. In order to increase the benefits of the 
sharing economy, it is necessary to deal with various specific issues such as regulatory treat-
ments and conditions for sharing or easily disposing with nontraditional means of accessing 
products or services.

2.3. The basic conditions for sharing economy development

In a sharing economy, the common discussion is focused on the problem, how to create a 
platform for sharing the involved elements and how to support their accessibility.
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If companies want to benefit from sharing economy, the basic conditions must be respected. 
It is necessary to provide the broader accessibility of:

• modern information and communication technologies;

• modern information platforms and Internet;

• large databases accessing, where their disposability allows, for example, sharing of public 
goods (products and services) created from public funds intended for the public or private 
institutions (see, e.g., databases arising in connection with the implementation of e-govern-
ment) as well as for private property;

• technological solutions, as well as smart devices—smart phones that connect people to 
each other and create an opportunity to access to professional Internet applications much 
closer;

• availability of the online payment systems.

To do it, in particular, it is very important to bring innovations to traditional areas and sectors 
as well. It is necessary to deal with the issue of technology transfer and make them accessible 
to a wide range of users. The creation of a modern online platform and the availability of 
many different tools should be realized with the most effective combination of new technolo-
gies and relevant resources.

As follows, providers and intermediaries, who are involved in sharing economic transactions, 
gain new experiences and benefits associated with engaging in sharing transactions [14]. In 
connection with this, there is a new service sector formed, which can also play the role as an 
employer. The provider sector where operators, who develop, improve, and operate products 
and services sharing platforms, are included is formed. It is applied to both the new product 
or service providers and their intermediaries, where:

• on the side of providers, most operators are already trying to push the style of communica-
tion so that both partners feel at the same level, which means that the provider does not 
restrict the applicant,

• on the side of intermediaries, they dispose with new opportunities: to try the role of a taxi 
driver, accommodation provider, courier, risk borrowing money at higher interest rates, 
and also attract, seek for unusual leisure time, to enter the liberal working style model, etc.

The B2B platform acquires its importance in such services or products delivering.

2.4. Microeconomic and macroeconomic conditions of sharing economy

The use of information and communication technology brings the macroeconomic advan-
tages of sharing economy that lies in the fact that a new model of interconnection should be 
observed between supply and demand from the point of view
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• of customers, where it is the comfort associated with the fact that information and communica-
tion are mediated through the computer screen or mobile display, the tool of connectivity sup-
port is continuously updated and has its online support as well as its own transaction support;

• of the information platform, where it is possible to reach a much wider range of custom-
ers; the modern communication platform minimizes the level of information asymmetry, 
where both parties dispose with high-quality information for their transactional decision-
making. It should also lead to savings on transaction costs [14], as follows:

• search and information costs—platforms offer fast and often clear and comparative prod-
uct and service information to help reduce loss due to lack of information or knowledge of 
the product or service,

• negotiation costs—communication and contract costs,

• implementation costs—shipping agreement, payments, insurance, guarantees, etc.

It is also necessary to address the microeconomic problem where the modern sharing economy 
combines two unfamiliar partners. In the case of private transactions, the success of coopera-
tion between the partners strongly depends on the degree of fairness and responsible behavior 
toward each other based on mutual personal relationships. The trust among partners is affected 
by the degree of personal acquaintance, which is why it is necessary to be respectful and antici-
pate the behavior of its partner. As business support as well as communication between part-
ners and providers is based on the electronic business support that is fully utilized, it is also 
possible to exploit the application as a service quality regulator. Many applications offer the 
ability to perform backup control by which platform providers try to map the dissatisfaction 
of their clients. In such developed applications, there is a possibility that unsatisfied clients can 
report their negative experiences, record incidents, and so on. This option addresses problems 
associated with poor quality of service or product properties that may occur due to the ways of 
their provision. In such situations, it is important to build on the support of a single electronic 
platform and to develop an area where electronically supported applications or other means 
will be easily accessed. Very often, it is necessary to quickly adapt to new technologies and 
apply them to business practice. In these processes, the importance of the role of spin-offs, 
start-ups, and also small and medium-sized enterprises is growing because they are more flex-
ible in nontraditional ways of delivering services or products. They are able to quickly respond 
to market needs, both in terms of developing and using new applications supported by ICT.

3. The ways of new technologies and knowledge transfer into the 
practice

At present, the university research and scientific departments and their staff, which devote 
considerable resources and capacity to research and development activities, represent a prog-
ress in the field of technological development and delivery. As the research and development 
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If companies want to benefit from sharing economy, the basic conditions must be respected. 
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tion so that both partners feel at the same level, which means that the provider does not 
restrict the applicant,

• on the side of intermediaries, they dispose with new opportunities: to try the role of a taxi 
driver, accommodation provider, courier, risk borrowing money at higher interest rates, 
and also attract, seek for unusual leisure time, to enter the liberal working style model, etc.

The B2B platform acquires its importance in such services or products delivering.

2.4. Microeconomic and macroeconomic conditions of sharing economy

The use of information and communication technology brings the macroeconomic advan-
tages of sharing economy that lies in the fact that a new model of interconnection should be 
observed between supply and demand from the point of view

Industry 4.0 - Impact on Intelligent Logistics and Manufacturing120

• of customers, where it is the comfort associated with the fact that information and communica-
tion are mediated through the computer screen or mobile display, the tool of connectivity sup-
port is continuously updated and has its online support as well as its own transaction support;

• of the information platform, where it is possible to reach a much wider range of custom-
ers; the modern communication platform minimizes the level of information asymmetry, 
where both parties dispose with high-quality information for their transactional decision-
making. It should also lead to savings on transaction costs [14], as follows:

• search and information costs—platforms offer fast and often clear and comparative prod-
uct and service information to help reduce loss due to lack of information or knowledge of 
the product or service,

• negotiation costs—communication and contract costs,

• implementation costs—shipping agreement, payments, insurance, guarantees, etc.

It is also necessary to address the microeconomic problem where the modern sharing economy 
combines two unfamiliar partners. In the case of private transactions, the success of coopera-
tion between the partners strongly depends on the degree of fairness and responsible behavior 
toward each other based on mutual personal relationships. The trust among partners is affected 
by the degree of personal acquaintance, which is why it is necessary to be respectful and antici-
pate the behavior of its partner. As business support as well as communication between part-
ners and providers is based on the electronic business support that is fully utilized, it is also 
possible to exploit the application as a service quality regulator. Many applications offer the 
ability to perform backup control by which platform providers try to map the dissatisfaction 
of their clients. In such developed applications, there is a possibility that unsatisfied clients can 
report their negative experiences, record incidents, and so on. This option addresses problems 
associated with poor quality of service or product properties that may occur due to the ways of 
their provision. In such situations, it is important to build on the support of a single electronic 
platform and to develop an area where electronically supported applications or other means 
will be easily accessed. Very often, it is necessary to quickly adapt to new technologies and 
apply them to business practice. In these processes, the importance of the role of spin-offs, 
start-ups, and also small and medium-sized enterprises is growing because they are more flex-
ible in nontraditional ways of delivering services or products. They are able to quickly respond 
to market needs, both in terms of developing and using new applications supported by ICT.

3. The ways of new technologies and knowledge transfer into the 
practice

At present, the university research and scientific departments and their staff, which devote 
considerable resources and capacity to research and development activities, represent a prog-
ress in the field of technological development and delivery. As the research and development 
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sector is not continuously linked to business practice, it is difficult to create the right condi-
tions for technology and knowledge transfer to practice. Many universities are collaborating 
with practice (e.g. Oxford University Innovation (OUI) [15]), but the problem is the commer-
cialization of technology potential. The goal is to convert technology and knowledge potential 
into usable products or services. Both sides of this relationship (both, university, enterprise) 
dispose with a variety of resources: research and human resources, skills, experience, and 
know-how, as well as intellectual property (IP), certification capacities, permits, production 
facilities, supply relationships and chains, the possibility of marketing, distribution, etc. In 
order to achieve successful interconnection between the transfer of technology and knowl-
edge, the following options are available:

• licensing an existing company;

• creating new company and its licensing (spin-off company);

• transformation for further use within the institution;

• moving business to the incubator to establish a start-up firm;

• commercialization of the mutual research results between the research institution and the 
partner from the commercial sphere (joint venture).

Despite the fact that it is difficult to create the conceptual definition of the establishment of 
new companies, such as spin-offs and start-ups, their innovative, scientific, and technological 
potential is a guarantee for future success of such companies. Therefore, we have tried to 
define spin-offs and start-ups and their role in sharing economy.

3.1. The role, categorization, and typology of spin-offs and start-ups

As stated in [16], the small companies—the so-called spin-offs—play the special role, which 
consists in research and knowledge transfer. Spin-off is a newly founded company cofounded 
by a university or research laboratory that owns the licensed technology and applies it to the 
market with the aim to leverage available academic knowledge for commercialization (firstly 
established by McQueen and Walmark [17]). This company is a profit-oriented entity. This fact 
is confirmed by many authors [1, 18–20] who state that spin-off founding helps to create an 
innovative company that guarantees collaboration with universities and transfer knowledge 
and technology from universities to practice. The classic university spin-off examples include 
the Stanford University in Silicon Valley (USA), Google, Hewlett-Packard, Sun Microsystems, 
Cisco Systems or Silicon Graphics, all established by former university students. Both factors, 
the founding of spin-off companies and technology licensing, are the basic assumptions for 
successful technology transfer into real practice.

Certain universities, however, do not use the term spin-off but rather use the term start-up 
or the term employee’s enterprises designed to commercialize IP. Spin-out is also often used 
instead of spin-off; however, upon closer analysis, both of these terms have a similar meaning.

Many authors have tried to identify common aspects in different spin-off definitions. In [21], 
spin-offs were divided into two categories:
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• spin-offs where the inventor takes part in the business position (active commercialization 
of proprietary inventions);

• spin-offs where entrepreneurs are not inventors but hold rights for the use of university 
inventions (position of inventor from the university is replaced by a manager from the 
practice).

Another important feature is that the university still remains as a co-owner in a given spin-off 
company but that company can flexibly and freely create your own unique intellectual prop-
erty (IP). This is confirmed by the authors in [22], who define the university spin-offs as “com-
panies established by one or several university employees who left the university in order to 
establish legally and technically independent entity which is supported by the university at 
least in the initial phase of development.” The term spin-off is also described as an innovative 
company established for the use and further development of academic IP. They state that the 
definition of spin-off within academic conditions reflects various differences in the perception 
of requirements related to IP commercialization as well as differences in maturity of business 
environment in different countries. As we have found, in order to define the concept of spin-
offs, it is possible to find many different criteria and approaches to their categorization. As 
stated in [15], it is possible to identify 14 common elements or categorization criteria of dif-
ferent definition and 46 spin-offs categories. In Table 1, we assume the results of conceptual 
categorization of spin-offs based on the ways of establishment of spin-off with relation to the 
founders or networking creation.

Conceptual framework for new spin-off categories typology

Criteria, methods, and tools Research fields New spin-off categories

• The concept of spin-offs 
establishment

• The ways of spin-off 
categorization

• Subjects of cooperation

• The ways of cooperation

• Rate of linkage between spin-offs 
and employees

• Kind of relationship with regard 
to the founders

• Type of subject in the context 
of networking with external 
environments

• Stage of spin-off

Established in cooperation:

• with the university,

• by the employee, who remains at the 
university,

• by the employee who leaves the 
university after its establishment or 
reduces his/her working time;

Established as a result of:

• Technology transfer without the 
involvement of university employees 
(inventors)—a manager from the 
practice is hired

Connection between the spin-off and

• venture capital

• business partners (e.g. suppliers)

• spin-off and customers

• spin-off and competitors

Table 1. Conceptual framework for spin-offs typology.
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successful technology transfer into real practice.

Certain universities, however, do not use the term spin-off but rather use the term start-up 
or the term employee’s enterprises designed to commercialize IP. Spin-out is also often used 
instead of spin-off; however, upon closer analysis, both of these terms have a similar meaning.
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These fundamentally mentioned categorizations could be extended with new categorization 
criteria with respect to the industry sector in which the spin-off company operates its business 
or in terms of company size according to the total number of employees, etc.

Next factor that is more important in terms of properties of spin-offs is the region. The region 
where the academic institution is located determines the access to the rights of the various par-
ties, also the IP rights, the type and definition of spin-off and start-up companies. We can state 
that the intellectual property of academic institutions can be viewed as public, private, and social 
resources. Many spin-off definitions are usually incorporated into internal directions, regulating 
IP protection and the ways of commercialization at a particular university. At the end, we can 
summarize that it is more important to pay attention to the regulatory framework, as well as to 
create acceptable legal or technical conditions for doing business in sharing economy.

4. Actual trends in the area of sharing economy

The European Union (EU) has its own legal system, whose main rules and principles are laid 
down in the founding treaties [23]. The EU can adopt legislative acts, which member states 
must comply with and apply. As we have seen, neither the EU nor its own countries have yet 
defined a single legislative framework that would govern the area of the sharing economy as 
a whole. In this area, divided into two parts, the platforms of the sharing economy and users 
of platforms; however, regulatory measures can be found to help producers create better 
conditions for the operation and support of business activities in the electronic virtual space. 
In the study [24], the authors summarized a set of measures concerning the legal and regula-
tory framework for the European Economic Area (EEA) as follows: Directive for E-commerce 
2000/31/EC, Services Directive 2006/123/EC, Rights Directive 2011/83/EC, and The Unfair 
Commercial Practices Directive 2005/29/EC. In 2013, Proposal for a Regulation of the European 
parliament and for the council laying down measures concerning the European single mar-
ket for electronic communications and to achieve a Connected Continent, and amending 
Directives 2002/20/EC, 2002/21/EC and 2002/22/EC and Regulations (EC) No 1211/2009 and 
(EU) No 531/2012, was introduced [23]. In 2015, the European Commission launched the 
digital single market (DSM) strategy. According to this strategy, DSM is a comprehensive 
market in which people and businesses can trade, innovate, and cooperate legally, safely, and 
at an affordable price. This sector covers areas such as digital marketing, e-commerce, and 
telecommunications. The single digital market seeks to maintain the rules of fair competition, 
consumer protection, and the removal of geographic and copyright issues [25].

The DSM is built on three pillars:

• Better access for consumers and businesses to online goods—turning the EU digital world 
into a single market with the same conditions for sale and purchase.

• An environment in which digital networks and services can be successfully developed—
design the rules that respond to the rate of technology and infrastructure development.

• Digitization as a driving force for growth—its role is to ensure that the European economy, 
industry, and jobs make the conditions for full use of the benefits of digitization.
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The DSM strategy, which has been implemented so far, has produced several key and prior-
ity legislative proposals addressing e-commerce, copyright, audio-visual and media services, 
telecommunications services, ePrivacy, harmonization of digital rules, and harmonization of 
rules on the admission and functioning of value added tax.

In 2016, the European Commission presented also a single market strategy (SMS), where the 
main objective was to unlock the full potential of the single market for the European Economic 
Community established by the states of the European Union [26].

There were also presented policy recommendations that should lead to a reduction of barriers 
that prevent the growth of the sharing economy in the European Union [27].

Regulation (EU) No 1291/2013 of the European Parliament and of the Council of 11 December 
2013 establishing a Horizon 2020—the Framework Program for Research and Development—
has been adopted to regulate the creation of a framework for research and innovation and 
Innovation (2014–2020) and repealing Decision No 1982/2006/EC [28].

5. Discussion and methods of research

As Henna Virkkunen, who is responsible for steering plans regarding online platforms and the 
digital single market modified by the Parliament of the EU [29], states, “the global nature of digi-
tal economy increases choices for consumers and boosts price competition.” She added that “it 
offers workers chances to decide how much and where they want to work. Workers should also 
be able to transfer and accumulate users’ electronic ratings and reviews, which constitute their 
“digital market value” as an equivalent to the traditional market value.” In these processes, the 
question is What is more important?—What is the role of the Internet and traditional business 
doing? What is the role of their relationship to innovations? and What is the role of spin-off com-
panies in sharing economy?. We tried to find answers to these questions. As the basis for the cre-
ation of the conclusions, we provide an evaluation of the research results obtained by performing 
various economic analyses of indicators of sharing economy, spin-off company functioning, and 
also the assessment of attitudes of small and medium enterprises to innovations and IT adapta-
tion. These research activities were carried out in the framework of partial research activities 
of research institutes of the partner universities (University of Žilina, Prague and Institute of 
Management Systems in Poprad, Matej Bel University, Banska Bystrica) between 2015 and 2017.

6. Research results

Next, we review the current state of the sharing economy and predict its future development. 
We analyze the available indicators and propose suitable recommendations.

6.1. Revision of the share indicators estimation of sharing economy

An analysis of the amount of unregistered entrepreneurs from the small and microenterprises 
sector is provided. In the revision of the estimates, their share in the labor market is estimated 
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These fundamentally mentioned categorizations could be extended with new categorization 
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Next factor that is more important in terms of properties of spin-offs is the region. The region 
where the academic institution is located determines the access to the rights of the various par-
ties, also the IP rights, the type and definition of spin-off and start-up companies. We can state 
that the intellectual property of academic institutions can be viewed as public, private, and social 
resources. Many spin-off definitions are usually incorporated into internal directions, regulating 
IP protection and the ways of commercialization at a particular university. At the end, we can 
summarize that it is more important to pay attention to the regulatory framework, as well as to 
create acceptable legal or technical conditions for doing business in sharing economy.

4. Actual trends in the area of sharing economy

The European Union (EU) has its own legal system, whose main rules and principles are laid 
down in the founding treaties [23]. The EU can adopt legislative acts, which member states 
must comply with and apply. As we have seen, neither the EU nor its own countries have yet 
defined a single legislative framework that would govern the area of the sharing economy as 
a whole. In this area, divided into two parts, the platforms of the sharing economy and users 
of platforms; however, regulatory measures can be found to help producers create better 
conditions for the operation and support of business activities in the electronic virtual space. 
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ket for electronic communications and to achieve a Connected Continent, and amending 
Directives 2002/20/EC, 2002/21/EC and 2002/22/EC and Regulations (EC) No 1211/2009 and 
(EU) No 531/2012, was introduced [23]. In 2015, the European Commission launched the 
digital single market (DSM) strategy. According to this strategy, DSM is a comprehensive 
market in which people and businesses can trade, innovate, and cooperate legally, safely, and 
at an affordable price. This sector covers areas such as digital marketing, e-commerce, and 
telecommunications. The single digital market seeks to maintain the rules of fair competition, 
consumer protection, and the removal of geographic and copyright issues [25].

The DSM is built on three pillars:

• Better access for consumers and businesses to online goods—turning the EU digital world 
into a single market with the same conditions for sale and purchase.

• An environment in which digital networks and services can be successfully developed—
design the rules that respond to the rate of technology and infrastructure development.

• Digitization as a driving force for growth—its role is to ensure that the European economy, 
industry, and jobs make the conditions for full use of the benefits of digitization.
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comparing the outputs of the labor sample survey based on data from the Czech Statistical 
Office and the Labor Office statistics. The aim of this analysis is to review the ways in which 
the share of producers deliberately not registered on the labor market is estimated and to 
assess their verity. The evaluation and comparison of the variety of indicators of sharing 
economy were provided by using the statistical methods and validation tools that are part of 
the SPSS program.

As outlined in [13], if we want to identify the database for the analysis of the sharing 
economy, it is necessary to build on the revisions of national accounts statements1. This 
document describes the impact of changes in methods and changes in data sources within 
the so-called “major revision of annual national accounts.” In the context of revisions, the 
search and identification of leakages in the form of so-called gray economy. Although the 
sharing economy is not exactly the same as the gray economy, these two sets overlap in 
many ways.

It is recommended to follow the estimates of:

• the impact of accommodation services on GDP in the form of dwelling services—imputed 
rent. In this case, it is necessary to use the stratification method of the imputed rent estima-
tion rather than the unit cost method (UCM). The size of the imputed rent according to (a) 
the size of the municipality, (b) the type of the building, (c) the size of the apartment, and 
(d) the equipment is determined;

• producers deliberately not registering—The estimated values are obtained using the anal-
ysis of data collection obtained from the pilot study “Exhaustiveness of Czech National 
Accounts”—from the mutual project of Eurostat and the Czech Statistical Office. The cal-
culation of the values of the indicators is done in two steps (using the old method). First, 
the percentages obtained by the industry sector are calculated. Secondly, the amount of 
unofficial unemployment on the basis of the labor market disparity (according to the 
average labor productivity in the sector) is estimated. In 2010, the estimated value of the 
variance was 2.8% (employees in full-time equivalents) in CZK 78.513 million, in Euro 
2.606 million.

The results of the new method are also obtained in two phases. First, a comparison of 
generic productivity with productivity that businesses achieve by using credibly leading 
accounting is provided. Secondly, the estimated value is calculated according to labor mar-
ket disparities.

The results of the second method are surprising. The deviation is 35.5% (CZK 103.689 million, 
in Euro 3.442 million €) for employers and 13.4% (CZK 110.846 million, in Euro 3.679 million 
€) for self-employed persons. As pointed out, the new method allows for more accurate esti-
mates of differences in monitored parameters.

1 This basic revision was published by the Czech Statistical Office on 30 September 2011 and preceded the main revision 
in 2014. The main reasons for the revisions were to ensure greater comparability of macro-aggregates in the Czech 
Republic with respect to the transition to NACE classification. The most important conclusion is the underestimation of 
the performance of the Czech economy (2–3% absolute in GDP) in the past.
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6.2. An analysis of supply and demand in a sharing economy

If we want to assess the situation in terms of demand and supply in the sharing economy, 
what services or products are preferred, it should be realized using the survey analysis of 
respondents’ opinions that are involved in providing the related services or products.

The aim of the survey should be to find out what is the real state and what is the dynamics of 
changes in supply and demand in the sharing of the economy by sector, including an estimate 
of the size of individual markets. On the basis of the survey, target groups should be identi-
fied precisely, offering both demand and supply in sharing economic services, according to 
the age, level of education, personal attitudes, preferred values by them, etc. Survey should 
be performed anonymously between the population aged above 15 years. Design of data col-
lection for the quantitative sample survey of the sharing economy, we propose to ensure the 
following methodological parameters, which will ensure a sufficiently precise description of 
respondents:

• Number of respondents: 3000 respondents.

• The research should be stratified with the same probability of selection in the four main 
stratums according to the size of the municipality (less than 1000, 1000–9999, 10,000–99,999, 
and 100,000 and more).

• Selection method: random selection.

• First of all, a face-to-face interview, where recording respondents’ views in the paper ques-
tionnaire should be captured.

• Estimated cost of the survey: 1,000,000 CZK without VAT, which means approximately 
333,33 € without VAT

In the future, we suggest to use the alternative data collection provided by computer-assisted 
telephone interviewing or by electronic survey.

6.3. The analysis of regulatory indicators

Using the Conceptual Sharing Economy Model (CSEM) [13], the effectiveness of sharing 
economy should be researched. It is the basic model that allows to point out the behavior and 
relationships of economic entities. It is based on the theory of economic subjects and describes 
the relations of these entities in the environment of sharing the economy. It should also be 
used to provide recommendations for regulatory measures in the context of public interest 
theory and enforcement of socially effective behavior (including the limitation of negative 
externalities). Its basic schema is shown in Figure 1. The basis of the model is the largest 
concentric circle—a true sharing economy. It means that it is an economic model based on the 
sharing or leasing of products, as opposed to their exclusive and indivisible ownership. The 
basic interaction in the model is interaction between households and businesses. On the left 
side of the graph, the impact of households dominates, and in the right part, the impact of the 
behavior of the enterprise and the business environment prevails.
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comparing the outputs of the labor sample survey based on data from the Czech Statistical 
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6.2. An analysis of supply and demand in a sharing economy
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In the description of the model, we can deduce two possible approaches of Internet platform 
operators (context model) to create support for their delivering. The first approach is to opti-
mize shopping behavior and social efficiency. There are open platforms where information 
is not hidden for any reason; it is not necessary to share it with other market participants, 
including state institutions. There are preferred innovation processes, product innovations, as 
well as helping in a social order to support innovative business activities.

The second approach plays the role as a tool for controlling market activities. From the theory 
of public interest, there is a significant constraint due to the fact that these platforms produce 
negative externalities. While, for example, extra charges received in the form of a local tax on 
accommodation in traditional hotels are returned to the municipal budget, which generally 
subsidizes local public activities, it contributes to the increase in attractiveness, interest, and 
it contributes to the increase in attractiveness, interest, and quality of accommodation; in case 

Figure 1. Conceptual Sharing Economy Model—CSEM.
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of sharing, this will not happen. The sharing of accommodation provided by the private sec-
tor cannot be taken into account as a driver of progress because it does not contribute to the 
attractiveness of the service in these ways. It is necessary to assess the need for regulation and 
choose what is more appropriate—to support traditional business or activities provided by 
sharing economy. From a control point of view, the most important gray area is the area to 
the right of the C curve. This “fuzzy sharing” area is a gray zone, an area of social interest in 
regulation. It is a gray economy that is not socially effective.

6.4. An analysis of the role of science park

The support of spin-off companies also provides science parks. Science parks play a very 
important role when setting up university and nonuniversity spin-off companies.

The result of such cooperation [30] creates a basis for suggestions formulating, based on best 
practices (prepared by experts from Taiwan who have been familiar with the situation regard-
ing the already mentioned Bilateral Agreement, for example, the University of Zilina and 
Broker Center of Air Transport visit), as follows:

• State support, regional, and local autonomy is essential when building science parks, which 
should be built according to the situation in state development.

• It is important to provide infrastructure and management of high quality while building 
science parks.

• It is necessary to find qualified experts for effective communication. Experts who will be 
able to discuss park’s business interests suggest examples of “best experience” either from 
the science park environment or abroad.

This should also be applied to the Broker Center of Air Transport for knowledge and technol-
ogy transfer with the aim of developing transport and transport infrastructure.

• Autonomy is very important for a science park (in Taiwan, this autonomy is created by 
companies that are located directly in a science park).

• Ideal equipment should include high-quality, fast Internet connections, free zones, hot 
links available 24 hours a day, restaurant, coffee shop, shopping area, relaxation center, etc.

• It is advised and effective to learn from the experienced ones when it comes to knowledge 
transfer and a spin-off company setup. Many people are still expected to “learn from the 
experienced ones.” For service or product providers, it should be a challenge in order to 
progress and successfully deal with the problems and obstacles we are experiencing.

6.5. Evaluation of the conditions of technology transfer and their commercialization

Next, we also evaluate the possibilities of technology transfer and their commercialization, 
implemented through spin-off or start-up companies based on the evaluation of experiences 
from examples of best practices. To assess the current situation in the attitude of SMEs to 
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implement or innovate IT as a basic support of their IS management, we evaluated the opin-
ions of 189 SME managers and of 29 representatives of IT companies (data collection realized 
by electronic survey and by structured interviews), and data analysis was provided using 
validation of hypotheses, where we used the statistical methods and validation tools as a part 
of the SPSS program.

Although many surveys are mostly oriented toward developed and innovative regions, our 
research activities have been oriented to spin-off companies in economically less developed 
regions or those with lower innovation activities. While such regions are mostly characterized 
by the absence of excellent research, the influence of spin-off companies is not only symbolic 
but instead helps to improve the flow of knowledge within the region. Nevertheless, the num-
ber of university-related spin-offs is relatively low, but its interconnection with universities 
demonstrates that universities can be considered as catalyst for the business sector within 
the region. Many spin-offs are oriented toward providing consulting services, which in turn 
could help develop specialized expert services or groups offering knowledge-intensive ser-
vices within the region. It also supports network creation with other companies and expand-
ing personal contacts between specialists and practitioners. Newly established spin-offs could 
help develop a second generation of technologically advanced spin-offs in the future.

The worse situation is in the area of other small and medium-sized enterprises (SMEs), which 
play a significant role in the sharing economy, especially in less developed regions. According 
to our previous research (realized in 2015 with managers of SMEs), only a small part of SME 
was interested in the new technologies. We tried to find the key barriers, which prevent com-
panies to utilize the potential of new technologies and innovations. In [31], dealt with a simi-
lar issue, they stated that managers of SMEs (representatives of 50 small and medium-sized 
enterprises located in Lower Silesia) declare lack of financial resources and infrastructure for 
the comprehensive implementation of integrated information systems to facilitate interper-
sonal communication in plants. They use only traditional tools, their level of skills is low, and 
their awareness of staff production facilities in the field of information security, especially 
when working on the computer and using traditional media, is low, too.

We analyzed respondents’ answers to the question if companies have enough information 
about technologies and innovations. The result is that in two of the abovementioned com-
panies, companies see the low level of satisfaction with the rate of their awareness. Using 
the Wilcoxon signed rank nonparametric test, we considered a mutual relationship between 
awareness of new technologies and innovations. As we found, α = 0.127 > 0.05, we want 
to state that they feel better informed about technologies than about innovations. Then, 
we reviewed the frequency of seeking information about technologies and innovations. We 
considered the answers to the question “How often do you search for information about 
technologies or innovations?” We tried to find out if they often seek information daily, 
weekly, or monthly or prefer to seek information once a year or never. By Wilcoxon signed 
rank, we tested the frequency of seeking information. We calculated that α = 0.827 > 0.05. 
We found out that they are mostly seeking information about innovation or technologies 
(approximately monthly, 29%, or half yearly, 20.5%). That is why we can state that if com-
panies are interested in new technologies and innovations, they will be more interested in 
new information about them.
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We have also examined the barriers that restrict the widespread use of IT, system integra-
tion of IS, and tools supporting business process automation based on arguments of respon-
dents—company managers and representatives of IT companies. We can state that most of 
SMEs (93.7%) use basic software support for business doing. This creates conditions that 
increase the importance of implementing electronic business models also in the small and 
medium sector as a basic tool for data processing and information search and for their distri-
bution and sharing. This is important when they want to provide their services effectively in 
strong competition.

Before implementing software for business support, it is necessary to acquire adequate 
information about the company. We classify this information in the following order: finding 
functionality to use software support, the level of integration with other tools, identifying 
areas of corporate activities, and the price they are willing to invest in ICT support, technical 
requirements, existing IT support, and other requirements included—bottlenecks in business 
processes, knowledge of work practices, current processes, and planned changes, as well as 
application to be integrated. If companies have this information, they also create the condi-
tions for the transfer and dissemination of knowledge across the enterprise. In the sharing 
economy, it is more important, as SMEs are the initiators of changes. It is due to the ability 
to look for suitable solutions at low cost to the innovation and implementation of electronic 
ways of connectivity and communication.

7. Conclusion

The digital economy creates not only new opportunities but also new challenges for shar-
ing economy. Companies have developed online platforms (such as Uber and Deliveroo) 
that other people can use to fill their needs sharing some products or services. These 
products are then shared between these companies as well as providers. These companies 
gain an advantage over traditional companies as they benefit from providing their own 
equipment or service. This reduces costs for them and creates opportunities for provid-
ing some “on-demand” services. Their own interest is their technical support and online 
accessibility.

Evaluating the research findings allows us to define the procedures and conditions that lead 
to full professional support of sharing. The newest developed technologies are often not 
fully functional, and related problems with their cooperability need to be solved in practice. 
Licensed technology addresses these issues and is also a guarantee of their functionality. 
However, it is well known that companies are not willing to pay for such licenses.

The spin-off companies are the best way to realize the complex development of a functional 
product that can be later evaluated on the market and offered to a wide range of business part-
ners. The license provides the contractual relationship between the university and the spin-off 
company, which enables them to further develop and thus contribute to the maintenance and 
development of the local or regional innovation ecosystem. Managers get the opportunity to 
understand how to set up and develop an innovative business and what kind of relationships 
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between the university and the spin-off company (especially in the legal and financial field) 
can arise in transferring knowledge from the university environment into practice. It builds 
and also strengthens the mutual nonfinancial relationships between the university and the 
spin-off, where the effect of applying science to business marketing and improving the qual-
ity and scope of practical education is done.

According to the OECD Recommendation [32], we can state that a sharing economy is a reality, 
which makes no sense to distinguish between classical and online activities, but it is necessary 
to focus on predicting and preparing for digitization, looking for ways to take advantages of 
digital economy, boosting trust across sectors in a network, complex and global ecosystem. 
Furthermore, it is necessary to move forward in the digital agenda, in four key policies, as to 
be opened toward the Internet and innovation, confidence in the digital economy, the con-
struction of a global interconnection, and creating jobs and skills.

Some areas of the sharing economy can impact that they can be positively rated from a certain 
point of view, from another negative one. It is given by the following aspects:

• Because of offering lower transaction costs and a desire to reach out to the young genera-
tion in particular, the prices fall in comparison with payments for traditionally provided 
services; it can be positively rated by consumers, but it evokes a deflationary impact.

• Platform operators require a lower level of regulation of selected activities, especially ser-
vices, which may be positively perceived by the service provider, but it creates a negative 
impact on consumer protection or fiscal interests.

The importance and the need to dispose with regulatory tools and regulatory measures is 
growing. In this way, the use of the Conceptual Sharing Economy Model (CSEM) plays its 
role. Managers get a tool for evaluating their own business, where the use of IT offers sophisti-
cated ways of decision-making. They can better decide which regulatory measures or innova-
tions are to be preferred. The result is the ability to get up-to-date information that actually 
informs about the current business situation.

As a result of our research activities, we recommend the managers to realize:

1. population research aimed at the supply and demand for a sharing economy by sectors, 
including an estimate of the size of individual markets

2. analysis of trends in individual sectors of the sharing economy (e.g., Airbnb), which would 
provide an estimation of the size of these segments on an annual basis, which will provide 
an overview of ongoing service offerings, including occupancy analysis

3. Market sensitivity analysis, including spatial elasticity, based on data obtained from 
regions, enables partial analyses as a basis for assessing the impacts of the sharing econ-
omy on specific entities, including the worsening of their economic results

The statistical evaluation of the practical experience allows for better conditions for the com-
mercialization of technology and also for identifying and making recommendations for the 
regulatory treatment of the sharing economy.
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Sharing economy is not only an alternative distribution and user model but also a competitive 
alternative to entities offering distribution and use of products, services, time, skills, or compe-
tencies. It is due to the fact that some online applications allow feedback and flexible evaluation 
of the quality of the product or service provided. Based on this information, they may affect the 
quality of the provider or exclude poor-quality products or service providers from the offer. Even 
this element of self-regulation could be used to support the limitation of regulatory measures.
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• Because of offering lower transaction costs and a desire to reach out to the young genera-
tion in particular, the prices fall in comparison with payments for traditionally provided 
services; it can be positively rated by consumers, but it evokes a deflationary impact.

• Platform operators require a lower level of regulation of selected activities, especially ser-
vices, which may be positively perceived by the service provider, but it creates a negative 
impact on consumer protection or fiscal interests.

The importance and the need to dispose with regulatory tools and regulatory measures is 
growing. In this way, the use of the Conceptual Sharing Economy Model (CSEM) plays its 
role. Managers get a tool for evaluating their own business, where the use of IT offers sophisti-
cated ways of decision-making. They can better decide which regulatory measures or innova-
tions are to be preferred. The result is the ability to get up-to-date information that actually 
informs about the current business situation.

As a result of our research activities, we recommend the managers to realize:

1. population research aimed at the supply and demand for a sharing economy by sectors, 
including an estimate of the size of individual markets

2. analysis of trends in individual sectors of the sharing economy (e.g., Airbnb), which would 
provide an estimation of the size of these segments on an annual basis, which will provide 
an overview of ongoing service offerings, including occupancy analysis

3. Market sensitivity analysis, including spatial elasticity, based on data obtained from 
regions, enables partial analyses as a basis for assessing the impacts of the sharing econ-
omy on specific entities, including the worsening of their economic results

The statistical evaluation of the practical experience allows for better conditions for the com-
mercialization of technology and also for identifying and making recommendations for the 
regulatory treatment of the sharing economy.
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Sharing economy is not only an alternative distribution and user model but also a competitive 
alternative to entities offering distribution and use of products, services, time, skills, or compe-
tencies. It is due to the fact that some online applications allow feedback and flexible evaluation 
of the quality of the product or service provided. Based on this information, they may affect the 
quality of the provider or exclude poor-quality products or service providers from the offer. Even 
this element of self-regulation could be used to support the limitation of regulatory measures.
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