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Preface

Computers, imaging produces, electronic circuits, and software engineering have
become very popular and common techniques in the modern society. We can find that there
are more and more diverse applications of image processing in these technologies.
Nowadays, multimedia applications occupy an important position in technology due to
Internet development; however, the topics on image processing, which have been studied
for near half a century, still remain tons of fundamentals worth in-depth researches.
Generally speaking, developing image processing is aimed to meet with either general or
specific needs. Specially, algorithm design is treated as the core topic of the image
processing, whatever kinds of applications would benefit from good algorithms to achieve
their desired goals. Besides, computer-aided diagnoses applied to medical imaging also
plays an extremely significant role on the existing health care systems. Neural networks,
fuzzy systems, and genetic algorithms are frequently applied to the variety of intelligent
analyst applications. Speeding image processing hardware, especially, should take credit for
solving problems with execution performance of appliance-based image processing as well.

There are six sections in this book. The first section presents basic image processing
techniques, such as image acquisition, storage, retrieval, transformation, filtering, and
parallel computing. Then, some applications, such as road sign recognition, air quality
monitoring, remote sensed image analysis, and diagnosis of industrial parts are considered.
Subsequently, the application of image processing for the special eye examination and a
newly three-dimensional digital camera are introduced. On the other hand, the section of
medical imaging will show the applications of nuclear imaging, ultrasound imaging, and
biology. The section of neural fuzzy presents the topics of image recognition, self-learning,
image restoration, as well as evolutionary. The final section will show how to implement the
hardware design based on the SoC or FPGA to accelerate image processing.

We sincerely hope this book with plenty of comprehensive topics of image processing
development will benefit readers to bring advanced brainstorming to the field of image
processing,.

Editor

Yung-Sheng Chen
Yuan Ze University
Taiwan, ROC
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Image Acquisition, Storage and Retrieval

Hui Ding, Wei Pan and Yong Guan
Capital Normal University
China

1. Introduction

In many areas of commerce, government, academia, hospitals, and homes, large collections
of digital images are being created. However, in order to make use of it, the data should be
organized for efficient searching and retrieval. An image retrieval system is a computer
system for browsing, searching and retrieving images from a large database of digital
images. Due to diversity in content and increase in the size of the image collections,
annotation became both ambiguous and laborious. With this, the focus shifted to Content
Based Image Retrieval (CBIR), in which images are indexed according to their visual
content.

The chapter will provide mathematical foundations and practical techniques for digital
manipulation of images; image acquisition; image storage and image retrieval.

Image databases have particular requirements and characteristics, the most important of
which will be outlined in this Section.

1.1 The description of CBIR

Content Based Image Retrieval or CBIR is the retrieval of images based on visual features

such as colour, texture and shape (Michael et al., 2006). Reasons for its development are that

in many large image databases, traditional methods of image indexing have proven to be

insufficient, laborious, and extremely time consuming. These old methods of image

indexing, ranging from storing an image in the database and associating it with a keyword

or number, to associating it with a categorized description, have become obsolete. This is not

CBIR. In CBIR, each image that is stored in the database has its features extracted and

compared to the features of the query image. It involves two steps (Khalid et al., 2006):

e Feature Extraction: The first step in the process is extracting image features to a
distinguishable extent.

e  Matching: The second step involves matching these features to yield a result that is
visually similar.

Many image retrieval systems can be conceptually described by the framework depicted in

Fig. 1.

The user interface typically consists of a query formulation part and a result presentation

part. Specification of which images to retrieve from the database can be done in many ways.

One way is to browse through the database one by one. Another way is to specify the image

in terms of keywords, or in terms of image features that are extracted from the image, such

as a color histogram. Yet another way is to provide an image or sketch from which features
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of the same type must be extracted as for the database images, in order to match these
features. A nice taxonomy of interaction models is given in (Vendrig, 1997). Relevance
feedback is about providing positive or negative feedback about the retrieval result, so that
the systems can refine the search.

e " Feature " Index
> —» Y )
Lpage __Extraction - jeais -_Construct -

: Image ~ Index
[ Fetching j— “—{  Matching
Id's - Structure
Result Que
= v
Images & o~ Feature
; /&
/5

RS KN

- | 7 " Feature
| Visualization /T _ Bxtraction

— .
} " Query qu@’]’byp Query
( : ) ex :

- _Formulation | IMple Image/Sketch

Fig. 1. Content-based image retrieval framework

1.2 A short overview

Early reports of the performance of Content based image retrieval (CBIR) systems were
often restricted simply to printing the results of one or more example queries (Flickner et al.,
1995). This is easily tailored to give a positive impression, since developers can chooses
queries which give good results. It is neither an objective performance measure, nor a means
of comparing different systems. MIR (1996) gives a further survey. However, few standard
methods exist which are used by large numbers of researchers. Many of the measures used
in CBIR (such as precision, recall and their graphical representation) have long been used in
IR. Several other standard IR tools have recently been imported into CBIR. In order to avoid
reinventing pre-existing techniques, it seems logical to make a systematic review of
evaluation methods used in IR and their suitability for CBIR.

CBIR inherited its early methodological focus from the by then already mature field of text
retrieval. The primary role of the user is that of formulating a query, while the system is
given the task of finding relevant matches. The spirit of the time is well captured in Gupta
and Jain's classic review paper from 1997 (Gupta & Jain, 1997) in which they remark that
“an information retrieval system is expected to help a user specify an expressive query to
locate relevant information.” By far the most commonly adopted method for specifying a
query is to supply an example image (known as query by example or QBE), but other ways
have been explored. Recent progress in automated image annotation, for example, reduces
the problem of image retrieval to that of standard text retrieval with users merely entering
search terms. Whether this makes query formulation more intuitive for the user remains to
be seen. In other systems, users are able to draw rough sketches possibly by selecting and
combining visual primitives (Feng et al., 2004; Jacobs et al., 1995; Smith & Chang, 1996).
Content-based image retrieval has been an active research area since the early 1990’s. Many
image retrieval systems both commercial and research have been built.
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The best known are Query by Image Content (QBIC) (Flickner et al., 1995) and Photo-book
(Rui et al., 1997) and its new version Four-Eyes. Other well-known systems are the search
engine family Visual-SEEk, Meta-SEEk and Web-SEEk (Bach et al., 1996), NETRA,
Multimedia Analysis and Retrieval System (MARS) (Honkela et al., 1997).
All these methods have in common that at some point users issue an explicit query, be it
textual or pictorial. This division of roles between the human and the computer system as
exemplified by many early CBIR systems seems warranted on the grounds that search is not
only computationally expensive for large collections but also amenable to automation.
However, when one considers that humans are still far better at judging relevance, and can
do so rapidly, the role of the user seems unduly curtailed. The introduction of relevance
feedback into image retrieval has been an attempt to involve the user more actively and has
turned the problem of learning feature weights into a supervised learning problem.
Although the incorporation of relevance feedback techniques can result in substantial
performance gains, such methods fail to address a number of important issues. Users may,
for example, not have a well-defined information need in the first place andmay simply
wish to explore the image collection. Should a concrete information need exist, users are
unlikely to have a query image at their disposal to express it. Moreover, nearest neighbour
search requires efficient indexing structures that do not degrade to linear complexity with a
large number of dimensions (Weber et al., 1998).
As processors become increasingly powerful, and memories become increasingly cheaper,
the deployment of large image databases for a variety of applications have now become
realisable. Databases of art works, satellite and medical imagery have been attracting more
and more users in various professional fields. Examples of CBIR applications are:
¢  Crime prevention: Automatic face recognition systems, used by police forces.
e Security Check: Finger print or retina scanning for access privileges.
¢ Medical Diagnosis: Using CBIR in a medical database of medical images to aid
diagnosis by identifying similar past cases.
¢ Intellectual Property: Trademark image registration, where a new candidate mark is
compared with existing marks to ensure no risk of confusing property ownership.

2. Techniques of image acquire

Digital image consists of discrete picture elements called pixels. Associated with each pixel
is a number represented as digital number, which depicts the average radiance of relatively
small area within a scene. Image capture takes us from the continuous-parameter real world
in which we live to the discrete parameter, amplitude quantized domain of the digital
devices that comprise an electronic imaging system.

2.1 Representations for the sampled image

Traditional image representation employs a straightforward regular sampling strategy,
which facilitates most of the tasks involved. The regular structuring of the samples in a
matrix is conveniently simple, having given rise to the raster display paradigm, which
makes this representation especially efficient due to the tight relationship with typical
hardware.

The regular sampling strategy, however, does not necessarily match the information
contents of the image. If high precision is required, the global sampling resolution must be
increased, often resulting in excessive sampling in some areas. Needless to say, this can
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become very inefficient, especially if the fine/coarse detail ratio is low. Many image
representation schemes address this problem, most notably frequency domain codifications
(Penuebaker & Mitchell, 1993; Froment & Mallat, 1992), quad-tree based image models
(Samet, 1984) and fractal image compression (Barnsley & Hurd, 1993).

Sampling a continuous-space image g.(x,y) yields a discretespace image:

8a(m,n) =g .(mX,nY) )

where the subscripts ¢ and d denote, respectively, continuous space and discrete space,
and (X,Y) is the spacing between sample points, also called the pitch. However, it is also
convenient to represent the sampling process by using the 2-D Dirac delta function d(x,y) .
In particular, we have from the sifting property of the delta function that multiplication
of g.(x,y) by a delta function centered at the fixed point (x,,y,) followed by integration
will yield the sample value g (x,,y,),i.e.,

8.(%o,Y0) = [[ 8.(x,y)0(x = %,y — y, )dxedy )

Provided g.(x,y) is continuous at (x,,y,) . It follows that:

8 (X, Y)(x =0,y = Yo) = 8. (%0, Y0)S (X = X0, ~ ) 3)
that is, multiplication of an impulse centered at (x,,,) by the continuous-space image
g.(x,y) is equivalent to multiplication of the impulse by the constant g (x,,y,) . It will also
be useful to note from the sifting property that:

8(X,y)*O(x =%,y —¥y) = 8 (¥ = X0, ¥ ~ ) ()
That is, convolution of a continuous-space function with an impulse located at (x,,y,) shifts
the function to (x,,y,) .
To get all the samples of the image, we define the comb function:

comby (x,y) = ZZ5(x—mX,y—nY) )

m n

Then we define the continuous-parameter sampled image, denoted with the subscript s, as

8.(5,9) = 8, (x,y)comby , (x,1)
=3 u(x,y)5(x —mX,y —nY) ©)

We see from Eq. (6) that the continuous- and discrete-space representations for the sampled
image contain the same information about its sample values. In the sequel, we shall only use
the subscripts ¢ and d when necessary to provide additional clarity. In general, we can
distinguish between functions that are continuous space and those that are discrete space on
the basis of their arguments. We will usually denote continuous-space independent
variables by (x,y) and discrete-space independent variables by (m,1).

2.2 General model for the image capture process
Despite the diversity of technologies and architectures for image capture devices, it is
possible to cast the sampling process for all of these systems within a common framework.
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Since feature points are commonly used for alignment between successive images, it is
important to be aware of the image blur introduced by resampling. This manifests itself and
is conveniently analysed in the frequency domain representation of an image. The
convenience largely arises because of the Convolution Theorem (Bracewell, 1986) whereby
convolution in one domain is multiplication in the other. Another technique used is to work
in the spatial domain by means of difference images for selected test images. This technique
is less general, though careful construction of test images can be helpful. In (Abdou &
Schowengerdt, 1982), the question of the response to differential phase shift in the image
was considered in the spatial domain. That study, though thorough, was concerned with bi-
level images and used a restricted model for the image capture process.

2.3 Image decimation and interpolation

Interpolation and decimation are, respectively, operations used to magnify and reduce
sampled signals, usually by an integer factor. Magnification of a sampled signal requires
that new values, not present in the signal, be computed and inserted between the existing
samples. The new value is estimated from a neighborhood of the samples of the original
signal. Similarly, in decimation a new value is calculated from a neighborhood of samples
and replaces these values in the minimized image. Integer factor interpolation and
decimation algorithms may be implemented using efficient FIR filters and are therefore
relatively fast. Alternatively, zooming by noninteger factors typically uses polynomial
interpolation techniques resulting in somewhat slower algorithms.

2.3.1 Downsampling and decimation

Decimation is the process of filtering and downsampling a signal to decrease its effective
sampling rate, as illustrated in Fig. 2. To downsample a signal by the factor N means to form
a new signal consisting of every Nth sample of the original signal. The filtering is employed
to prevent aliasing that might otherwise result from downsampling.

x(n) 4.@—.39(11)

Fig. 2. Downsampling by the factor N

Fig. 2. shows the symbol for downsampling by the factor N. The downsampler selects every
Nth sample and discards the rest:

y(n) = Downsampley; ,(x) = x(Nn), neZ @)
In the frequency domain, we have
1 e 12
Y(2)= ALIAS, , () 2 3 X('e "), zeC ®
m=0

Thus, the frequency axis is expanded by factor N, wrapping N times around the unit circle,
adding to itself N times. For N=2, two partial spectra are summed, as indicated in Fig. 3.
Using the common twiddle factor notation:

Wy &e 2N )
the aliasing expression can be written as :
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1 N-1
Y(2) =EZX(W§12W) (10)
m=0
1/
— - — - HH""*—-.._\_\_\_E
il m =T - — T

Fig. 3. Illustration of ALLAS, in frequency domain

2.3.2 Upsampling and Interpolation

The process of increasing the sampling rate is called interpolation. Interpolation is
upsampling followed by appropriate filtering. y(n) obtained by interpolating x(n) , is
generally represented as:

K1) ——{ PN —— ()

Fig. 4. Upsampling by the factor N
y(n)=STRETCH, (x) =x(Nn), neZ (11)

Fig. 4 shows the graphical symbol for a digital upsampler by the factor N . To upsample by
the integer factor N -1, we simply insert zeros between x(n) and x(n+1) for all n. In
other words, the upsampler implements the stretch operator defined as :

x(?’l/N), % (12)

y(n)=STRETCH,, ,(x)= ,
’ 0, otherwize

In the frequency domain, we have, by the stretch (repeat) theorem for DTFTs:

Y(z) = REPEAT, (X)2 X(z"), zeC (13)

M

Plugging in z=e", we see that the spectrum on [~7,7) contracts by the factor N, and N
images appear around the unit circle. For N =2, this is depicted in Fig. 5.

1/
AN
— /N
/ N

—T bia - Fia

Fig. 5. lllustration of ALLAS, in frequency domain

For example, the down sampling procedure keeps the scaling parameter constant (n=1/2)
throughout successive wavelet transforms so that it benefits for simple computer
implementation. In the case of an image, the filtering is implemented in a separable way by
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filtering the lines and columns. The progressing of wavelet decompose has shown in Fig. 6.
(Ding et al., 2008)

Le\-'el 3

coefficients

Level 2
coefficients

Level 1
coefficients

Fig. 6. 2-D wavelet decomposition. (a) : 3 level filter bank, (b): the example of wavelet
decomposition

2.4 Basic enhancement and restoration techniques

The Moving Picture Experts Group (MPEG) is a working group of ISO/IEC in charge of the
development of international standards for compression, decompression, processing, and
coded representation of moving pictures, audio and their combination.

The process of image acquisition frequently leads (inadvertently) to image degradation. Due
to mechanical problems, out-of-focus blur, motion, inappropriate illumination, and noise the
quality of the digitized image can be inferior to the original. The goal of enhancement is -
starting from a recorded image c[m,n] to produce the most visually pleasing image a[m,n] .
The goal of enhancement is beauty; the goal of restoration is truth.

The measure of success in restoration is usually an error measure between the original
a[m,n] and the estimate a[m,n]: E{a[m,n],a[m,n]} . No mathematical error function is
known that corresponds to human perceptual assessment of error. The mean-square error
function is commonly used because:

e Itis easy to compute;

e Itis differentiable implying that a minimum can be sought;

e It corresponds to "signal energy" in the total error;

¢ It has nice properties vis a vis Parseva’s theorem.

The mean-square error is defined by:

M-1N-1

Elia} =73,

m=0 n=0

a[m,n]- a[m,n]r (14)

In some techniques an error measure will not be necessary; in others it will be essential for
evaluation and comparative purposes.

Image restoration and enhancement techniques offer a powerful tool to extract information
on the small-scale structure stored in the space- and ground-based solar observations. We
will describe several deconvolution techniques that can be used to improve the resolution in
the images. These include techniques that can be applied when the Point Spread Functions
(PSFs) are well known, as well as techniques that allow both the high resolution
information, and the degrading PSF to be recovered from a single high signal-to-noise
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image. I will also discuss several algorithms used to enhance low-contrast small-scale
structures in the solar atmosphere, particularly when they are embedded in large bright
structures, or located at or above the solar limb. Although strictly speaking these methods
do not improve the resolution in the images, the enhancement of the fine structures allows
detailed study of their spatial characteristics and temporal variability. Finally, I will
demonstrate the potential of image post-processing for probing the fine scale and temporal
variability of the solar atmosphere, by highlighting some recent examples resulting from the
application of these techniques to a sample of Solar observations from the ground and from
space.

3. Image storage and database

With increased computing power and electronic storage capacity, the potential for large
digital video libraries is growing rapidly. In the analysis of digital video, compression
schemes offer increased storage capacity and statistical image characteristics, such as
filtering coefficients and motion compensation data. Content-based image retrieval, uses the
visual contents of an image such as color, shape, texture, and spatial layout to represent and
index the image.

3.1 Statistical features

In pattern recognition and in image processing feature extraction is a special form of
dimensionality reduction. Features that are extracted from image or video sequence without
regard to content are described as statistical features. These include parameters derived
from such algorithms as image difference and camera motion. Certain features may be
extracted from image or video without regard to content. These features include such
analytical features as scene changes, motion flow and video structure in the image domain,
and sound discrimination in the audio domain.

3.1.1 Gaussian statistics

To understand the role of statistics in image segmentation, let us examine some preliminary
functions that operate on images. Given an image f, that is observed over the lattice 3,
suppose that Q, cQ, and f, is a restriction of f, to only those pixels that belong to Q, .
Then, one can define a variety of statistics that capture the spatial continuity of the pixels
that comprise f; .

T.(pg)= >, [fitmn)-fi(m+pn+q)] (15)

(m,n)ey

where (p,q) €[(0,1),(1,0),(1,1),(1,-1),...] , measures the amount of variability in the pixels
that comprise f, along the (p,q)th direction. For a certain f,, if T, (0,1) is very small, for
example, then that implies that f, has a little or no variability along the (0,1)th (i.e.,
horizontal) direction. Computation of this statistic is straightforward, as it is merely a
quadratic operation on the difference between intensity values of adjacent (neighboring)
pixels. T, (p,q) and minor variation thereof is referred to as the Gaussian statistic and is
widely used in statistical methods for segmentation of gray-tone images; see [6,7].
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3.1.2 Fourier statistics

F@B)= X [ fimme T <] fiomme ] (16)

(m,n)eQy

where (@,f)e[-7,z]*, measures the amount of energy in frequency bin(«,/) that the
pixels that comprise f, possess. For acertain f,, if F, (0,207 /N) has a large value, for
example, then that implies that f, has a significant cyclical variation of the (0,207 / N) (i.e.,
horizontally every 10 pixels) frequency. Computation of this statistic is more complicated
that the Gaussian one. The use of fast Fourier transform algorithms, however, can
significantly reduce the associated burden. F; (o, f), called the period gram statistic, is also
used in statistical methods for segmentation of textured images; see [8,91.

3.1.3 Covariance statistics

K, = > (fimm)-uf,) (fi(mmn)-puf,) (17)

(m,n)eQ
where uf, = z fi(m,n), measures the correlation between the various components that
(m,n)eQy

comprise each pixel of f,. If K. is a 3x3 matrix and K, (1,2) has large value, for

example, then that means that components 1 and 2 (could be the red and green channels) of
the pixels that make up fi are highly correlated. Computation of this statistic is very time
consuming, even more so than the Fourier one, and there are no known methods to alleviate
this burden. K, is called the covariance matrix of f;, and this too has played a substantial

role in statistical methods for segmentation of color images; see [ 10,111.
Computation of image statistics of the type that motioned before tremendously facilitates
the task of image segmentation.

3.2 Compressed domain feature

Processing video data is problematic due to the high data rates involved. Television quality
video requires approximately 100 GBytes for each hour, or about 27 MBytes for each second.
Such data sizes and rates severely stress storage systems and networks and make even the
most trivial real-time processing impossible without special purpose hardware.
Consequently, most video data is stored in a compressed format.

3.2.1 JPEG Image

The name "JPEG" stands for Joint Photographic Experts Group, the name of the committee
that created the standard. The JPEG compression algorithm is at its best on photographs and
paintings of realistic scenes with smooth variations of tone and color.

Because the feature image of a raw image is composed of the mean value of each 8x8 block,
the mean value of each block in the JPEG image is then directly extracted from its DC
coefficient as the feature. The result can be easily inferred as follows:

C(O)c 0) < (2x+1)xc(0)x 7 Ry +1)xc(0)xz
J(0,0) = ;;f(x ,y)c ( 16 ]COS( 16 j

(18)
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where [(0,0) and M are the DC coefficient and mean value of the corresponding block. For
the reason that a level shifting by -128 gray levels in the JPEG encoding, the real mean value

of the block is [i}(0,0)+128} . The real mean values of all blocks are assigned to be the

pixel values of the feature image. The size of the feature image is still 1/64 of original JPEG
image size because the DCT block size is 8x8 .

3.2.2 Wavelet-compressed Images

For a wavelet-compressed image, feature image is extracted from the low-low band of the
wavelet-compressed. If the one-level wavelet decomposition is used in the wavelet-
compressed image, the low-low band subimage will approximate to the scaled original
image. Thus, the mean value of each 4x4 block in the low-low band subimage is assigned to
be the pixel value of the feature image. The pixel value of the feature image is:

1 3 3
x,y = _6202 4x+i,4y+] (19)

=0

where WI, is the pixel value of feature image with coordinate (x,y),and LL, is the pixel
value of low-low 8x 8 band image with coordinate (x,y). The size of feature image here is
1/64 of the original wavelet-compressed image size. If the wavelet-compressed image is
compressed by three-level wavelet decomposition, then the image should be reconstructed
back to the one-level wavelet decomposition first.

The feature images will be the same if they are extracted from the raw image and the JPEG
image of the same image. Moreover, the mean squared error (MSE) between feature images
generated from the raw image and from the wavelet-compressed image is quite small.

3.3 Image content descriptor

”Content-based” means that the search will analyze the actual contents of the image. The

term ‘content’ in this context might refer to colors, shapes, textures, or any other information

that can be derived from the frame image itself.

e  Color represents the distribution of colors within the entire image. This distribution
includes the amounts of each color.

o  Texture represents the low-level patterns and textures within the image, such as
graininess or smoothness. Unlike shape, texture is very sensitive to features that appear
with great frequency in the image.

e  Shape represents the shapes that appear in the image, as determined by color-based
segmentation techniques. A shape is characterized by a region of uniform color.

3.2.1 Color

Color reflects the distribution of colors within the entire frame image. A color space is a
mathematical representation of a set of colors. The three most popular color models are RGB
(used in computer graphics); YIQ, YUV or YCbCr (used in video systems); and CMYK (used
in color printing). However, none of these color spaces are directly related to the intuitive
notions of hue, saturation, and brightness. This resulted in the temporary pursuit of other
models, such as HIS and HSV, to simplify programming, processing, and end-user
manipulation.
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e RGB Color Space

The red, green, and blue (RGB) color space is widely used throughout computer graphics.
Red, green, and blue are three primary additive colors (individual components are added
together to form a desired color) and are represented by a three-dimensional, Cartesian
coordinate system. The indicated diagonal of the cube, with equal amounts of each primary
component, represents various gray levels. Table 1 contains the RGB values for 100%
amplitude, 100% saturated color bars, a common video test signal.

Nominal White | Yellow | Cyan | Green |Magenta| Red | Blue | Black
Range
R [0to255 255 255 0 0 255 255 0 0
G |0to255 255 255 255 255 0 0 0 0
B 0to255 255 0 255 0 255 0 255 0

Table 1. 100% RGB Color Bars

The RGB color space is the most prevalent choice for computer graphics because color
displays use red, green, and blue to create the desired color. However, RGB is not very
efficient when dealing with “real-world” images. All three RGB components need to be of
equal band-width to generate any color within the RGB color cube. The result of this is a
frame buffer that has the same pixel depth and display resolution for each RGB component.
Also, processing an image in the RGB color space is usually not the most efficient method.
For these and other reasons, many video standards use luma and two color dif ference
signals. The most common are the YUV, YIQ, and YCbCr color spaces. Although all are
related, there are some differences.
e  YCbCr Color Space
The YCbCr color space was developed as part of ITU-R BT.601 during the development of a
world-wide digital component video standard. YCbCr is a scaled and offset version of the
YUV color space. Y is defined to have a nominal 8-bit range of 16-235; Cb and Cr are
defined to have a nominal range of 16-240. There are several YCbCr sampling formats, such
as 4:4:4,4:2:2,4:1:1, and 4:2:0.

RGB - YCbCr Equations: SDTV
The basic equations to convert between 8-bit digital R‘G'B” data with a 16-235 nominal
range and YCbCr are:

Y., =0.2999R'+0.587G'+0.114B'
Cb=-0.172R'-0.399G'+ 0.511B'+ 128
Cr=0.511R"-0.428G'-0.083B'+ 128

R'=Y,, +1.371(Cr —128)
G'=Y,, —0.698(Cr —128) - 0.336(Cb — 128)
B'=Y,, +1.732(Cb—128)

When performing YCbCr to R'G'B” conversion, the resulting R“G’B” values have a nominal
range of 16-235, with possible occasional excursions into the 0-15 and 236-255 values. This
is due to Y and CbCr occasionally going outside the 16-235 and 16-240 ranges, respectively,
due to video processing and noise. Note that 8-bit YCbCr and R'G’B” data should be
saturated at the 0 and 255 levels to avoid underflow and overflow wrap-around problems.
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Table 2 lists the YCbCr values for 75% amplitude, 100% saturated color bars, a common
video test signal.

Nominal White | Yellow [ Cyan | Green |Magenta| Red Blue | Black
Range
SDTV
Y [16to235] 180 162 131 112 84 65 35 16

Cb |16t0240| 128 44 156 72 184 100 212 128
Cr [16t0240| 128 142 44 58 198 212 114 128
HDTV
Y [16to235] 180 168 145 133 63 51 28 16
Cb |16t0240| 128 44 147 63 193 109 212 128
Cr (1610240 128 136 44 52 204 212 120 128

Table 2. 75% YCbCr Color Bars.

RGB - YCbCr Equations: HDTV
The basic equations to convert between 8-bit digital R‘G'B” data with a 16-235 nominal
range and YCbCr are:

Y., =0.213R'+0.751G'+0.072B'
Cb=-0.117R'-0.394G'+ 0.511B'+ 128
Cr =0.511R'-0.464G'-0.047B'+ 128

R'=Y,, +1.540(Cr —128)
G'=Y,, —0.459(Cr —128) - 0.183(Cb - 128)
B'=Y,,, +1.816(Cb—128)

When performing YCbCr to R“G’B” conversion, the resulting R°G"B” values have a nominal
range of 16-235, with possible occasional excursions into the 0-15 and 236-255 values. This
is due to Y and CbCr occasionally going outside the 16-235 and 16-240 ranges, respectively,
due to video processing and noise. Note that 8-bit YCbCr and R'G’B” data should be
saturated at the 0 and 255 levels to avoid underflow and overflow wrap-around problems.
Table 2 lists the YCbCr values for 75% amplitude, 100% saturated color bars, a common
video test signal.

e HSI, HLS, and HSV Color Spaces

The HSI (hue, saturation, intensity) and HSV (hue, saturation, value) color spaces were
developed to be more “intuitive” in manipulating color and were designed to approximate
the way humans perceive and interpret color. They were developed when colors had to be
specified manually, and are rarely used now that users can select colors visually or specify
Pantone colors. These color spaces are discussed for “historic” interest. HLS (hue, lightness,
saturation) is similar to HSI; the term lightness is used rather than intensity. The difference
between HSI and HSV is the computation of the brightness component (I or V), which
determines the distribution and dynamic range of both the brightness (I or V) and
saturation(S). The HSI color space is best for traditional image processing functions such as
convolution, equalization, histograms, and so on, which operate by manipulation of the
brightness values since I is equally dependent on R, G, and B. The HSV color space is
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preferred for manipulation of hue and saturation (to shift colors or adjust the amount of
color) since it yields a greater dynamic range of saturation.

3.2.2 Texture

Texture reflects the texture of the entire image. Texture is most useful for full images of
textures, such as catalogs of wood grains, marble, sand, or stones. A variety of techniques
have been developed for measuring texture similarity. Most techniques rely on comparing
values of what are known as second-order statistics calculated from query and stored
images (John et al.). These methods calculate measures of image texture such as the degree
of contrast, coarseness, directionality and regularity (Tamur et al., 1976; Niblace et al., 1993);
or periodicity, directionality and randomness (Liu & Picard, 1996). Alternative methods of
texture analysis for image retrieval include the use of Gabor filters (Manjunath & Ma, 1996)
and fractals. Gabor filter (or Gabor wavelet) is widely adopted to extract texture features
from the images for image retrieval, and has been shown to be very efficient. Manjunath and
Ma have shown that image retrieval using Gabor features outperforms that using pyramid-
structured wavelet transform (PWT) features, tree-structured wavelet transform (TWT)
features and multiresolution simultaneous autoregressive model (MR-SAR) features.
Haralick (Haralick, 1979) and Van Gool (Gool et al., 1985) divide the techniques for texture
description into two main categories: statistical and structural. Most natural textures can not
be described by any structural placement rule, therefore the statistical methods are usually
the methods of choice. One possible approach to reveal many of the statistical texture
properties is by modelling the texture as an autoregressive (AR) stochastic process, using
least squares parameter estimation. Letting s and r be coordinates in the 2-D coordinate
system, a general causal or non-causal auto-regressive model may be written:

y(s) =2 0y(s—r)+e(s) (22)

reN
Where y(s) is the image, 6, are the model parameters, e(s) is the prediction error process,
and N is a neighbour set. The usefulness of this modelling is demonstrated with
experiments showing that it is possible to create synthetic textures with visual properties
similar to natural textures.

3.2.3 Shape

Shape represents the shapes that appear in the image. Shapes are determined by identifying
regions of uniform color. In the absence of color information or in the presence of images
with similar colors, it becomes imperative to use additional image attributes for an efficient
retrieval. Shape is useful to capture objects such as horizon lines in landscapes, rectangular
shapes in buildings, and organic shapes such as trees. Shape is very useful for querying on
simple shapes (like circles, polygons, or diagonal lines) especially when the query image is
drawn by hand. Incorporating rotation invariance in shape matching generally increases
the computational requirements.

4. Image indexing and retrieval

Content-based indexing and retrieval based on information contained in the pixel data of
images is expected to have a great impact on image databases. The ideal CBIR system from a
user perspective would involve what is referred to as semantic retrieval.
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4.1 Feature-based retrieval

Object segmentation and tracking is a key component for new generation of digital video
representation, transmission and manipulations. The schema provides a general framework
for video object extraction, indexing, and classification. By video objects, here we refer to
objects of interest including salient low-level image regions (uniform color/texture regions),
moving foreground objects, and group of primitive objects satisfying spatio-temporal
constraints (e.g., different regions of a car or a person). Automatic extraction of video objects
at different levels can be used to generate a library of video data units, from which various
functionalities can be developed. For example, video objects can be searched according to
their visual features, including spatio-temporal attributes. High-level semantic concepts can
be associated with groups of low-level objects through the use of domain knowledge or user
interaction.

As mentioned above, in general, it is hard to track a meaningful object (e.g., a person) due to
its dynamic complexity and ambiguity over space and time. Objects usually do not
correspond to simple partitions based on single features like color or motion. Furthermore,
definition of high-level objects tends to be domain dependent. On the other hand, objects
can usually be divided into several spatial homogeneous regions according to image
features. These features are relatively stable for each region over time. For example, color is
a good candidate for low-level region tracking. It does not change significantly under
varying image conditions, such as change in orientation, shift of view, partial occlusion or
change of shape. Some texture features like coarseness and contrast also have nice
invariance properties. Thus, homogenous color or texture regions are suitable candidates
for primitive region segmentation. Further grouping of objects and semantic abstraction can
be developed based on these basic feature regions and their spatio-temporal relationship.
Based on these observations, we proposed the following model for video object tracking and
indexing (Fig. 7).
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Fig. 7. Hierarchical representation of video objects

At the bottom level are primitive regions segmented according to color, texture, or motion
measures. As these regions are tracked over time, temporal attributes such as trajectory,
motion pattern, and life span can be obtained. The top level includes links to conceptual
abstraction of video objects. For example, a group of video objects may be classified to
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moving human figure by identifying color regions (skin tone), spatial relationships
(geometrical symmetry in the human models), and motion pattern of component regions.
We propose the above hierarchical video object schema for content-based video indexing.
One challenging issue here is to maximize the extent of useful information obtained from
automatic image analysis tasks. A library of low-level regions and mid-level video objects
can be constructed to be used in high-level semantic concept mapping. This general schema
can be adapted to different specific domains efficiently and achieve higher performance.

4.2 Content-based retrieval

In this section, we will construct such a signature by using semantic information, namely
information about the appearance of faces of distinct individuals. We will not concern
ourselves with the extraction of face-related information, since ample work has been
performed on the subject. Instead we will try to solve the problems of consistency and
robustness with regards to face-based indexing, to represent face information with minimal
redundancy, and also to find a fast (logarithmic-time) search method. All works on face-
related information for video indexing until now have focused on the extraction of the face-
related information and not on its organization and efficient indexing. In effect, they are
works on face recognition with a view to application on indexing.

(@) (b) ©

Fig. 8. Results of face detection: (a) the capture frame image; (b) result of similarity; (c) the
binary result

The research on CBVIR has already a history of more than a dozen years. It has been started
by using low-level features such as color, texture, shape, structure and space relationship, as
well as (global and local) motion to represent the information content. Research on feature-
based visual information retrieval has made quite a bit but limited success. Due to the
considerable difference between the users' concerts on the semantic meaning and the
appearances described by the above low-level features, the problem of semantic gap arises.
One has to shift the research toward some high levels, and especially the semantic level. So,
semantic-based visual information retrieval (CBVIR) begins in few years’ ago and soon
becomes a notable theme of CBVIR.

4.3 Semantic-based retrieval

How to bridge the gap between semantic meaning and perceptual feeling, which also exists
between man and computer, has attracted much attention. Many efforts have been
converged to SBVIR in recent years, though it is still in its commencement. As a
consequence, there is a considerable requirement for books like this one, which attempts to
make a summary of the past progresses and to bring together a broad selection of the latest
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results from researchers involved in state-of-the-art work on semantic-based visual

information retrieval.

Several types of semantic gaps can be identified, showed in Fig. 8.:

e  The semantic gap between different data sources - structured or unstructured

e The semantic gap between the operational data and the human interpretation of this
data

¢ The semantic gap between people communicating about a certain information concept.

Semantic

concept

<@ O O &
\\-—-_;

Fig. 8. Semantic Gap

Several applications aim to detect and solve different types of semantic gaps. They rage
from search engines to automatic categorizers, from ETL systems to natural language
interfaces, special functionality includes dashboards and text mining.

4.4 Performance evaluation

Performance evaluation is a necessary and benefical process, which provides annual
feedback to staff members about job effectiveness and career guidance. The performance
review is intended to be a fair and balanced assessment of an employee's performance. To
assist supervisors and department heads in conducting performance reviews, the HR-
Knoxville Office has introduced new Performance Review forms and procedures for use in
Knoxville.

The Performance Review Summary Form is designed to record the results of the employee's
annual evaluation. During the performance review meeting with the employee, use the
Performance Review Summary Form to record an overall evaluation in:

e Accomplishments

e service and relationships

e dependability

e adaptability and flexibility

e and decision making or problem solving.

5. Software realization

Digital systems that process image data generally involve a mixture of software and
hardware. This section describes some of the software that is available for developing image
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and video processing algorithms. Once an algorithm has been developed and is ready for
operational use, it is often implemented in one of the standard compiled languages.

5.1 Matlab

Matlab support images generated by a wide range of devices, including digital cameras,
frame grabbers, satellite and airborne sensors, medical imaging devices, microscopes,
telescopes, and other scientific instruments.

Image Processing Toolbox™ software provides a comprehensive set of reference-standard
algorithms and graphical tools for image processing, analysis, visualization, and algorithm
development. You can restore noisy or degraded images, enhance images for improved
intelligibility, extract features, analyze shapes and textures, and register two images. Most
toolbox functions are written in the open MATLAB® language, giving you the ability to
inspect the algorithms, modify the source code, and create your own custom functions.

5.2 OpenCV

OpenCV is a computer vision library originally developed by Intel. It focuses mainly on
real-time image processing, as such, if it find Intel’s Integrated Performance Primitives on
the system, it will use these commercial optimized routines to accelerate itself. It is free for
commercial and research use under a BSD license. The library is cross-platform, and runs on
Windows, Mac OS X, Linux, PSP, VCRT (Real-Time OS on Smart camera) and other
embedded devices. It focuses mainly on real-time image processing, as such, if it finds Intel's
Integrated Performance Primitives on the system, it will use these commercial optimized
routines to accelerate itself. Released under the terms of the BSD license, OpenCV is open
source software.

The OpenCV library is mainly written in C, which makes it portable to some specific
platforms such as Digital signal processor. But wrappers for languages such as C# and
Python have been developed to encourage adoption by a wider audience.

6. Future research and conclusions

As content-based retrieval techniques of multimedia objects become more effective, we
believe a similar semi-automatic annotation framework can be used for other multimedia
database applications. The use of image sequences to depict motion dates back nearly two
centuries. One of the earlier approaches to motion picture “display” was invented in 1834 by
the mathematician William George Horner. In this chapter we have reviewed the current
state of the art in automatic generation of features for images.

We present a semi-automatic annotation strategy that employs available image retrieval
algorithms and relevance feedback user interfaces. The semi-automatic image annotation
strategy can be embedded into the image database management system and is implicit to
users during the daily use of the system. The semi-automatic annotation of the images will
continue to improve as the usage of the image retrieval and feedback increases. It therefore
avoids tedious manual annotation and the uncertainty of fully automatic annotation. This
strategy is especially useful in a dynamic database system, in which new images are
continuously being imported over time.
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The problem of deriving good evaluation schemes for automatically generated semantic
concept is still complex and open.
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1. Introduction

Discrete Cosine Transform (DCT) constitutes a powerful tool in signal processing, since its
first introduction (Ahmed et al., 1974). It belongs to a class of mathematical operations that
includes the well-known Fast Fourier Transform (FFT), having as basic operation taking a
signal and transforming it from one type of representation to another. More precisely, DCT
transforms a signal from the spatial domain to the frequency space, with minimum
information redundancy, since its kernel functions (cosines) comprise an orthogonal basis.
The main advantage of the DCT transform is its high energy compactness and thus the
resulted DCT coefficients fully describe the signal in process. This benefit in conjunction
with its implementation simplicity has inspired the scientists to use DCT as the basic
transform in the well known image compression standard calling JPEG (ISO/IEC, 1994).
Particularly, a 2-D version of the DCT is used to compute the projection of an image in the
orthogonal basis of cosines functions, by resulting to a set of coefficients that constitutes the
DCT image domain. According to the JPEG standard these coefficients are being
compressed in a next step by applying a specific quantization table and an entropy coding
procedure.

Besides the usage of the 2-D DCT as part of image compression algorithms, it is widely used
as feature extraction or dimensionality reduction method in pattern recognition applications
(Sanderson & Paliwal, 2003; Er et al., 2005; Jadhav & Holambe, 2008; Liu & Liu, 2008), in
image watermarking and data hiding (Qi et al., 2008; Choi et al., 2008; Alturki et al., 2007;
Wong et al.,, 2007) and in various image processing applications (See et al., 2007; Krupinski
& Purczynski, 2007; Abe & liguni, 2007).

From the above it is obvious that the applicability range of the 2-D DCT is wide and
increases continuously. This fact has motivated many researchers to investigate and develop
algorithms that accelerate the computation time needed to calculate the DCT coefficients of
an image. As a result of this massive research, many algorithms that present high
computation rates were proposed (Zeng et al., 2001; Diab et al., 2002; Wu et al., 2008; Shao et
al., 2008; Plonka & Tasche, 2005) and many hardware implementations were presented
(Nikara et al., 2006; Tan et al., 2001) through the years.
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These algorithms manage to reduce the number of operations in terms of multiplications
and additions, by applying common techniques with the DFT algorithms, where optimized
arithmetic methodologies and matrix operations are applied.

A completely different methodology that is making use of the image’s morphology and
intensities distribution, which highly improves the computational rate of the 2-D DCT, is
presented in this chapter, as alternative to the conventional one. Moreover, the algorithms’
nature allows the collaboration with the already existing fast methods, in order to provide
high computation rates.

2. 2-D Discrete Cosine Transform

The Discrete Cosine Transform (DCT) is a popular signal transformation method, which is
making use of cosine functions of different frequencies, as kernels. There are several variants
of DCT with slightly modified definitions and properties, like DCT I, II, III, IV, V-VIII
(Wikipedia) with the corresponding inverse formulas.

Among these types the DCT 1I, is usually used in image processing and compression (JPEG,
MPEQG), because it has strong energy compaction, meaning that a few coefficients enclose
the most of the signal in process.

The (p+q)" order DCT-II coefficient for an NxN image having intensity function f(x,y), is
described by the following formulas

1 N=1N-1
C =———— D (x)D, (y)f (x,» )
T S L D0 ()

with 0 < p,q,xy <N-1, and

D, (t)= COS(MJ @

2N

is the cosine kernel function of the orthogonal basis, while

o=y it 0

N /2 otherwise

is a normalization factor.

According to (1) there are a lot of computations that have to be performed in calculating a
set of DCT coefficients, due to the cosine functions evaluations, but most of all due to the
number of image’s pixels. While in the case of blocked-DCT algorithm (1) is applied to an
8x8 image block and thus the number of pixels is quite small, in the case of the global-DCT
the number of pixels is increasing and is equal to the total image pixels.

A novel methodology that attempts to reduce the complexity of the above formulas by
modifying these definitions in a more simple form is presented, in the next section.

3. Improved 2-D DCT computation

As it can be seen from (1), the high computational complexity of the 2-D DCT computation
process, lies on the calculation of the same quantities for the entire image and thus the
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computation time is highly dependent on the image size by resulting to a O(N?) complexity.
This fact was the main point of inspiration of investigating alternative computation
methodologies to decrease the complexity by simplifying the way the operations are
performed.

Recently, the authors proposed a new algorithm to accelerate the computation of Legendre
moments on binary images (Papakostas et al., 2007) and generalized it in the case of gray-
scale images with application on the Geometric moments (Papakostas et al., 2008), based on
a new image representation scheme called Image Slice Representation (ISR).

This new image representation method is adopted and applied on the computation of 2-D
DCT coefficients, in order to improve the overall computation rate, as it will be verified by
appropriate experiments.

3.1 Image Slice Representation (ISR)

The main idea behind the ISR is based on a novel image perspective according to which,
each gray-scale image consisting of pixels having several intensities in the range [0,255], can
be completely decomposed by a finite number of image slices of different intensity.

Each slice can be defined as the following definition describes,

Definition 1: Slice of a gray-scale image, of a certain intensity f; is the image with the same
size and the same pixels of intensity f; as the original one, while the rest of the pixels are
considered to be black.

For example let us consider the following 4x4 gray-scale image, where the pixels’ intensities
have been highlighted, so that the decomposition result is clear.

Fig. 1. Original gray-scale image, where the pixels’ intensities are displayed as a number in
the range [0,255].

If we consider the gray-scale image of Fig.1, as the resultant of non-overlapped image slices,
having specific intensities in their pixels’ positions, then we can decompose the original
image to several slices, which can reconstruct it, by applying fundamental mathematical
operations.

In this sense the image of Fig.1, can be decomposed to the following slices,
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Fig. 2. Image Slice Representation of the image of Fig.1: 1st image slice of 192 intensity, 2nd
image slice of 95 intensity, 3rd image slice of 28 intensity, 4th image slice of 221 intensity and
5th image slice of 234 intensity.

As aresult of the Definition 1, is the following Lemma 1 and 2:

Lemma 1: Any 8-bit gray-scale image can be decomposed into a maximum of 255 slices,
where each slice has pixels of one intensity value and black.

Lemma 2: The binary image as a special case of a gray-scale image consists of only one slice,
the binary slice, where only the intensities of 255 and 0 are included.

The main advantage of this image decomposition is by describing a gray-scale image into a
set of two-level slices of certain intensity; one can effectively apply the IBR (Papakostas et
al., 2007) algorithm to compute the 2-D DCT coefficients of each binary slice and finally the
total coefficients of the initial gray-scale, by superposition.

Based on the ISR representation, the intensity function f(x,y) of a gray-scale image, can be
defined as an expansion of the slices” intensity functions,

f(x) =2 £ (x.7) @

where n is the number of slices (equal to the number of different intensity values) and fi(x,y)
is the intensity function of the i slice. In the case of a binary image 7 is equal to 1 and thus
feoy)=fixy).

By using the ISR representation scheme, the computation of the (p+q)# 2-D DCT coefficient
(1) of a gray-scale image f(x,), can be performed according to,
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where f; and C; g i=1,2,...,5 are the intensity functions of the slices and the corresponding
(p+q)™ order coefficient of the i binary slice, respectively.
The corresponding coefficient of a binary slice C; g+ is the coefficient computed by
considering a block representation of the image (Papakostas et al., 2007), as follows

Cu=5a0)=-5 Y Y 0,0, Z[ Y D, }[ Yy DAy)J ©)

j=0 X=Xy p; Y=V, j=0\ x= Y Y=,

where Xip %oy and Y1y, > Yoy, are the coordinates of the block b;, with respect to the
horizontal and vertical axis, respectively.

The proposed methodology has already been applied to the computation of binary and
gray-scale images’ moments in (Papakostas et al., 2007) and (Papakostas et al., 2008)
respectively, with remarkable results.

As aresult of the above analysis (5) and (6), is the following Proposition 1,

Proposition 1: The (p+q)" order 2-D DCT coefficient of a gray-scale image is equal to the
“intensity-weighted” sum of the same order coefficients of a number of binary slices.

3.2 Partial Image Block Representation algorithm — PIBR

Once a gray-scale image is decomposed to several slices according to the ISR method
presented above, each slice can be considered as a two-level image where the IBR algorithm
can be effectively applied.

While the separate application of the IBR algorithm to each slice significantly increases the
overall block extraction time, a modified IBR algorithm, which extracts the image blocks in a
single pass, is introduced in the sequel. This algorithm is called PIBR (Partial Image Block
Representation) and consists of the same steps with the IBR, but with the extra process of
extracting blocks of all intensity values.

The PIBR algorithm consists of one pass of the image and a bookkeeping process. More
precisely, the algorithm is described by the following steps:
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Algorithm - PIBR

Step1. Consider each line y of the image f and find the object level intervals for each
intensity value that exists in line y.

Step 2. Compare the intervals and blocks that have the same intensity in line y-1.

Step 3. If an interval does not match with any block of the same intensity, then it is the
beginning of a new block.

Step 4. If a block matches with an interval of the same intensity, the end of the block is in

the line y.
|

As a result of the application of the above algorithm, are several sets of rectangular blocks,
having the same intensity value. After the blocks extraction, the image can be redefined in
terms of blocks of different intensities, instead of individual pixels as,

f(x,y):{fi(xi,yi):izl,2,3,..,n} where fi(xi,yl,):{bij:j:O,l,...,ki—l} 7)

where 7 is the number of image slices (maximum 255) and k; is the number of image blocks
having intensity i. Each block is described by two pixels, the upper left and down right
corner pixels of the block.

Once the blocks of all slices are extracted, (6) can be applied to compute the 2-D DCT
coefficients of each slice and then by using (5) the corresponding coefficient of the original
gray-scale image.

It has to be noted that the procedure of extracting image’s slices and slice’s blocks, does not
add significant overhead in the overall process, something which is verified by the
experimental study taken place and presented in the next section.

3.3 Complexity analysis

Before proceeding with the experiments to investigate the performance of the proposed
methodology in comparison with the conventional one, a detailed analysis of the
algorithm’s complexity is somewhat necessary in order to study its computational
efficiency.

The following analysis, considers the worst case of image’s intensities distribution which
corresponds to the image called Chessboard defined as: f(i,j)=0 (black) or f(i,j)=1 (white),
A1), fG+1), fi,j-1), fij+1).

In the following Table 1, the computational complexity of the proposed algorithm in
computing a single 2-D DCT coefficient of an NxN image, in the worst case, in comparison
with the conventional method, in terms of the number of fundamental operations, is
presented.

Direct Method Proposed Method

Multiplications 10*N2 + 2 9*N2 + 4
Additions 3*N'M 3*N2+1
Divisions 2*N2+1 2*N2+1
Kernel Computations 2*N2 2*Nz?

Table 1. Algorithms” computational complexity.
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From Table 1, it is clear that the use of the ISR can significantly reduce the number of
multiplications required in order to compute a single coefficient, while the rest operations
remain quite the same.

This outperformance, is reinforced in the case of multiple coefficients computation and in
arbitrary images where the number of extracted blocks are smaller but with wider area.

4. Experimental study

In order to investigate the computational performance of the proposed methodology,
appropriate experiments have taken place, in a 3.2 GHz PC having 1GB RAM, in C++
programming language and their results are presented in this section.

For the sake of the experiments three well known benchmark images and an artificial one
have been selected, the Lena, F16, Boat and Chessboard images having 128x128 pixels size,
as depicted in the following Fig.3. The images of Fig.3, is in gray-scale format but the same
experiments are repeated and for their binary versions, since the usage of binary images are
more suitable in real-time pattern recognition systems, where there are constraints on the
amount of information that can be processed in real-time sense.

The experiments are performed in two directions: the performance of the proposed
computation scheme in computing the 2-D DCT of the whole image, a common practice in
pattern recognition applications where the resulted coefficients are used as discriminative
features, called global-mode is investigated firstly.

Fig. 3. Benchmark images (a) Chessboard, (b) Lena, (c) F16 and (d) Boat in gray-scale format.
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In a second state, the efficiency of computing the 2-D DCT in a block-mode, meaning that
the algorithm is applied in a finite number of image sub-blocks, which is a common policy
in the case of image compression applications such as JPEG, and the dependency of the
computation speed on the block size is derived. It has to be remarked that the complexity of
the two algorithms, as already presented in section 3.3, is independent of the order (p,q) of
the coefficient and thus the complexity of computing a certain number of coefficients is
multiple of the corresponding complexity of one.

Direction | - global-mode
According to this experimental direction, the novel algorithm is applied in the entire image
and its performance is compared to the corresponding of the conventional method. In the

following Table 2, the computation statistics for the case of the test images are presented in
details.

Operation Chessboard Lena F16 Boat
Method
Type Image Image Image Image
e Direct 163842 163842 163842 163842
Multiplications
Proposed 147460 139263 136100 138204
. Direct 49152 49152 49152 49152
Additions
Proposed 49153 49103 48904 49129
L. Direct 32769 32769 32769 32769
Divisions
Proposed 32769 31088 30449 30873
Kernel Direct 32768 32768 32768 32768
Computations  pyppo5ed 32768 31087 30448 30872
Direct 278531 278531 278531 278531
Total

Proposed 262150 250655 245901 249078

Total

0 0 0 0
Reduction (%) 5.88% 10.00% 11.71% 10.57%

Table 2. Performance (in number of operations) of the algorithms of computing a single DCT
coefficient, for the set of all gray-scale test images.

The above results justify the theoretical analysis about the algorithms’ complexity presented
in section 3.3 and show that the introduced methodology requires less fundamental
operations in comparison to the conventional method. Chessboard image represents the
worst case image for the ISR since the number of extracted slices is very high equal to the
half of image’s pixels. Even in the case of the chessboard image the proposed method
outperforms the traditional one, by reducing the total operations of about 5.88%, while for
the other images this reduction approaches 10% in almost all cases.

Table 3, illustrates some useful performance statistics of applying ISR to the gray-scale
images, such as the time needed to extract image’s blocks, the number of extracted slices and
the total blocks. As it can be seen from this table, the block extraction time is a fast
procedure that does not add significant overhead in the whole computation and the number
of extracted blocks varies depending on the image’s intensities distribution.
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Chessboard Lena F16 Boat
Image Image Image Image
Block
Extraction 0.6434 0.6584 0.6912 0.6891
Time(msecs)
Num. of 16384 14708 14095 14501
Blocks
Num. of 2 205 211 213

Intensity Slices

Table 3. Performance statistics of applying ISR to the gray-scale benchmark images.

Since DCT coefficients are widely used as discriminative features to pattern classification
applications, there is an increasing interest in implementing the process of coefficients

extraction in an embedded system having a microprocessor as basic processing unit.

Chessboard Lena F16 Boat
Image Image Image Image
L. Direct 163842 163842 163842 163842
Multiplications

Proposed 147460 55330 60283 60107
Direct 49152 49152 49152 49152

Additions
Proposed 49153 26881 29322 29152
o Direct 32769 32769 32769 32769

Divisions
Proposed 32769 13484 14746 14703
Kernel Direct 32768 32768 32768 32768
Computations  p,yo5ed 32768 13483 14745 14702
Direct 278531 278531 278531 278531

Total

Proposed 262150 109178 119096 118664
Total 5.88%  60.80% 57.27% 57.39%

Reduction (%)

Table 4. Performance (in number of operations) of the algorithms of computing a single DCT
coefficient, for the set of all binary test images.

In these applications the need of real-time processing and resources restrictions (memory
resources) constitute major issues of the software developer in implementing any time
consuming algorithm such as 2-D DCT. Binary images comprise a good choice that satisfies
the two above requirements and thus the study of the proposed algorithm’s performance on
bi-level images is of significant importance.
In this way, the gray-scale images of Fig.3 are initially converted to binary format by
applying the well known Otsu’s thresholding algorithm (Otsu, 1979) and the same
experiments are executed in the resulted binary images. The corresponding results are

presented in the above Table 4.
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Table 4, shows that the efficiency of using the proposed method for binary images is
significant, since it achieves 60% reduction of the total operations in comparison with the
conventional method. This result is justified by the fact that in the case of binary images the
number of extracted blocks is low while blocks” area is increased and thus according to (5)-
(6), the whole processing is less time consuming.

The corresponding statistics of applying ISR to the binary images are depicted in the
following Table 5, where it can be observed that the number of extracted blocks is small
indeed.

Chessboard Lena F16 Boat

Image Image Image Image
Block
Extraction 0.6434 0.1966 0.1778 0.1810
Time(msecs)
Num. of 16384 1394 1299 1295
Blocks
Num. of ’ 5 ’ 5

Intensity Slices

Table 5. Performance statistics of applying ISR to the binary benchmark images.

Conclusively, it can be declared that the proposed methodology can be effectively applied to
accelerate the computation of the 2-D DCT when the transform is applied on the entire
image. While the proposed algorithm presents remarkable performance in gray-scale
images, in the special case of binary images, the algorithm outperforms the conventional
method totally, by making it appropriate for real-time, performance demanding
applications.

Direction Il — block-mode

Due to the high popularity of DCT in image compression methods, it is of significant
importance to investigate the performance of the proposed methodology when applied on a
sub-block of the image (block-mode), as it is performed in the JPEG standard.

As part of the JPEG standard, the 2-D DCT is applied on 8x8 image sub-blocks, but it is
important to investigate the behaviour of the method in several dimensions of image’s sub-
blocks. Therefore, it is decided to study the algorithm for 2x2, 4x4, 8x8, and 16x16, sub-
blocks in both gray-scale and binary benchmark images and the results are illustrated in
Fig.4 and Fig.5 respectively.

Significant conclusions can be derived from these figures, about the performance of the
proposed methodology when it is applied in a block-mode. The computation of 2-D DCT of
an image decomposed to sub-blocks of nxn size, is accelerated by using the ISR for sub-block
size greater than 8x8 considering a gray-scale format, while in binary images this
acceleration occurs earlier.

Therefore, the use of the proposed methodology in the case of binary images improves the
overall computation rate but when applied on gray-scale images the advantages of the
method are restricted for sub-blocks greater than the 8x8 size, which is the official size used
in the standard JPEG. This fact generates some questions about the efficiency of the
introduced algorithm, since the usefulness of sub-block size greater than 8x8 in JPEG
compression has to be studied.
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Fig. 4. Total operations in respect to sub-block size for (a) Chessboard, (b) Lena, (c) F16 and
(d) Boat gray-scale images.

For this reason, it is decided to investigate the compression performance of the JPEG under
variable sub-block sizes. The compression ratio for a fixed image quality (MSE - Mean
Squared Error) and for 2x2, 4x4, 8x8 and 16x16 sub-block size is computed and the results
are displayed in the following Fig.6. These results testify that the 8x8 sub-block size is the
optimum choice regarding the compression ratio and the image quality, an observation
which deals with the JPEG standard.



32 Image Processing

x10 Lena Binary Image ax 10 F16 Binary Image

T T

T T T T T

— Direct Method = Direct Method
ISR Method [ | e |SR Method

e |
-

@
@

w
w

()
w

N

-l
Total Number of Operations
b

Total Number of Operations
S

0 : - : ; - ; 0 : . : ; - :
2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16
SubBlock Dimension SubBlock Dimension
(@) (b)
x10° Boat Binary Image
— Direct Method
V[ | e ISR Method

@
T

w
T

(24
T

Total Number of Operations
L d e

[y
T

2 4 6 8 1I0 Ié 1‘4 16
SubBlock Dimension
©)
Fig. 5. Total operations in respect to sub-block size for (a) Lena, (b) F16 and (c) Boat binary
images.

5. Conclusion

A novel methodology that ensures the computation of 2-D DCT coefficients in gray-scale
images as well as in binary ones, with high computation rates, was presented in the
previous sections. Through a new image representation scheme, called ISR (Image Slice
Representation) the 2-D DCT coefficients can be computed in significantly reduced time,
with the same accuracy.
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Appropriate experiments prove that the new algorithm totally outperforms the conventional
method, in the case the algorithm applied on the entire image area for any image type, while
in its blocked version the advantages were obvious for sub-block sizes greater than 8x8.

The experimental results are very promising and in conjunction to the capability of the
methodology to collaborate with any of the existent fast algorithms, it can be a good choice
for real-time and time demanding applications.
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Rank M-type Filters for Image Denoising
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1. Introduction

Many different classes of filters have been proposed for removing noise from images (Astola
& Kuosmanen, 1997; Bovik, 2000; Kotropoulos & Pitas, 2001). They are classified into several
categories depending on specific applications. Linear filters are efficient for Gaussian noise
removal but often distort edges and have poor performance against impulsive noise.
Nonlinear filters are designed to suppress noise of different nature, they can remove
impulsive noise and guarantee detail preservation. Rank order based filters have received
considerable attention due to their inherent outlier rejection and detail preservation
properties.

In the last decade, many useful techniques of multichannel signal processing based on
vector processing have been investigated due to the inherent correlation that exists between
the image channels compared to traditional component-wise approaches. Many applications
of this technique are color image processing, remote sensing, robot vision, biomedical image
processing, and high-definition television (HDTV). Different filtering techniques have been
proposed for color imaging (Plataniotis & Venetsanopoulos, 2000). Particularly, nonlinear
filters applied to color images have been designed to preserve edges and details, and
remove impulsive noise. On the other hand, the filters based in the wavelet domain provide
a better performance in terms of noise suppression in comparison with different spatial
domain filters (Mahbubur Rahman & Kamrul Hasan, 2003).

The possibility to process 3D images presents a new application where it is necessary to
improve the quality of 3D objects inside the image, suppressing a noise of different nature
(impulsive, Gaussian noise, or may be by speckle one) that always affects the
communication or acquisition process (Nikolaidis & Pitas, 2001). Multiplicative (speckle)
noise is common for any system using a coherent sensor, for example, the ultrasound
transducer. Other problem that is not trivial is the adaptation and implementation of the
current filters, that have been investigated in different papers in the case of 2D image
processing to process objects in 3D by use multiframe methods to increase the signal-to-
noise ratio (SNR).

This chapter presents the capability features of robust Rank M-Type K-Nearest Neighbor
(RMKNN) and Median M-Type L- (MML) filters for the removal of impulsive noise in gray-
scale image processing applications (Gallegos & Ponomaryov, 2004; Gallegos-Funes et al.,
2005; Gallegos-Funes et al., 2008). The proposed scheme is based on combined robust R-
(median, Wilcoxon, Ansari-Bradley-Siegel-Tukey or Mood) and M-estimators, and
modification of the KNN and L- filters that use the RM (Rank M-type) -estimator to calculate
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the robust point estimate of the pixels within the filtering window. So, such filters use the
value of the central pixel within the filtering window to provide the preservation of fine
details and the redescending M-estimators combined with the calculation of the rank
estimator to obtain the sufficient impulsive noise rejection. Different types of influence
functions in the M-estimator can be used to provide better impulsive noise suppression. We
apply the proposed MML filter in SAR images which naturally have speckle noise to
demonstrate that the speckle noise can be efficiently suppressed, while the sharpness and
fine feature are preserved.

The robust Rank M-Type K-Nearest Neighbor (RMKNN) filters are adapted to work in color
image denoising (Ponomaryov et al., 2005). We also present the 3D RMKNN and 3D MML
filters which are compared with different nonlinear 2D filters which were adapted to 3D
(Varela-Benitez et al., 2007a). The experimental results were realized by degraded an
ultrasound sequence with different variance of speckle noise added to the natural speckle
noise of the sequence. Finally, we adapt the RMKNN, MML, and different order statistics
filters to work in the wavelet domain for the removal of impulsive and speckle noise in
gray-scale and color image processing applications (Gallegos-Funes et al., 2007; Varela-
Benitez et al., 2007Db).

Another goal of this chapter is to demonstrate the possibility to implement the filters in
order to process the image or sequence in real time by means of use of the Texas
Instruments DSP TMS320C6701 and DSP TMS320C6711 to demonstrate that the proposed
methods potentially could provide a real-time solution to quality video transmission.
Extensive simulation results with different gray scale and color images and video sequences
have demonstrated that the proposed filters consistently outperform other filters by
balancing the tradeoff between noise suppression, fine detail preservation, and color
retention.

2. Rank M-type estimators

2.1 R-estimators

The R-estimators are a class of nonparametric robust estimators based on rank calculations
(Hampel et al., 1986; Huber, 1981). We consider a two-samples of rank tests xi,...,x, and
Vireos ¥y @s a two-samples with distributions H(x) and H(x+A), where A is the shift of
unknown location. Let X(;) be the rank of X; in the pooled sample of size N =m+n. The
rank test of A=0 against A>0 is based on the statistics test,

s=-$a/x,) @
m i=1

Usually, the scores a; are generated by the function J as follows:

iIN
a,=N J‘(i—l)/N J(¢)dt 2
The function J (t) is symmetric in the sense of .J (1 —t) =—J (t), satisfies IJ (t)dt =( and the

n
coefficients g; are given as E a;=0.
i=1
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The median estimator can be derived from Laplace distribution function £ (y) = le*\-‘\ with
2

function J(1)= -lois< 2 and is given in such a form (Hampel et al., 1986; Huber, 1981):
I > 1
2
l(X +X ) forevenn
6 12\ )T ) ) @)

"X for odd n
5
where X(;) is the element with rank j . It is the best estimator when any a priori information
about data X; distribution shape and its moments is unavailable.

The Hodges-Lehmann estimator J(t)z is relational with Wilcoxon test and logistic

1
t_i
2

distribution function f,(x)= . The corresponding rank estimator is the Wilcoxon R-

—X

estimator (Hampel et al., 1986; Huber, 1981):
A 1 ..
by, = MED{E () + X)) 0= 1,...N} 4)

The Wilcoxon estimator is robust and unbiased. When the shape of the original data
distribution is symmetrical, the such a test is known as the local asymptotically most
powerful one.

Other R-estimations can be obtained by different type of functions J(¢). For example, the

11 1 1
t—2—4 and Mood J(t):(t_zj _

functions Ansari-Bradley-Siegel-Tukey J(¢)=

determine the R-estimators (Hampel et al., 1986, Huber, 1981):

vy . el
: 2 ©)
0,ssr = MED . N
E(X(l)‘i'X(])), |:2:|<ZSN
1
—(x,+x.,) i<3
éMOOD =MED 2( ® (j)) . ©)
X(l) , 3<i<N

2.2 M-estimators

The M-estimators are a generalization of maximum likelihood estimators (MLE) (Hampel et
al., 1986; Huber, 1981). Their definition is given by a function p {p(X ) = ln(F (X ))}
connected with the probability density function £ (X ) of data samples X;, i=1,...,N:
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N
0 = arg min Z p(X;-0) )

5 —
The estimation of the location parameter §can be found by calculating the partial derivative

of O (withrespect to §) introducing the function y/(X , 9) = % p(X , 6’)

N

D w(X,-0)=0 (8)

i=1
where 6 is a location parameter.
The robust M-estimator solution for & is determined by imposing certain restrictions on the
influence function l//(X ) or the samples X, —@, called censorization or trimming. The
standard technique for the M-estimator assumes the use of Newton’s iterative method that
can be simplified by a single-step algorithm to calculate the lowered M-estimate of the
average ¢ value (Astola & Kuosmanen, 1997)

X,7(X; ~MED{Y)

Oy = ©)
1[—;‘1] (Xl - MED{X})

M=

-

where 7 is the normalized function i : l//(X ): X 1/7(X ) It is evident that (9) represents

the arithmetic average of Zn: ,/,( X, - MED{X}) , which is evaluated on the interval [— r, r] . The
i=1
parameter r is connected with restrictions on the range of l//(X ), for example, as it has been
done in case of the simplest Huber’s limiter type M-estimator for the normal distribution
having heavy ‘tails” (Huber, 1981)
7. (X)=min(r, max(X, r))= [X]r (10)

”

Another way to derive the function (/7(X ) is to cut the outliers off the primary sample. This

leads to the so-called lowered M-estimates. Hampel proved that the skipped median is the
most robust lowered M-estimate (Hampel et al., 1986). Below we also use the simple cut (S)
function. There exist also other well known influence functions in the literature. We also use
the Hampel’s three part redescending (H), Andrew’s sine (A), Tukey biweight (T), and the
Bernoulli (B) influence functions (Astola & Kuosmanen, 1997; Hampel et al., 1986). These
functions are shown in Table 1.

2.3 RM-estimators

The proposal to enhance the robust properties of M-estimators and R-estimators by using
the R-estimates consists of the procedure similar to the median average instead of arithmetic
one (Gallegos-Funes et al., 2002; Gallegos & Ponomaryov 2004):
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0,ea = MED{X, (X, - MED{X})i =1,..., N} (11)
1 < < .
Owin = 1\/[15]){2 [x,7(x, - MED{X))+ x w(x; —MED{ o= l,...,N} (12)
Influence function Formulae
. X, X‘ <r
Simple cut (S) Ve (X) = X1 g (X) =9 0y >r
X, 0<|X|<a
a-sgn(X), o S‘X‘ <p
Hampel's three part _
redescending (H) Y pr(X) = r—‘X‘7 [)’g‘){‘ ., ,where 0 <a < f<r<o.
r=p
0, r< ‘X‘
Andrew’s sine (A e sin(X/r),X‘Sr;r
ndrew’s sine (A) Vsin(ry (X)) = 0.X]> 17
o Xz(rz-Xz),\X\Sr
Tukey’s biweight (T) Wi (X) = 0.x|>r
Bernoulli (B) Wher(ry (X) = X 2Ar2-X2 1, 1(X)

Table 1. Influence functions used in the filtering scheme to derive the robust redescending
M-estimators.

Such an estimator is the combined RM-estimator. It should be noted that the RM-estimator
(11) is the usual median when the function {/ is represented by eq. (10). If the function i/ is
described by the simple cut function, it yields the skipped median. Other new RM-
estimators applied below are followed from egs. (5) and (6) (Gallegos-Funes et al., 2005):

X,7/(X, - MED{X]}), i<
Orpstv = MED 1

) [Xi‘/7<Xi - MED{X)+ X/W(X/ ~MED{

)
=
|
A
In
=

1 - .
6. . —MED 5[)(1.:7()(,. ~MED{X)+ X (X, -MED{X})] i<3 (14)
Pt -epix)) <ish

It is possible to expect that the robust properties of the RM-estimators can exceed the robust
properties of the base R- and M- estimators. The R-estimator provides good properties of
impulsive noise suppression and the M-estimator uses different influence functions
according to the scheme proposed by Huber to provide better robustness, for these reasons
it can be expected that the properties of combined RM-estimators could be better in
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comparison with R- and M- estimators (Gallegos-Funes et al., 2002; Gallegos & Ponomaryov
2004).

3. Rank M-type filters

To increase the robustness of standard filters, it is possible to employ different methods
known in the robust-estimate theory, for example, the censoring or others (Astola &
Kuosmanen, 1997; Peltonen & Kuosmanen, 2001). The known proposal to increase the
quality of filtration via the preservation both the edges and small-size details in the image
consists of the use of KNN image-filtering algorithm. Other proposal filtering schemes
proposed here are the L-filter and the versions of KNN and L filters in wavelet domain.

3.1 Rank M-Type KNN filters
The following representation of the KNN filter is usually used O = Zn: ax, Zn: a with

i=1 i=1

L | <T
a; = .

0, otherwise
1997). If the threshold T is chosen to be twice of the standard noise deviation O, this filter

is known as the sigma filter. The KNN filter can be rewritten as

() Z Zl// x(i +m, j +n))x(i +m, j+n) where  x(i+m,j+n) are the

m=—L n=

, X, is the central pixel, and 7T is a threshold (Astola & Kuosmanen,

pixels in the filter window, mn=-L,...,L, and
if x(i +m, j +n)areK sampleswhosevaluesare closest to
w(x(i+m, j+n))=1"" thevalueof thecentralsamplex insidethe filter wirdow
0, otherwise
To improve the robustness of the KNN filter that can preserve well both the edges and the
fine details in absence of noise, we proposed to use the RM-estimator (11) given by
éMMKNN( ) MED{QKNN (i+m,j+ n)} So, the iterative Median M-type K-Nearest Neighbor

filter can be written as (Gallegos-Funes et al., 2002; Gallegos & Ponomaryov 2004),

0o i ) = MED{R ™) (i +m, j + )} (15)

where h"(i +m, j+n)is a set of K, values of pixels weighting in accordance with the
used ¥ (X) influence function within the filter window closest to the estimate obtained at
previous step 9 w- 1KNN (1 J) The initial estimate is 9]\/(I)MKNN(Z j) = x(i, j) and 9B(XMKNN ( j)
denotes the estimate at the iteration w. x(i, j) is the current or origin pixel contaminated
by noise in the filtering window. The filtering window size is N=(2L+1)* and
m,n=-L,..., L . The current number of the nearest neighbor pixels K,  reflects the local
data activity and impulsive noise presence (Gallegos & Ponomaryov 2004),

_{Kmin +aDS’ (Kmin +aDS)SKmax (16)
close

K otherwise

max ?
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The parameter a controls the filter sensitivity for local data variance to detect the details.
K., is the minimal number of neighbours for noise removal and K is the maximal
number of neighbours for edge restriction and detail smoothing. D is the impulsive
detector, and MAD is the median of the absolute deviations from the median (Astola &

Kuosmanen, 1997) which are defined as (Gallegos & Ponomaryov 2004):

B MED{‘x(z’, ')—x(i+m, '+n] } MAD{x(i, )}
Ds = MIJAD {x(i, )} : 05 \iED {x(i + k,é +1)} )
MAD{x(i, j)} = MED{x(i + m, j + n)~ MED{x(i + k, j +1)} | (18)

In our experiments, a 3x3 window (i.e, m,n=-1,...]1 and (2L+1)* =9) is applied. The
algorithm finishes when Q0% (i, /)= 00 (i, /). The use of the influence functions

mentioned above in the proposed filter (15) could provide good suppression of impulsive
noise. We also propose for enhancement of the removal ability of MMKNN filter in the
presence of impulsive noise to involve the standard median filter. The numerical
simulations have shown that for K, >7 the MMKNN filter can be substituted by the 3x3

> 350 we can use the 5x5 median filter.

close
median filter and for K,

Other versions of Rank M-type K-Nearest Neighbor filters are given as follows (Gallegos-
Funes et al., 2005; Ponomaryov et al., 2005),

il )< epf 2221 e ) "
N
BN+ m. i ) i, J < —
9(»1!) N(l ]) _ ME (l +m _] + n) l ] 2 (20)
ABSTMKNN\"» i<j h(w)(l + m,j + /’l)+ h(w)(l + m]aj + nl) E <1
2 2
h(w)(i—i-m.j-i-l’l), 3<i<N 71
9&30DMKNN(LJ.):M§ h(W)(l""m’j+n)+h(u])(i+m]’j+n]) i<3 )
2 s

3.2 Wavelet domain order statistics filter

This filter constitutes two filters (Gallegos-Funes et al., 2007): the filter based on redundancy
of approaches (Gallegos-Funes et al.,, 2007) and the Wavelet domain Iterative Center
Weighted Median (ICWMF) Filter (Mahbubur Rahman & Kamrul Hasan, 2003) as shown in
Figure 1. For each color component of the noisy image it is necessary to apply all the steps
contained in this structure. This technique applies up to 5 scaling levels for the details and
only 1 scaling level for the approaches. Other operations are indicated to make clearer the
wavelet analysis that it is carried out in this paper. We modify this structure in the block of
the ICWMEF. For that reason, the expressions used by the ICWMEF to calculate the improved
estimation of the variance field of the noisy wavelet coefficients will be required to indicate
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when and where different proposed filtering algorithms will take place to improve the
performance of the proposed filter.

{ Approaches.  |——1] iowaF. =

Filver based on DWT with
=4 redundancy of I scalimg
approaches level

Dugemldrll'.ll

o DOTwitht | s Fitesed

mage seabng level | Image
[eporaer |

Horizomal detals, |——0{ 1002

»| DWT with “n”

scalmg bevels - —_
v IDWT with “n.1
Viestical detaih, —n{ 1CWF A “scaing levels. —
D|a|:vn-|ld!l:lh aE"J.'_'\ﬂ-'

Fig. 1. Block diagram of the proposed filtering scheme of the Wavelet Domain Order
Statistics Filter.

The first stage of the ICWME that detects if a sample contains noise or not is given by:

~2
52 (=17 A=A @)
¢ med.,(52,())), otherwise

where 5; is the variance field estimated previously, k is central sample in the filter
window, j is one of the N sample contained into the window, 4 is the standard deviation of

the preliminary estimate of the signal coefficients variances &’(k) in each scale,
v :Z 2,27 /Z 27* is the discriminating threshold, s is the scale used in the wavelet

analysis, and 27° is the weighting function (Mahbubur Rahman & Kamrul Hasan, 2003).
The Signal dependent rank order mean (SDROM) (Abreu et al., 1996), Adaptive Center Weighed
Median (ACWM) (Chen & Wu, 2001), and Median M-type KNN (Gallegos-Funes et al., 2007)
filters were applied to the proposed filter as a first detection block. But the FIR Median
Hybrid (FIRMH) filter (Astola & Kuosmanen, 1997) was applied as a second detection block
because this algorithm only constitutes the part of estimation of the noisy sample value
(only if the sample was detected of this way) and the proposed filter can continue operating
in all its sections in the same way. For this reason it is necessary to present the expression for
the second detection block contained in the proposed filter structure (Mahbubur Rahman &
Kamrul Hasan, 2003):

med (&, ())) if & (k)<yo; (23)
& (k) +med (&} (j)-&2 (k) otherwise

The proposed filter uses the median algorithm represented as med(&i (/) to estimate the

value of the central sample in a filter window if the sample is detected as noisy. It is possible
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to use other estimation algorithm such as the FIR Median Hybrid Filter that retains more
information about the image.

3.3 Median M-type L-filter
We propose to improve the robustness of L-filter by means of use of RM-estimator (11). The

N
representation of L-filter is 0, = Z a,- X, where Xj; is the ordered data sample, i=1,...,N,

i=1
a = j w h(A)dA / jlh( A)dA are the weight coefficients, and h(d) is a probability density
! i-1/N 0
function (Kotropoulos & Pitas, 2001).

To introduce the MM-estimator (11) in the scheme of L-filter, we present the ordered data
sample of L-filter as function of an influence function (Gallegos-Funes et al., 2008),

N
éL:Zai'W(Xi)'Xi (24)
il

where N :(2L+1)2 is the filtering window size, ;//(Xl_). X, is the ordered data sample,

l//(u): ¢, \u‘ <r is the influence function, c¢ is a constant, and r is connected with the
0, otherwise

range of y(u).
Then, the non iterative MML filter can be obtained by the combination of L-filter (24) and
the MM-estimator (11) (Gallegos-Funes et al., 2008),

, _MEDI{g,-[x, -y(x, - MED{X})]} (25)

GMML

A\eD

where X l_(//( X, - MED { X }) are the selected pixels in accordance with the influence function
used in a sliding filter window, the coefficients a; are computed using the Laplacian and
Uniform distribution functions in h(A), and amep is the median of coefficients a; used as a
scale constant.

To improve the properties of noise suppression of MML filter we use an impulsive noise
detector (IND) (Aizenberg et al., 2003),

ND— {Filtering, it[(D<s)v(D>N-s)|a(X, ~-MED(X) >U) (26)
X., otherwise
where X, is the central pixel in the filtering window, s>0 and U=20 are thresholds, N is the
length of the data, and D=rank(X,) is the rank of element X.. The expressions D<s and D=N-s
come from the fact that the difference between the ranks of the impulse and the median is
usually large. In other words, the median is positioned in the center of data, and an impulse
is usually positioned near one of its ends. The expression ‘ X, —MED( )‘()‘ >{U has been
specially developed for images that have very high corruption rate. Finally, if these
conditions are true then we classify X. as corrupted.
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3.4 Wavelet Domain Median M-type L-filter

Figure 2 shows a block diagram of proposed Wavelet Domain Median M-type L (WDMML)
filter (Varela-Benitez et al., 2007b). The proposed WDMML filter uses the Daubechie
wavelets (Walker, 1999). We apply the proposed MML filter in the gray scale images of
approaches and details obtained in the process of wavelet decomposition.

R A L

Nolisy image Filtered image

Fig. 2. Block diagram of proposed WDMML filter.

4. Overall filtering performance

The objective criteria used to compare the performance of noise suppression of various filters
was the peak signal to noise ratio (PSNR) and for the evaluation of fine detail preservation the
mean absolute error (MAE) was used (Astola & Kuosmanen, 1997; Bovik 2000),

2
PSNR =10- log{(i/ls;)g} dB (27)
1 M-1 N-1 é (28)
2 |
| Ay . A iy
where MSE=_- £, ))-0G, j)[ is the mean square error, f (i, j) is the original
i 22 f

image; 9(1 ,J ) is the restored image; and M, N is the size of the image.

In the case of color image processing, we compute the mean chromaticity error (MCRE) for
evaluation of chromaticity retention, and the normalized color difference (NCD) for
quantification of color perceptual error (Plataniotis & Venetsanopoulos, 2000):

Ml MZ 2
MCRE=)>Ip, - b, /MIMZ (29)

i=1 j=1 L

M, M, M, M,
NCD =3 Y |AE,,, . j), [ 2.3

i=l j=1 i=l j=1

Epi ), (30)

where p, . and f)i’j are the intersection points of f° (i, J ) and 9(1', J ) with the plane

defined by the Maxwell triangle, respectively, |AE,, G, )| L =[(AL*(1', j))z + (Au*)z +(Av*)2}1/2 is the
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norm of color error, AL*, Au*, and Av" are the difference in the L*, u*, and v" components,
respectively, between the two color vectors that present the filtered image and uncorrupted

Ezw(i,j)"la =[(1f )Z +(z/)Z +(v*)2}1/2 is the norm or

magnitude of the uncorrupted original image pixel vector in the L'u*v* space, and H . H is
L,

original one for each a pixel (ij) of an image,

the Ly-vector norm.

4.1 Noise suppression in gray scale images and video sequences

The described 3x3 MMKNN, 3x3 WMKNN, 3x3 ABSTMKNN, 3x3 MOODMKNN, and 3x3
MML filters with different influence functions have been evaluated, and their performance
has been compared with 3x3 weighted median (WM) (Bovik, 2000), 3x3 tri-state median (TSM)
(Chen et al., 1999), 3x3 adaptive center weighted median (ACWM) (Chen & Wu, 2001), 3x3 rank
order mean (ROM) (Abreu et al., 1996), 3x3 minimum-maximum exclusive mean (MMEM) (Wei-
Lu & Ja-Chen, 1997), 3x3 Local Linear Minimum Mean Square Error (LMMSE) (Ozkan et al.,
1993), 3x3 K-Nearest Neighbor (KNN) (Astola & Kuosmanen, 1997), 3x3 Ansari-Bradley-Siegel-
Tukey (ABST) (Hampel et al., 1986), 3x3 Normalized Least Mean Squares L (NLMS-L)
(Kotropoulos & Pitas, 1996), 3x3 Sampled-Function Weighted Order (SFWO) (Oten & De
Figueiredo, 2002), and Modified Frost (MFrost) (Lukin et al., 1998) filters. The reason for
choosing these filters to compare them with the proposed ones is that their performances have
been compared with various known filters and their advantages have been demonstrated. The
runtime analysis of various filters was conducted for different images using Texas Instruments
DSP TMS320C6701 (Kehtarnavaz & Keramat, 2001; Texas Instruments, 1998).

To determine the impulsive noise suppression properties of various filters the 256x256
standard test grayscale images “Airfield”, “Goldhill”, and “Lena” were corrupted with an
occurrence rate of 20% of impulsive noise and the results obtained by the mentioned filters
are presented in Table 2. One can see from the Table 2 that the proposed MMKNN and
WMKNN filters have better performances in terms of PSNR and MAE criteria in
comparison with the filters used as comparative in the most of cases. The processing time is
given in seconds and includes the duration of data acquisition, processing and storing of data.
The results reveal that the processing time values of the MMKNN filter are larger than WM,
and MMEM filters but less in comparison with ACWM, LMMSE, and ROM filters and have
about the same values compared to the TSM filter. The MMKNN filter with Andrew’s and
Bernoulli influence functions take more time than when other influence functions are used
depending on the filter parameters values. For the ROM filter the processing time does not
include the time for deriving weighting coefficients during the training stage and then used
in this filtering scheme. The time used in its training procedure is 0.035 s approximately.

The processing time performance of the MMKNN filter depends on the image to process
and almost does not vary for different noise levels; these values also depend on the complex
calculation of the influence functions and parameters of the proposed filter. The proposed
MMKNN algorithm can process from 16 to 19 images of 256x256 pixels per second. In the
case of WMKNN filter we observe that its processing time is larger than MMKNN filter. The
WMKNN algorithm can process from 10 to 14 images of 256x256 pixels per second.

In Figure 3 we present the processed images for the test image “Lena” explaining the
impulsive noise suppression according to the Table 2. A zoomed-in section (upright) of each
image is displayed in order to view the details.
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Algorithm Airfield Goldhill Lena
PSNR | MAE | TIME | PSNR | MAE PSNR | MAE
WM 2240 | 10.67 | 0.0203 | 24.21 | 9.96 | 0.0203 | 23.58 | 8.67 | 0.0203
TSM 21.13 | 13.44 | 0.0547 | 23.11 | 12.43 | 0.0547 | 23.56 | 10.80 | 0.0547

ACWM 2297 | 10.57 | 0.2299 | 24.84 | 10.43 | 0.2299 | 25.56 | 8.75 | 0.2299
ROM 23.08 | 10.42 | 0.0750 | 24.82 | 10.57 | 0.0750 | 25.20 | 9.11 | 0.0750
MMEM 22.69 | 12.23 | 0.0406 | 24.16 | 11.09 | 0.0406 | 24.52 | 9.46 | 0.0406
LMMSE 23.03 | 11.24 | 0.0750 | 24.15 | 11.08 | 0.0750 | 24.59 | 9.95 | 0.0751
MMKNN (S) | 23.21 | 10.45 | 0.0515 | 2545 | 9.58 | 0.0517 | 26.38 | 7.12 | 0.0515
MMKNN (H) | 23.24 | 1042 | 0.0521 | 25.50 | 9.50 | 0.0524 | 26.33 | 7.07 | 0.0521
MMKNN (A) | 23.23 | 10.44 | 0.0566 | 25.48 | 9.53 | 0.0573 | 26.36 | 7.12 | 0.0557
MMKNN (T) | 23.23 | 1045 | 0.0528 | 25.50 | 9.56 | 0.0555 | 26.32 | 7.13 | 0.0528
MMKNN (B) | 23.24 | 1046 | 0.0593 | 25.50 | 9.56 | 0.0599 | 26.31 | 7.14 | 0.0588
WMKNN (S) | 22.82 | 10.82 | 0.0686 | 25.29 | 9.97 | 0.0751 | 25.66 | 7.60 | 0.0757
WMKNN (H) | 22.72 | 10.86 | 0.0736 | 25.19 | 10.00 | 0.0826 | 25.45 | 7.67 | 0.0814
WMKNN (A) | 22.79 | 10.84 | 0.0920 | 2536 | 9.92 | 0.0979 | 25.68 | 7.56 | 0.0944
WMKNN (T) | 22.30 | 11.23 | 0.0753 | 24.95 | 1046 | 0.0804 | 24.88 | 8.11 | 0.0775
WMKNN (B) | 22.26 | 11.29 | 0.0695 | 24.41 | 10.40 | 0.0861 | 24.79 | 8.05 | 0.0838

Table 2. PSNR in dB, MAE, and Processing time values for different images corrupted by
20% of impulsive noise obtained by different filters.

Fig. 3. Subjective visual qualities of a part of image “Lena”, a) Original image, b) Zoomed-in
section (upright) of (a), c) Degraded image with 20% of impulsive noise of (b), d) Restored
image with the ACWM filter of (b), e) Restored image with the ROM filter of (b), f) Restored
image with the LMMSE filter of (b), g) Restored image with the MMKNN (H) filter of (b), h)
Restored image with the MM-KNN (B) filter of (b).
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Table 3 shows the performance results in the grayscale image “Peppers” degraded with 20%
of impulsive noise. We observe that the processing time values of ABSTMKNN and
MOODMKNN filters are larger than the most comparison filters but the proposed filters
consistently outperform other filters by balancing the tradeoff between noise suppression
and detail preservation. Figure 4 depicts that the restored image by ABSTMKNN method
appears to have a very good subjective quality in comparison with other methods.

Algorithm PSNRdB| MAE | TIME
KNN 18.83 2432 | 0.021380
ABST 22,61 1110 | 0.038395
WM 2468 781 | 0.020341
ACWM 25.18 921 | 0229951
ROM 25.04 9.62 | 0.075008
MMEM 24.40 967 | 0.040618
LMMSE 24.75 970 | 0.075140
ABSTMKNN (S) 25.85 755 | 0.063876
ABSTMKNN (H) 25.62 7.75 | 0.063787
ABSTMKNN (A) 25.95 757 | 0.074301
ABSTMKNN (T) 2551 7.75 | 0.063151
ABSTMKNN (B) 25.46 7.75 | 0.067383
MOODMKNN (S) 25.98 755 | 0.066725
MOODMKNN (H) 25.62 775 | 0.067295
MOODMKNN (A) 25.98 757 | 0.076487
MOODMKNN (T) 25.67 764 | 0.068421
MOODMKNN (B) 2558 766 | 0.067413

Table 3. Performance results for image “Peppers”.

Fig. 4. Results for a part of “Peppers” image, a) Degraded image with 20% of impulse noise,
b) Restored image by ACWM filter, c) Restored image by the ROM filter, d) Restored image
by the ABSTM-KNN (S) filter.

The MML filter was implemented with Laplacian (L) and Uniform (U) distribution
functions, and with (D) and without (ND) impulsive noise detector. Table 1 shows the
performance results for “Lena” image degraded with 5% of impulsive noise and 02=0.05 of
speckle noise. From Table 4, the proposed filter provides better noise suppression and detail
preservation than other filters in the most of cases. The processing time of MML filter is less
than filters used as comparative, and it takes less time when the impulsive noise detector is
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used. Figure 5 exhibits the filtered images in the case of 20% of impulsive noise. The
restored image by proposed MML filter appears to have good subjective quality.

To demonstrate the performances of the proposed MML filtering scheme we apply it for
filtering of the SAR images, which naturally have speckle noise. The results of such a
filtering are presented in the Figure 6 in the case of the image “Pentagon”. It is possible to
see analyzing the filtering images that speckle noise can be efficiently suppressed, while the
sharpness and fine feature are preserved using the proposed filter in comparison with other
filters proposed in the references.

Filters Impulsive noise = 5% Speckle noise = 0.05
PSNR MAE TIME PSNR MAE TIME
ACWM 27.73 7.35 0.2299 19.96 20.34 0.2299
ROM 2749 7.64 0.1050 22.82 20.96 0.1050
MFrost 23.87 12.69 0.1004 24.56 10.99 0.1004
NLMS-L 24.24 11.57 0.1835 21.59 21.54 0.1835
SFWO (L) 24.94 8.38 0.1310 22.10 14.37 0.1310
SFWO (U) 15.76 32.04 0.1310 22.53 12.84 0.1310
MML (A,LND) 27.01 7.61 0.0815 22.78 14.21 0.0815
MML (A,UND) 28.03 6.13 0.0815 24.61 10.92 0.0815
MML (T,LND) 26.93 7.62 0.079 22.63 14.44 0.0796
MML (T,UND) 28.29 5.76 0.0796 24.79 10.63 0.0796
MML (H,L,ND) 27.37 6.92 0.0804 23.12 13.53 0.0804
MML (H,UND) 28.40 5.56 0.0804 24.86 10.53 0.0804
MML (A,L,D) 28.62 6.01 0.0684 23.38 13.10 0.0685
MML (A,U,D) 29.10 5.51 0.0684 24.60 11.00 0.0684
MML (T,L,D) 28.59 6.04 0.0652 23.40 13.03 0.0652
MML (T,U,D) 29.23 5.34 0.0651 24.63 10.96 0.0652
MML (H,L,D) 28.75 5.83 0.0790 23.61 12.67 0.0790
MML (H,U,D) 29.33 5.16 0.0790 24.86 10.53 0.0790

Table 4. Performance results in image “Lena” obtained by different filters,

) . by
Fig. 5. Filtered images with 20% of impulsive noise: a) Degraded image, b) ACWM, c) ROM,
d) MML (A,LND).

Table 5 shows the performance results in terms of PSNR in dB and MAE for the image
“Lena” degraded with 0.1 of variance of speckle noise and free of noise by use the WDMML
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(SND,L) filter in approaches (A) and details (D) with the wavelets dbl, db2, db3, and db4
with one (1) and two (2) levels of decomposition. From this Table one can see that the
proposed WDMML filter provides better speckle noise suppression and detail preservation
in comparison with the MML filter in the spatial domain in the most of cases. Figure 7
presents the visual results to apply the proposed filter with one and two decomposition
levels in the image “Peppers”. One can see from Figure 7 that the proposed WDMML filter
outperforms the MML filter in the case of speckle noise.

d)

Fig. 6. Comparative results of despeckled SAR image. a) Original image “Pentagon”,
resolution 1m, source Sandia National Lab., b) Despeckled image with MFrost filter, c)
Despeckled image with the ROM filter, d) Despeckled image with the SFWO filter, e)
Despeckled image with the MML filter (S, ND, L), f) Despeckled image with the MML filter
(s,D,L)

We also propose to apply the proposed filters to video signals. We process a real video
sequence to demonstrate that the proposed method potentially could provide a real-time
solution to quality video transmission. We investigate a QCIF (Quarter Common
Intermediate Format) video sequence. This picture format uses 176x144 luminance pixels
per frame and velocity from 15 to 30 frames per second. In the case of this test we used one
frame of the video sequence “carphone”, that was corrupted by 20% of impulsive noise. The
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PSNR, MAE and processing time performances are depicted in Table 6. The restored frames
are displayed in Figure 8 by using the ACWM, LMMSE, and MMKNN (H) filters. From the
simulation results we observe that the proposed MMKNN and ABSTMKNN filters can
process up to 33 frames of QCIF video format suppressing the impulsive noise and
providing the detail preservation in real-time applications.

. Free noise 02=0.1

Filters

PSNR MAE PSNR MAE
MML (S,ND,L) 29.62 3.78 22.95 13.24
WDMML (S,ND,db1,A,1) 27.84 5.09 23.35 12.24
WDMML (S,ND,db1,D,1) 31.46 3.24 20.53 18.78
WDMML (S,ND,db2,A,1) 27.90 5.11 23.60 12.15
WDMML (S,ND,db2,D,1) 32.26 3.05 20.69 18.00
WDMML (S,ND,db3,A,1) 27.92 5.24 24.02 11.77
WDMML (S,ND,db3,D,1) 32.70 297 20.79 17.99
WDMML (S,ND,db4,A,1) 27.87 5.27 24.33 11.28
WDMML (S,ND,db4,D,1) 33.00 2.92 20.90 18.11
WDMML (S,ND,db1,A,2) 24.83 8.32 22.46 13.57
WDMML (S,ND,db1,D,2) 27.48 5.73 22.66 13.93
WDMML (S,ND,db2,A,2) 25.40 7.61 2294 12.85
WDMML (S,ND,db2,D,2) 28.37 5.34 23.21 13.15
WDMML (S,ND,db3,A,2) 25.24 7.89 23.14 12.59
WDMML (S,ND,db3,D,2) 28.39 5.42 23.49 12.90
WDMML (S,ND,db4,A,2) 25.06 8.21 23.38 12.47
WDMML (S,ND,db4,D,?2) 28.29 5.46 23.69 12.73

Fig. 7. Visual results in the image Peppers, a) Original image, b) Degraded image with 0.1 of
variance of speckle noise, c) Restored image with MML (S,L,ND) filter, d) Restored image
with WDMML filter (S,L,ND,db2,A,1).

4.2 Noise suppression in color images and video sequences

The proposed MMKNN, WMKNN, and ABSTMKNN filters were adapted to work in color
image and video processing. Now, the proposed Vector RMKNN filters are called as
VMMKNN, VWMKNN, and VABSTMKNN filters. These filters have been evaluated, and
their performances have been compared with wvector median (VMF) (Plataniotis &
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. “Carphone” Frame

Algorithm PSNR_| MAE | Time
WM 23.83 9.80 0.009977
TSM 21.53 13.24 0.023730
ACWM 24.34 9.79 0.093865
MMEM 23.60 11.11 0.018021
LMMSE 24.15 10.04 0.034716
MMKNN (S) 24.77 9.08 0.023773
MMKNN (H) 24.76 9.10 0.024018
MMKNN (A) 24.75 9.06 0.025717
MMKNN (T) 24.74 9.16 0.024166
MMKNN (B) 24.78 9.15 0.026760
ABSTMKNN (S) 25.07 9.44 0.027068
ABSTMKNN (H) 24.79 9.66 0.027932
ABSTMKNN (A) 25.08 9.48 0.029762
ABSTMKNN (T) 24.78 9.62 0.026815
ABSTMKNN (B) 24.88 9.62 0.028440

Table 6. PSNR values in dB, MAE, and processing time for different filters in a frame of
video sequence “Carphone”.

! gL
b)

Fig. 8. Subjective visual qualities of a restored frame “Carphone” produced by different
filters, a) Original frame, b) Zoomed-in section (upright) of (a), ¢) Degraded frame with 20%
of impulsive noise of (b), d) Restored frame with the ACWM filter of (b), ) Restored frame
with the LMMSE filter of (b), f) Restored frame with the MMKNN (H) filter of (b).

Venetsanopoulos, 2000), a-trimmed mean (a-TMF), basic vector directional (BVDF), generalized
vector directional (GVDF), adaptive GVDF (AGVDF), double window GVDF (GVDF_DW), and
multiple non-parametric (MAMNEE) (Trahanias et al., 1996; Plataniotis et al., 1997) filters.

The implementation of filters were realized on the DSP TMS320C6711 (Kehtarnavaz &
Keramat, 2001; Texas Instruments, 1998) to demonstrate that the proposed filters potentially
could provide a real-time solution to quality video transmission.

The 320X320 “Lena” color image was corrupted by 20% of impulsive noise. Table 7 shows
that the performance criteria are often better for the proposed filters in comparison when
other filters are used. Figure 9 exhibits the processed images for test image “Lena”
explaining the impulsive noise suppression, and presenting the original image “Lena”,
image corrupted with noise probability occurrence of 20% for each color channel, and
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exhibiting the filtering results produced by the MAMNFE and VMMKNN filters,
respectively. The proposed VMMKNN filtering appears to have a better subjective quality
in comparison with MAMNEFE filtering.

Algorithm PSNR MAE MCRE NCD TIME
VMF 21.15 10.73 0.035 0.038 0.039
o-TMF 20.86 14.97 0.046 0.049 0.087
BVDF 20.41 12.72 0.043 0.045 0.065
GVDF 20.67 11.18 0.038 0.040 0.264
AGVDF 22.01 11.18 0.028 0.036 0.620
GVDF_DW 22.59 10.09 0.028 0.039 0.721
MAMNEFE 22.67 9.64 0.027 0.035 0.832
VMMKNN (S) 23.15 10.00 0.033 0.034 0.296
VMMKNN (A) 23.07 10.01 0.033 0.035 0.199
VMMKNN (H) 23.05 10.04 0.033 0.035 0.199
VWMKNN (S) 22.99 10.13 0.033 0.035 0.435
VWMKNN (A) 23.00 10.08 0.033 0.035 0.756
VWMKNN (H) 22.99 10.09 0.033 0.035 0.398
VABSTMKNN (S) 22.99 10.13 0.033 0.035 0.286
VABSTMKNN (A) 22.99 10.13 0.033 0.035 0.320
VABSTMKNN (H) 23.01 10.07 0.033 0.035 0.264

”

Table 7. Comparative restoration results for 20% of impulsive noise for color image “Lena”.

d)

Fig. 9. Subjective visual qualities of restored color image “Lena”, a) Original test image
“Lena”, b) Input noisy image with 20% of impulsive noise, c) MAMNEE filtering image, and
d) Proposed VMMKNN (S) filtered image.

We use one frame of the video color sequence “Miss America”, which was corrupted by 15%
of impulsive noise. One can see in Table 8 that the performance criteria are often better for
the proposed VMMKNN, VWMKNN, and VABSTMKNN filters in comparison when other
filters are used in the most of cases. Figure 10 exhibits the processed frames for test image
“Miss America” explaining the impulsive noise suppression. The restored frame with
VMMKNN filter appears to have a better subjective quality in comparison with MAMNEFE
filter that has the better performance among the known color filters.

The processing time performance of the VRMKNN filters depends on the image to process
and almost does not vary for different noise levels. These values also depend on the
complex calculation of the influence functions and parameters of the proposed filters. From
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Tables 7 and 8, one can see that the proposed algorithms can process, in the case of color
images of size 320x320 pixels, up to 5 images per second, and in case of QCIF video up to 11
color frames per second in comparison with MAMNEE filter (the best comparative filter)
that can process one image per second or 3 frames per second.

Algorithm PSNR MAE MCRE NCD TIME
VMF 25.54 5.38 0.0371 0.0332 0.0153
o-TMF 2447 6.54 0.0589 0.0251 0.0206
BVDF 22.45 7.68 0.0379 0.0329 0.1768
GVDF 23.56 9.12 0.0362 0.0308 0.1869
AGVDF 26.97 5.24 0.0308 0.0302 0.2106
GVDF_DW 26.88 5.95 0.0311 0.0249 0.7205
MAMNEFE 27.01 5.82 0.0390 0.0270 0.3219
VMMKNN (S) 28.20 3.86 0.0312 0.0140 0.1109
VMMKNN (A) 28.04 3.91 0.0317 0.0143 0.0898
VMMKNN (H) 28.14 3.90 0.0315 0.0144 0.0917
VWMKNN (S) 27.27 4.48 0.0336 0.0234 0.2662
VWMKNN (A) 26.10 5.10 0.0372 0.0272 0.4599
VWMKNN (H) 26.05 5.05 0.0369 0.0271 0.2912
VABSTMKNN (5) 27.75 4.46 0.0336 0.0243 0.0929
VABSTMKNN (A) 27.56 4.68 0.0349 0.0253 0.2066
VABSTMKNN (H) 27.49 471 0.0350 0.0255 0.1194

Table 8. Comparative restoration results for 15% impulsive noise for a color frame of “Miss
America”

Fig. 10. Subjective visual qualities of restored color frame “Miss America”, a) Original test
frame “Miss America”, b) Input noisy frame with 15% of impulsive noise, c) MAMNFE
filtered frame, and d) Proposed VMMKNN filtered frame (A).

The proposed Wavelet Redundancy of Approaches (WRAF), Wavelet Iterative Center
Weighted Median using Redundancy of Approaches (WICWMRAF), Wavelet Signal
Dependent Rank-Ordered Mean (WSDROMF), Wavelet Adaptive Center Weighed Median
(WACWME), Wavelet Median M-type K-Nearest Neighbor (WMMKNNF), and Wavelet FIR
Median Hybrid (WFIRMHF) Filters were compared with the Wavelet Iterative Median
(WIMF) and Wavelet Iterative Center Weighted Median (WICWMF) (Mahbubur Rahman &
Kamrul Hasan, 2003) filters in terms of PSNR, MAE, MCRE and NCD to demonstrate the
good quality of color imaging of the proposed filters in both an objective and subjective sense.
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Table 9 presents the performance results by means of use different filters in the 512x512 image
“Lena” degraded with 20% of impulsive noise and with 0.2 of variance of speckle noise. From
these results we observe that the proposed filters provide better impulsive and speckle noise
suppression, detail preservation, and color retention in comparison with the traditional filters
in the Wavelet domain. Figure 11 shows the subjective visual quantities of a restored zoom
part of the color image “Lena” degraded with 0.2 of variance of speckle noise. Figure 12
presents the visual results in a part of “Mandrill” image produced by the WMMKNNF.

Filters 20% of impulsive noise 0.2 of variance of speckle noise
PSNR | MAE | MCRE | NCD | PSNR | MAE | MCRE | NCD
WIMF 40.6734 | 24.7969 | 0.0172 | 0.3294 | 43.7164 | 22.2675 | 0.0138 | 0.2617
WICWMF | 40.6734 | 24.7969 | 0.0172 | 0.3294 | 43.7164 | 22.2675 | 0.0138 | 0.2617
WRAF 44.4936 | 20.8426 | 0.0117 | 0.2718 | 48.0338 | 18.2333 | 0.0093 | 0.2062
WICWMRAF | 50.6952 | 15.8213 | 0.0063 | 0.1911 | 53.8602 | 14.1506 | 0.0056 | 0.1489
WSDROMF | 50.6952 | 15.8213 | 0.0063 | 0.1911 | 53.8602 | 14.1506 | 0.0056 | 0.1489
WACWMF | 50.6952 | 15.8213 | 0.0063 | 0.1911 | 53.8602 | 14.1507 | 0.0056 | 0.1489
WMMKNNF | 50.6953 | 15.8211 | 0.0063 | 0.1911 | 53.8603 | 14.1506 | 0.0056 | 0.1489
WFIRMHF | 50.6992 | 15.8189 | 0.0063 | 0.1911 | 53.8608 | 14.1509 | 0.0056 | 0.1489

Table 9. Performance results in the image “Lena”.

Fig. 11. Subjective visual quantities of restored zoom part of color image “Lena”, a) Original
image, b) Input noisy image corrupted by 0.2 of variance of speckle noise in each a channel,
c) WRAF filtered image; d) WMMKNNEF filtered image.

i ; ) 2 : =

Fig. 12. Subjective visual quantities of restored zoom part of the color image “Mandrill”, a)
Original image, b) Input noisy image corrupted by 20% impulsive noise in each a channel, c)
WMMKNNEF filtered image.
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4.3 Noise suppression in 3D gray scale video sequences

In this section, we propose 3D filtering algorithms to process ultrasound sequences
contaminated by speckle and impulsive noise. The 3D MMKNN and 3D MML filters have
been evaluated, and their performance has been compared with different nonlinear 2D
filters which were adapted to 3D. The filters used as comparative ones were the modified a-
Trimmed Mean (MATM), Ranked-Order (RO), Multistage Median (MSM1 to MSMS6),
Comparison and Selection (CS), MaxMed, Selection Average (SelAve), Selection Median (SelMed),
and Lower-Upper-Middle (LUM, LUM Sharp, and LUM Smooth) (Astola & Kuosmanen, 1997)
filters. These filters were computed according with their references and were adapted to 3D
imaging.

An ultrasound sequence of 640x480 pixels with 90 frames (3D image of 640x480x90 voxels)
was degraded with 0.05 and 0.1 of variance of speckle noise added to the natural speckle
noise of the sequence. The performance results are depicted in Table 10 by use a frame of the
sequence. From this Table one can see that the 3D MML filters provide the best results in
comparison to other filters proposed as comparative. Figure 13 exhibits the visual results of
restored images obtained by the use of different filters according to Table 10. In the Figure
we observe that the proposed filters provide the better results in speckle noise suppression
and detail preservation in comparison with other filters.

Speckle noise variance

3D Filters 0.05 0.1
PSNR MAE PSNR MAE
Cs 15.435 32.875 13.843 39.778
LUM Smooth 17.915 25.142 15.440 33.823
LUM Sharp 15.625 30.927 14.444 36.425
LUM 15.518 31.427 14.379 36.748
MaxMed 18.562 24.206 15.919 32.913
MATM 20.418 15.124 19.095 18.663
MSM1 20.568 17.624 18.061 23.684
MSM2 20.484 17.789 18.038 23.725
MSM3 22421 14.206 20.261 18.456
MSM4 21.697 15.401 19.348 20.351
MSM5 19.554 20.207 16.964 27.444
MSM6 22.083 14.688 19.744 19.374
SelAve 21.182 17.647 19.192 22.814
SelMed 20.836 15.750 19.013 20.094
RO 21.587 14.520 19.802 18.179
MMKNN (S) 21.554 15.199 18.949 20.995
MMKNN (H) 21.572 15.169 19.040 20.798
MMKNN (A) 21.399 14.614 18.640 20.226
MMKNN (B) 22.658 13.309 20.075 17.819
MMKNN (T) 22.499 13.446 19.855 18.125
MML (T, U,D) 29.876 5.016 28.6175 5.7429
MML (T, L,D) 28.797 5.646 28.188 6.0194

Table 10. Performance results of different filters in a frame of ultrasound sequence degraded
with speckle noise.
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Fig. 13. Visual results in a frame of ultrasound sequence. a) original frame, b) frame
degraded by 0.05 of variance of speckle noise, c) restored frame by MSM6 filter, d) restored
frame by MMKNN (B) filter, e) restored frame by MML filter (T,U,D), f) restored frame by
MML filter (T,L,D).

4.4 Optimal values of parameters of proposed filters

The values of parameters for the RMKNN and MML filters and influence functions were

found after numerous simulations with different images and video sequences degraded

with different percentages of impulsive noise and variances of speckle noise:

a. Gray scale images and video sequences: The optimal parameters of RMKNN and MML
filters are: =4, Kmin=5, and Kmax=8; and s=3 and U=15, respectively. The values for
influence functions are: r=25, a=40, and p=200 for Hampel, r=35 for Andrew, r=15 Tukey,
and r =20 for Bernoulli. Therefore, the WDMML and WMMKNNF filters use the values
proposed above.

b. Color images and video sequences: The values of parameters of proposed VRMKNN
filters were 0.5<a<12, Knin=5, and Kna.x=8, and the parameters of the influence functions
were: 1<81 for Andrew, and a=10, B<90, and r=300 for Hampel.

The processing time performance of the proposed filters depends on the image to process
and almost does not vary for different noise levels; these values also depend on the complex
calculation of the influence functions and parameters of the proposed filter. The processing
time can change with other values for these parameters, increasing or decreasing the times
but the PSNR and MAE values change within the range of £10%, it is due that we fix the
parameters to realize the real-time implementation of proposed filters.
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5. Conclusions

We present the RMKNN and MML filters in spatial and wavelet domain for impulsive and
speckle noise suppression in gray scale and color imaging. Extensive simulation results with
different gray scale and color images and video sequences have demonstrated that the
proposed filters consistently outperform other filters by balancing the tradeoff between
noise suppression, fine detail preservation, color retention, and processing time.
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1. Introduction

In this paper, we propose a noise removal method from image sequences by spatio-temporal
image processing. A spatio-temporal image can be generated by merging the acquired
image sequence (Fig. 1(a)), and then cross-section images can be extracted from the spatio-
temporal image (Fig. 1(b)). In these cross-section images, we can detect moving objects and
estimate the motion of objects by tracing trajectories of their edges or lines.

In recent years, cameras are widely used for surveillance systems in outdoor environments
such as the traffic flow observation, the trespassers detection, and so on. It is also one of the
fundamental sensors for outdoor robots. However, the qualities of images taken through
cameras depend on environmental conditions. It is often the case that scenes taken by the
cameras in outdoor environments are difficult to see because of adherent noises on the
surface of the lens-protecting glass of the camera.

For example, waterdrops or mud blobs attached on the protecting glass may interrupt a
field of view in rainy days (Fig. 2). It would be desirable to remove adherent noises from
images of such scenes for surveillance systems and outdoor robots.

(a) Spatio-temporal image. (b) Cross-section.

Fig. 1. Spatio-temporal image.
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(a) Waterdrop. (b) Mud blob.
Fig. 2. Example of adherent noise.

Professional photographers use lens hoods or put special water-repellent oil on lens to avoid
this problem. Even in these cases, waterdrops are still attached on the lens. Cars are
equipped with windscreen wipers to wipe rain from their windscreens. However, there is a
problem that a part of the scenery is not in sight when a wiper crosses.

Therefore, this paper proposes a new noise removal method from images by using image
processing techniques.

A lot of image interpolation or restoration techniques for damaged and occluded images
have been also proposed in image processing and computer vision societies (Kokaram et al.,
1995, Masnou & Morel, 1998, Joyeux et al., 1999, Bertalmio et al., 2000, Bertalmio et al., 2001,
Kang et al., 2002, Bertalmio et al., 2003, Matsushita et al., 2005, Shen et al., 2006, Wexler et al.,
2007). However, some of them can only treat with line-shape scratches (Kokaram et al., 1995,
Masnou & Morel, 1998, Joyeux et al., 1999), because they are the techniques for restoring old
damaged films. It is also required that human operators indicate the region of noises
interactively (not automatically) (Bertalmio et al., 2000, Bertalmio et al., 2001, Kang et al.,
2002, Bertalmio et al., 2003, Matsushita et al., 2005, Shen et al., 2006, Wexler et al., 2007).
These methods are not suitable for surveillance systems and outdoor robots.

On the other hand, there are automatic methods that can remove noises without helps of
human operators (Hase et al., 1999, Garg & Nayar, 2004). Hase et al. have proposed a real-
time snowfall noise elimination method from moving pictures by using a special image
processing hardware (Hase et al., 1999). Garg and Nayar have proposed an efficient
algorithm for detecting and removing rain from videos based on a physics-based motion
blur model that explains the photometry of rain (Garg & Nayar, 2004). These techniques
work well under the assumptions that snow particles or raindrops are always falling. In
other words, they can detect snow particles or raindrops because they move constantly.
However, adherent noises such as waterdrops on the surface of the lens-protecting glass
may be stationary noises in the images. Therefore, it is difficult to apply these techniques to
our problem because adherent noises that must be eliminated do not move in images.

To solve the static noise problem, we have proposed the method that can remove view-
disturbing noises from images taken with multiple cameras (Yamashita et al., 2003, Tanaka
et al., 2006).

Previous study (Yamashita et al., 2003) is based on the comparison of images that are taken
with multiple cameras. However, it cannot be used for close scenes that have disparities
between different viewpoints, because it is based on the difference between images.
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Fig. 3. Image acquisition by using camera rotation.

Stereo camera systems are widely used for robot sensors, and they must of course observe
both distant scenes and close scenes. Therefore, we have proposed a method that can
remove waterdrops from stereo image pairs that contain objects both in a distant scene and
in a close range scene (Tanaka et al, 2006). This method utilizes the information of
corresponding points between stereo image pairs, and thereby sometimes cannot work well
when appearance of waterdrops differs from each other between left and right images.

We have also proposed a noise removal method by using a single camera (Yamashita et al.,
2004, Yamashita et al., 2005). These methods use a pan-tilt camera, and eliminate adherent
noises based on the comparison of two images; a first image and a second image taken by a
different camera angle (Fig. 3). However, adherent noises cannot be eliminated if a
background object is blocked by a waterdrop in the first image and is also blocked by
another waterdrop in the second image.

In this paper, we use not only two images at certain two frames but all of the image
sequence to remove adherent noises in the image sequence. We generate a spatio-temporal
image by merging the acquired image sequence, and then detect and remove adherent
noises (Yamashita et al., 2008, Yamashita et al., 2009).

The composition of this paper is detailed below. In Section 2, we mention about outline of
our method. In Section 3, the method of making a spatio-temporal image is explained. In
Section 4 and Section 5, the noise detection and removal method are constructed,
respectively. In Section 6, experimental results are shown and we discuss the effectiveness of
our method. Finally, Section 7 describes conclusions and future works.

2. Overview of noise detection and removal method

As to adherent noises on the protecting glasses of the camera, the positions of noises in
images do not change when the direction of the camera changes (Fig. 3). This is because
adherent noises are attached to the surface of the protecting glass of the camera and move
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together with the camera. On the other hand, the position of static background scenery and
that of moving objects change while the camera rotates.

We transform the image after the camera rotation to the image whose gaze direction
(direction of the principal axis) is same with that before the camera rotation. Accordingly,
we can obtain a new image in which only the positions of adherent noises and moving
objects are different from the image before the camera rotates.

A spatio-temporal image is obtained by merging these transformed images. In the spatio-
temporal image, trajectories of adherent noises can be calculated. Therefore, positions of
noises can be also detected in the image sequence from the spatio-temporal image. Finally,
we can obtain a noise-free image sequence by estimating textures on adherent noise regions.

3. Spatio-temporal image

3.1 Image acquisition

An image sequence is acquired while a pan-tilt camera rotates.

At first (frame 0), one image is acquired where the camera is fixed. In the next step (frame 1),
another image is taken after the camera rotates 6, rad about the axis which is perpendicular
to the ground and passes along the center of the lens. In the t-th step (frame ), the camera
rotate 6, rad and the t-th image is taken. To repeat this procedure n times, we can acquire
n/30 second movie if we use a 30fps camera.

Note that the rotation angle 8, makes a positive direction a counterclockwise rotation (the
direction of Fig. 3).

The direction and the angle of the camera rotation are estimated only from image sequences.
At first, they are estimated by an optical flow. However, the optical flow may contain error.
Therefore, the rotation angle is estimated between two adjacent frames by an exploratory
way. Finally, the rotation angle is estimated between each frame and base frame. The detail
of the estimation method is explained in (Yamashita et al., 2009).

3.2 Distortion correction

The distortion from the lens aberration of images is rectified. Let (u,v) be the coordinate
value without distortion, (u,,v,) be the coordinate value with distortion (observed
coordinate value), and «, be the parameter of the radial distortion, respectively (Weng et
al., 1992). The distortion of the image is corrected by Equations (1) and (2).

u, =t +xuU’ +v?) 1)
Vo =V+E V(U +V?) )

3.3 Projective transformation

In the next step, the acquired f-th image (the image after #, rad camera rotation) is
transformed by using the projective transformation. The coordinate value after the
transformation (u,,v,) is expressed as follows (Fig. 4):

. ftané, +1u,

u=/ f -1, tan6,

©)
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where (,,v,) is the coordinate value of the t-th image before transformation, and f is the
image distance (the distance between the center of lens and the image plane), respectively.
The t-th image after the camera rotation is transformed to the image whose gaze direction is
same with that before the camera rotation.

After the projective transformation, there are regions that have no texture in verge area of
images (Black regions in Fig. 5(b)). Procedures mentioned below are not applied for these
regions.

Projection Plane of
.!magc

Adherent noise  Moving object

(a) Spatio-temporal image I(u,v,?). (b) Cross-section image S(u,t) .

Fig. 5. Spatio-temporal image.

3.4 Cross-section of spatio-temporal image

Spatio-temporal image [I(u,v,t) is obtained by arraying all the images (u,,v,) in
chronological order (Fig. 5(a)). In Fig. 5(a), u is the horizontal axis that expresses u,, v is
the vertical axis that expresses v,, and ¢ is the depth axis that indicate the time (frame
number t).

We can clip a cross-section image of I(u,v,t). For example, Fig. 5(b) shows the cross-section
image of the spatio-temporal image in Fig. 5(a) along v=v,.

Here, let S(u,t) be the cross-section spatio-temporal image. In this case, S(u,)=1(u,v,,?).
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In the cross-section spatio-temporal image S(u,t), the trajectories of the static background
scenery become vertical straight lines owing to the effect of the projective transformation.
On the other hand, the trajectories of adherent noises in S(u,f) become curves whose shapes
can be calculated by Equations (3) and (4). Note that the trajectory of an adherent noise in

Fig. 5 (b) looks like a straight line, however, it is slightly-curved.
In this way, there is a difference between trajectories of static objects and those of adherent
noises. This difference helps to detect noises.

4. Noise detection

4.1 Median image

Median values along time axis ¢ are calculated in the cross-section spatio-temporal image
S(u,t) . After that, a median image M (u,t) can be generated by replacing the original pixel
values by the median values (Fig. 6(a)).

Adherent noises are eliminated in M (u,t) , because these noises in S(u,t) are small in area
as compared to the background scenery.

A clear image sequence can be obtained from M (u,t) by using the inverse transformation of
Equations (3) and (4) if there is no moving object in the original image. However, if the
original image contains moving objects, the textures of these objects blur owing to the effect
of the median filtering. Therefore, the regions of adherent noises are detected explicitly, and
image restoration is executed for the noise regions to generate a clear image sequence
around the moving objects.

A N

a) Median image M (u,t) . (b) Difference image D(u,?) .

(c) Judgment image H(u,?) .
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(d) Noise region image R(u,V) .
Fig. 6. Noise detection.



Removal of Adherent Noises from Image Sequences by Spatio-Temporal Image Processing 65

4.2 Difference Image

A difference between the cross-section spatio-temporal monochrome image and the median
monochrome image is calculated for obtaining the difference image S(u,f) by Equation (5).
Pixel values in regions of D(u,t) where adherent noises exist become large, while pixel
values of D(u,t) in the background regions are small (Fig. 6(b)).

D(u,t) = |S(u,t) — M (u,t)| (5)

4.3 Noise region image

The regions where the pixel values of the difference images are larger than a certain
threshold 7, are defined as the noise candidate regions. The judgment image H(u,t) is
obtained by

0, Dunt)<T,

Hwn= {1, Du,1)>T, ©

The region of H(u,t)=1 is defined as noise candidate regions (Fig. 6(c)). Note that an
adherent noise does not exist on the same cross-section image when time ¢ increases,
because v-coordinate value of the adherent noise changes owing to the influence of the
projective transformation in Equation (4). Therefore, we consider the influence of this
change and generate H(u,t) in the way that the same adherent noise is on the same cross-
section image.

In the next step, regions of adherent noises are detected by using H (u,t) . The trajectories of
adherent noises are expressed by Equation (3). Therefore, the trajectory of each curve is
tracked and the number of pixel where H(u,t) is equal to 1 is counted. If the total counted
number is more than the threshold value T,, this curve is regarded as the noise region. As
mentioned above, this tracking procedure is executed in 3-D (u,v,t) space. This process can
detect adherent noise regions precisely, even when there are moving objects in the original
image sequence thanks to the probability voting (counting).

After detecting noise regions in all cross-section spatio-temporal image S(u,f), the noise
region image R(u,V) is generated by the inverse projective transformation from all H (u,t)
information (Fig. 6(d)).

Ideally, the noise regions consist of adherent noises. However, the regions where adherent
noises don't exist are extracted in this process because of other image noises. Therefore, the
morphological operations (i.e., erosion and dilation) are executed for eliminating small noises.

5. Noise removal

Adherent noises are eliminated from the cross-section spatio-temporal image S(u,t) by
using the image restoration technique (Bertalmio et al., 2003) for the noise regions detected
in Section 4.

At first, a original image S(u,t) is decomposed into a structure image f(u,f) and a texture
image g(u,t) (Rudin et al., 1992). Figure 7 shows an example of the structure image and the
texture image. Note that contrast of the texture image (Fig. 7(c)) is fixed for the viewability.
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After the decomposition, the image inpainting algorithm (Bertalmio et al., 2000) is applied
for the noise regions of the structure image f(u,f), and the texture synthesis algorithm
(Efros & Leung, 1999) is applied for the noise regions of the texture image g(u,?),
respectively. This method (Bertalmio et al., 2000) overcomes the weak point that the original
image inpainting technique (Bertalmio et al., 2000) has the poor reproducibility for a
complicated texture. After that, noise-free image can be obtained by merging two images.
Finally, a clear image sequence without adherent noises is created with the inverse
projective transformation.

(a) Original image. (b) Structure image. (c) Texture image.
Fig. 7. Image decomposition.

6. Experiment

Image sequence was acquired in a rainy day in the outdoor environment.

Figure 8(a) shows an example of the original image when the rotation speed of the camera is
constant, and Fig. 8(b) shows the result of the projective transformation. In this experiment,
the frame rate was 30fps, the image size was 360x240pixels, and the length of the movie was
100frames, respectively. We used a pan-tilt-zoom camera (Sony EVI-D100) whose image
distance f was calibrated as 261pixel. Parameters for the noise detection were set as

T,=50, T,=10.

Figure 9 shows the intermediate result of the noise detection. Figures 9(a) and (b) show the
cross-section spatio-temporal image S(u,f) in color and monochromic formats, respectively
(red scanline in Fig. 8 (b), v=150). There is a moving object (a human with a red umbrella)
in this image sequence. Figures 9(c), (d) and (e) show the median image M (u,t), the
difference image D(u,t), and the judge image H(u,t) , respectively. Figure 10(a) shows the
noise region image R(u,V).

Figure 11 shows the noise removal result. Figures 11(a) and (b) show the structure image
after applying the image inpainting algorithm and the texture image after applying the
texture synthesis algorithm, respectively, while Fig. 11(c) shows the noise removal result of
the cross-section spatio-temporal image.

Figure 12 shows the final results of noise removal for the image sequence. All waterdrops
are eliminated and the moving object can be seen very clearly in all frames.
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(a) Original image. (b) Original image after the projective transformation.

Fig. 8. Acquired image.

Moving ohject

(b) Cross-section spatio-temporal image S(u,t) (gray scale).

(c) Median image M (u,t) .

(d) Difference image D(u,?) .

(e) Judgment image H(u,?) .

Fig. 9. Results of noise detection.
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(c) Comparison result.

Fig. 10. Noise region image R(u,V) .

(a) Structure image.

(b) Texture image.

(c) Cross-section spatio-temporal image after noise removal.

Fig. 11. Results of noise removal.
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To verify the accuracy of the noise detection, Fig. 10(a) is compared with the ground truth
that is generated by a human operator manually (Fig. 10(b)). Figure 10(c) shows the
comparison results. In Fig. 10(c), red regions indicate the correct detection, blue regions
mean undetected noises, and green regions are exceeded detection regions. Actually,
undetected noises are hard to detect when we see the final result (Fig. 12(b)). This is because
the image interpolation works well in the noise removal step.

(a) Original image. (b) Result image.

Fig. 12. Results of noise removal (waterdrop).

Figure 13 shows comparison results of texture interpolation with an existing method. Figure
13(b) shows the result by the image inpainting technique (Bertalmio et al., 2000), and Fig.
13(c) shows the result by our method. The result by the existing method is not good (Fig.
13(b)), because texture of the noise region is estimated only from adjacent region. In
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principle, it is difficult to estimate texture in several cases from only a single image. On the
other hand, our method can estimate texture robustly by using a spatio-temporal image
processing (Fig. 13(c)).

Figure 14 shows results of mud blob removal, and Fig. 15 shows results of waterdrop and
mud blob removal, respectively.

Figure 16(a) shows an example of the original spatio-temporal image when the speed and
the direction of the camera rotation is not constant, and Fig. 16(b) shows the result of the
projective transformation, respectively.

Figure 17 shows the intermediate results of the noise removal. Figures 17(a) shows the cross-
section spatio-temporal image S(u,?) . There are moving objects (walking men) in this image
sequence. Figures 17(b), (c), (d), and (e) show the median image M (u,t), the difference
image D(u,t), the judgment image H(u,f), and the noise region image R(u,V) , respectively.
Figure 17(f) shows the noise removal result from the cross-section spatio-temporal image.
Figure 18 shows the final results of noise removal for the image sequence. All noises are
eliminated and the moving object can be seen very clearly in all frames.

From these results, it is verified that our method can remove adherent noises on the
protecting glass of the camera regardless of their positions, colors, sizes, existence of moving
objects, and the speed and the direction of the camera rotation.

7. Conclusion

In this paper, we propose a noise removal method from image sequence acquired with a
pan-tilt camera. We makes a spatio-temporal image to extract the regions of adherent noises
by examining differences of track slopes in cross section images between adherent noises
and other objects. Regions of adherent noises are interpolated from the spatio-temporal
image data. Experimental results show the effectiveness of our method.

As future works, the quality of the final result will be improved for interpolating noise
regions in S(u,v,f) space. As to the camera motion, a camera translation should be
considered in addition to a camera rotation (Haga et al., 1997). It is important to compare the
performance of our method with recent space-time video completion methods (e.g.,
Matsushita et al., 2005, Shen et al., 2006, Wexler et al., 2007).

(a) Noise region. (b) Inpainting,. (c) Our method.

Fig. 13. Comparison of noise removal results.
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(a) Original image. (b) Result image.

Fig. 14. Results of noise removal (mud blob).
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(a) Original image. (b) Result image.

Fig. 15. Results of noise removal (waterdrop and mud blob).

!

(a) Original image sequence. (b) Image_ sequence after the projective transformation.

Fig. 16. Image sequence when the rotation speed of the camera is not constant.
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(a) Cross-section image S(u,t) . (b) Median image M (u,t) .

(c) Difference image D(u,t) .

(e) Noise region image R(u,V) . (f) Cross-section image after noise removal.

Fig. 17. Result of noise detection and removal (camera motion is not constant).
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(a) Original image. (b) Result image.

Fig. 18. Results of noise removal (camera motion is not constant).
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1. Introduction

MATLARB is one of the most widely used languages in technical computing. Computational
scientists and engineers in many areas use MATLAB to rapidly prototype and test
computational algorithms because of the scripting language, integrated user interface and
extensive support for numerical libraries and toolboxes. In the areas of signal and image
processing, MATLAB can be regarded as the de facto language of choice for algorithm
development. However, the limitations of desktop MATLAB are becoming an issue with the
rapid growth in the complexity of the algorithms and the size of the datasets. Often, users
require instant access to simulation results (compute bound users) and/or the ability to
simulate large data sets (memory bound users). Many such limitations can be readily
addressed using the many varieties of parallel MATLAB that are now available (Choy &
Edelman, 2005; Krishnamurthy et al., 2007). In the past 5 years, a number of alternative
parallel MATLAB approaches have been developed, each with its own unique set of features
and limitations (Interactive Supercomputing, 2009; Mathworks, 2009; MIT Lincoln
Laboratories, 2009; Ohio Supercomputer Center, 2009).

In this chapter, we show why parallel MATLAB is useful, provide a comparison of the
different parallel MATLAB choices, and describe a number of applications in Signal and
Image Processing: Audio Signal Processing, Synthetic Aperture Radar (SAR) Processing and
Superconducting Quantum Interference Filters (SQIFs). Each of these applications have been
parallelized using different methods (Task parallel and Data parallel techniques). The
applications presented may be considered representative of type of problems faced by signal
and image processing researchers. This chapter will also strive to serve as a guide to new
signal and image processing parallel programmers, by suggesting a parallelization strategy
that can be employed when developing a general parallel algorithm. The objective of this
chapter is to help signal and image processing algorithm developers understand the
advantages of using parallel MATLAB to tackle larger problems while staying within the
powerful environment of MATLAB.

2. Parallel MATLAB overview

The need for parallel MATLAB is presented in (Choy & Edelman, 2005) and the need for
parallelizing MATLAB in particular can be summarized as follows:

1. MATLAB is user friendly

2. MATLAB is popular
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In a survey of parallel MATLAB technologies, nearly 27 parallel MATLAB technologies
were discovered. Many of these technologies are defunct, while many of these technologies
are actively under development, with a large user base and active developer base. In our
experience, three of these technologies stand out in terms of such factors.

In this section, we introduce three alternatives for parallel computing using MATLAB. The
technologies we will be looking at are: pMATLAB+bcMP]I, the Parallel Computing Toolbox
(PCT) with MATLAB Distributed Computing Server and Star-P.

2.1 bcMPI

Traditionally, researchers have used MatlabMPI (Kepner & Ahalt, 2003) for parallel
computing in MATLAB. bcMP1I is an open source software library that is an alternative to
MatlabMPI and is geared towards large, shared supercomputer centers. The bcMPI library
was developed at the Ohio Supercomputer Center (OSC) to provide an efficient, scalable
communication mechanism for parallel computing in MATLAB while maintaining
compatibility with the MatlabMPI API (Hudak et al., 2007). The bcMPI package consists of
an interface to the MPICH or OpenMPI library and a toolbox for MATLAB that implements
a subset of the MatlabMPI API calls. bcMPI has been developed primarily on the Linux
platform, but it has also been tested on the Mac OS-X, NetBSD and 1A32 platforms. At its
core, bcMPI is a C library that supports a collection of MATLAB and Octave data types. The
bcMPI software architecture is as shown below:

MPLAP] includes
MatlabMPi
compatibility

Fig. 1. bcMPI Architecture

Figure 1 illustrates the relationship between the vaious layers in the bcMPI architecture. The
bcMPI library provides functions for synchronous as well as asynchronous communication
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between the MATLAB processes. It supports basic MPI functions as well as collective
operations such as MPI_Reduce, MPI_Gather and MPI_Barrier. bcMPI also has an efficient
implementation of the MPI_Broadcast function using the underlying MPI library. bcMPI has
the advantage that it can use any MPI libraries even thought it has been tested actively with
the OpenMPI and MPICH libraries. bcMPI interfaces with pMATLAB (a parallel MATLAB
extension developed by MIT Lincoln Laboratory) (Bliss & Kepner, 2007) for distributed data
processing. The combination of pMATLAB and bcMPI is denoted as pMATLAB+bcMPL
PMATLAB+bcMPI uses a layer of abstraction beyond traditional MPI calls and reduces
programming complexity. With this combination, a user would not need to use explicit
message passing calls to distribute data, as the pMATLAB application would perform these
actions.

2.2 Parallel computing toolbox

The Parallel Computing Toolbox (PCT) along with the MATLAB Distributed Computing
Server (MDCS) are commercial products offered by The MathWorks Inc. While the core
MATLAB software itself supports multithreading, the PCT provides functionality to run
MATLAB code on multicore systems and clusters. The PCT provides functions for parallel
for-loop execution, creation/manipulation of distributed arrays as well as message passing
functions for implementing fine grained parallel algorithms.

The MATLAB Distributed Computing Server (MDCS) gives the ability to scale parallel
algorithms to larger cluster sizes. The MDCS consists of the MATLAB Worker processes that
run on a cluster and is responsible for parallel code execution and process control. Figure 2
illustrates the architecture of PCT and MDCS
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Fig. 2. The Parallel Computing Toolbox and MATLAB Distributed Computing Server

The PCT also allows users to run up to 8 MATLAB Labs or Workers on a single machine.
This enables interactive development and debugging of parallel code from the desktop.
After parallel code has been developed, it can be scaled up to much larger number of
Worker or Labs in conjunction with the MDCS.
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2.3 Star-P
Star-P is a client-server parallel computing platform for MATLAB available from Interactive
Supercomputing. The architecture of Star-P is shown in the figure below:
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Fig. 3. Star-P Architecure

Figure 3 illustrates the structure of Star-P, and difference between the Star-P client and
server. Star-P supports fine grained parallel as well as embarrassingly parallel modes of
operation (these modes of operation are discussed in the next section). The biggest
advantage offered by Star-P is that it eliminates the need for the developer to use explicit
Message Passing Interface (MPI) message passing calls for communicating between the
back-end processes. By using the “«p” construct, users can simply indicate the variables or
data that are meant to be distributed over the back-end processes.

3. Parallel programming

The goals of most parallel computing algorithms include either reduction in computation
time (for compute bound users) or analysis of larger data sets/parameters sweeps (for
memory bound users) or some combination of both. This can also be described as a
capability or capacity problem. In many cases, analysis involves small data sets, but the time
required to analyze the desired data along with a wide enough parameter sweep on the
same can make it impractical to run such analyses. In such (and a variety of other) cases, the
use of parallel computing techniques can enable researchers to employ large numbers of
processors to run comprehensive analyses in a reasonable amount of time. For example, the
reconstruction of micro-CT images to generate 3D models may take up to 13 hours on a
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single machine. This can be reduced significantly simply by running the reconstruction
algorithm in a parallel fashion. In other applications such as automated image analysis in
medicine, the data sets tend to be large, with individual images ranging in the multiple
gigabytes. In such cases, it may not be possible to load the data into memory and analyze
the images. At the Ohio Supercomputer Center, we have observed that reading in images as
large as 60000x60000 pixels in resolution on a single machine with 32GB RAM can take
upwards of 30 minutes. Running simple algorithms on such large images becomes
impractical, with software stability also becoming a concern. Furthermore, given many such
images for analysis, the time required to run a single analysis on all images becomes
impractical and parameter sweep studies become constrained by time. High resolution
images obtained from tissue biopsies can be as large as 30-40GB each, and with the existing
software and hardware limitation it is not possible to read in entire images on a single
processor, thus leading to the problem of capability. In such cases, a simple solution is to use
parallel computing in MATLAB to process parts of the image on separate processors to
address problem.

Broadly, parallel algorithms can be divided into two categories: Task Parallel and Data
Parallel. Task parallel (or Embarrassingly Parallel) algorithms take advantage of the fact that
multiple processors can work on the same problem without communicating with each other.
Typical cases of such algorithms include Monte Carlo simulations where the order of
computations in a large loop are independent of each other and can be performed in any
order without affecting the results. Similarly, another application ideal for task parallelism
involves processing multiple datasets using the same algorithm. In such cases multiple
processors can analyze subsets of the data simultaneously without the need for inter-
processor communication. Data parallel (or Fine Grained Parallel) algorithms typically
involve some inter-processor communication. In such algorithms the data to the analyzed is
typically too large to be analyzed on a single processor. Parallel computing paradigms are
used to distribute the data across processors and each processor works on a smaller chunk
of the same data. In such cases, there may be some communication required between
different processors that involve exchange of data to address boundary conditions. For
example, a 2-D FFT of a large matrix can be carried out in a parallel fashion by splitting up
the matrix across multiple processors. Based on how the data is distributed, each processor
needs a small amount of data from its neighbour to complete the computations.

The maximum speed up (ratio of runtime before parallelization to runtime after
parallelization) is discussed in (Amdahl, 1967). The maximum observable speedup is limited
by the percent of the application that can be parallelized. The maximum percentage of the
application that can be parallelized is determined by the percentage of code that must be
run serially. This serial execution requirement is often due to data dependencies present in
the code, or complications that may arise due to parallelization. It is important that a parallel
programmer determine the maximum speed up before beginning parallelization. In certain
applications regardless of parallelization technique, the required speedup may not be
attainable.

In the next section, we discuss three applications that help illustrate the different types of
parallel algorithms discussed here. Two of the applications being considered can be
parallelized using either the task parallel or data parallel technique. One of the presented
applications can be parallelized using both techniques, and a comparison is provided.
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4. Application development

In this section, three applications will be presented. The aim of this section is to give real life
examples of the discussed parallel MATLAB technologies in action (Krishnamurthy et al.,
2008). Additionally, this section will suggest methods by which parallel MATLAB
programmers can approach a given parallelization problem. The following applications
have been parallelized using (1) Task Parallel (Embarrassingly Parallel) and/or (2) Data
Parallel (Fine Grained Parallel) techniques.
For each of the applications developed we will concentrate on the following:
1. Application Background
This section will give background information on the application. This section is
intended to show readers the variety of problems that can be tackled using parallel
MATLAB.
2. Parallelization Strategy
This section will describe the strategy employed when parallelizing the application.
Additionally, specific code examples from the serial code, and our parallel code for the
same will be shown.
3. Results
This section will demonstrate the results obtained through parallelization. This section
is important in illustrating the computational benefits possible through parallelization.

4.1 Acoustic signal processing

4.1.1 Application background:

Acoustic signal processing on a battlefield primarily involves detection and classification of
ground vehicles. By using an array of active sensors, signatures of passing objects can be
collected for target detection, tracking, localization and identification. One of the major
components of using such sensor networks is the ability of the sensors to perform self-
localization. Self-localization can be affected by environmental characteristics such as the
terrain, wind speed, etc. An application developed by the U.S. Army Research Laboratory,
GRAPE, consists of a Graphical User Interface (GUI) for running acoustic signal processing
algorithms in parallel on a cluster.

In recent experiments, several gigabytes of data were collected in 3-minute intervals.
Processing each data file takes over a minute. A number of different algorithms are used to
estimate the time of arrival of the acoustic signals. If the number of analysis algorithms
applied to the data is increased, the processing and analysis time increases correspondingly.
In order to achieve near real-time response, the data was processed in a parallel fashion in
MATLARB. Since each data file can be processed independently of others, the parallelization
approach was to split up processing of individual data files across multiple processors.

4.1.2 Parallelization strategy:

It was determined that this particular application could be parallellized using task parallel
(Embarrassingly Parallel) techniques. Using the MATLAB profiler, it was determined that
the majority of computation time was spent in the execution of a function called
process_audio(). It was further determined that the data generated by this function was not
used in other places (data independence). Thus, a task parallel approach was employed. The
function process_audio() takes a data structure as an input. One of the fields in this structure
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Fig. 4. Vehicle signature identified via signal processing
is nFiles, which describes the number of files to be run by the process_audio() function. A

distributed array was used to distribute these indices across multiple processors. The code
before and after parallelization are as follows:

Alocal = A;
indlocal = local(indices)
out = process_audio(A) indlocal = indlocal + [(Nfiles-size(indlocal,2)+1):Nfiles];

Alocal.fname = A.fname(indlocal)
out = process_audio(Alocal)

Fig. 5. pMATLAB parallelization of acoustic signal processing application

4.1.3 Results:

Results from parallelization of the GRAPE code using MDCS, bcMPI, and Star-P are
presented below. In the following graphs, the primary (left) vertical axis corresponds to the
total time taken by the process_audio() function to complete analysis on 63 data files. The
secondary (right) axis displays the speedup obtained when running on multiple processors.
It is also interesting to note that the modifications required to parallelize the code
represented an increase of less than 1% in Source Lines of Code (SLOC).

Results for the MDCS and bcMPI tests were obtained on the Ohio Supercomputer Center’s
Pentium 4 cluster using an InfiniBand interconnection network. Results for the Star-P tests
were obtained on the Ohio Supercomputer Center's IBM 1350 Cluster, with nodes
containing dual 2.2 GHz Opteron processors, 4 GB RAM and an InfiniBand interconnection
network. As the parallelization strategy is a task parallel solution that incurs no interprocess
communication, a nearly linear speed-up is observed for each of the parallel MATLAB tools.
It is also clear that parallel MATLAB can aid greatly in returning a timely solution to the user.
From the above results (Figures 6, 7 and 8), it is also clear that the three technologies give
nearly the same speedup for a given code set. For the remaining applications, results are
shown using pMATLAB+bcMPI, and similar results can be obtained by using any of the
presnted tools.
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4.2 Synthetic aperture radar

4.2.1 Application background:

The Third Scalable Synthetic Compact Application (SSCA #3) benchmark (Bader et al.,
2006), from the DARPA HPCS Program, performs Synthetic Aperture Radar (SAR)
processing. SAR processing creates a composite image of the ground from signals generated
by a moving airborne radar platform. It is a computationally intense process, requiring
image processing and extensive file IO. Such applications are of importance for Signal and
Image Processing engineers, and the computations performed by the SSCA #3 application
are representative of common techniques employed by engineers.

4.2.2 Parallelization strategy:

In order to parallelize SSCA #3, the MATLAB profiler was run on the serial implementation.
The profiler showed that approximately 67.5% of the time required for computation is spent
in the image formation function of Kernel 1 (K1). Parallelization techniques were then
applied to the function formlmage in K1. Within formlmage, the function genSARimage is
responsible for the computationally intense task of creating the SAR image. genSARimage
consists of two parts, namely, the interpolation loop and the 2D Inverse Fourier Transform.
Both of these parts were parallelized through the creation of distributed matrices and then
executed via pMatlab/bcMPL

A code example is presented in Figure 9 showing the serial and parallel versions of one code
segment from the function genSARimage. It is interesting to note that nearly 67.5% of the
code was parallelized by adding approximately 5.5% to the SLOC. In the sequential code on
the left of Figure 9, the matrix, F, needs to be divided among the processor cores to
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parallelize the computation. In the parallel code on the right of Figure 9, the upper shaded
region shows the creation of a distributed version of the matrix, pF, which is distributed as
contiguous blocks of columns distributed across all processors. The code within the loop
remains functionally equivalent, with the parallel version altered so that each processor core
processes its local part of the global array. The lower shaded region shows a pMatlab
transpose_grid (Bliss and Kepner, 2006) operation, which performs all-to-all communication
to change pF from a column distributed matrix to a row distributed matrix in order to
compute the following inverse FFT in parallel. Finally, in the lowest shaded region, the
entire pF array is aggregated back on a single processor using the pMatlab agg command.

F = single(zeros(nx, m));

kxlocal=kx(:, (myrank*pFlocalsize(2)+1):(myrank+1)*pFlocalsize(2))
KXlocal=KX(:, (myrank*pFlocalsize(2)+1):(myrank+1)*pFlocalsize(2))
fsmlocal=fsm(:, (myrank*pFlocalsize(2)+1):(myrank+1)*pFlocalsize(2)’
m = length((myrank*pFlocalsize(2) +1):(myrank+1)*pFlocalsize(2))
pFmap = map([1 Ncpus], {}, [@:Ncpus-1])

pF = zeros(nx,m,pFmap);

pFlocal = ifft(pFlocal, [],2);

pF = put_local(pF, pFlocal);

Z = transpose_grid(pF);

spatial=ftshift(ifft(ifft(fftshift(F),[],2)) clear pF, pFlocal;

Zlocal = local(Zz);

Zlocal = ifft(zZlocal, [],1);
Z = put_local(Z,Zlocal);

Z = agg(Z);

spatial = abs(Z)';

Fig. 9. pMATLAB parallelization of image formation kernel
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4.2.3 Results:

The pMATLAB+bcMPI implementation of the SSCA#3 benchmark was run on an AMD
Opteron cluster at the Ohio Supercomputer Center with nodes containing dual 2.2 GHz
Opteron processors, 4 GB RAM and an InfiniBand interconnection network. A matrix size of
1492x2296 elements was chosen, and the runs were conducted on 1, 2, 4, 8, 16, 24, and 32
processor cores. The absolute performance times and relative speedups for image formation
are given in Figure 10. The graph is presented as in the previous application.

Amdahl’s law states that the maximum speedup of a parallel application is inversely
proportional to the percentage of time spent in sequential execution. Thus, according to
Amdahl’s Law, the maximum speedup possible when parallelizing 67.5% of the code is
approximately 3. In the above figure, a maximum speedup of approximately 2.6 is obtained
for the 32 processor run.

4.3 Superconducting Quantum Interference Filters (SQIF)

4.3.1 Application background:

The computationally intensive signal and image processing application for this project is the
modelling and simulation of Superconducting Quantum Interference Filters (SQIF)
provided by researchers at SPAWAR Systems Center PACIFIC. Superconducting Quantum
Interference Devices (SQUIDs) (a superconducting circuit based on Josephson junctions) and
arrays of SQUIDs or Superconducting Quantum Interference Filters (SQIF) have a wide
variety of applications (Palacios et al., 2006). SQUIDs are the world’s most sensitive
detectors of magnetic signals (sensitivity ~femto-Teslas) for the detection and
characterization of signals so small as to be virtually immeasurable by any other known
sensor technology. Applications such as detection of deeply buried facilities from space
(military labs, WMD, etc), detection of weak signals on noise limited environments,
deployment on mobile platforms, SQUID-based gravity gradiometry for navigation of
submarines, biomagnetism (magnetoencephalography (MEG) and magnetocardiogram
(MCG)) imaging for medical applications, detection of weapons/contraband concealed by
clothing (hot spot microbolometers) and non-destructive evaluation are some of the
applications based on SQUID and SQIF technologies.

Parallelization of codes that simulate SQUIDs/SQIFs are becoming extremely important for
researchers. The SQIF application is intended to solve large scale SQIF problems for the
study and characterization of interference patterns, flux-to-voltage transfer functions, and
parameter spread robustness for SQIF loop size configurations and SQIF array fault
tolerance. The SQIF application is intended to solve large scale problems relating to the field
of cooperative dynamics in coupled noisy dynamical systems near a critical point. The
technical background for the SQIF program can be found in (Antonio Palacios, 2006). The
particular application developed was intended to run the SQIF program in an optimized
fashion to either (1) reduce runtime and/or (2) increase the size of the dataset.

4.3.2 Parallelization strategy:

The MATLAB profiler was used on the supplied SQIF application to determine a course of
action. Application of the MATLAB profiler on the supplied dynamics_sgif() function using
100 SQUIDs yielded a runtime of approximately 20 minutes. A detailed analysis showed
most (approximately 88%) of the time spent in the coupled_squid() function. Further review
of the profiler results showed a linear increase in the time taken by dynamics_sqif() as the
number of SQUIDs (Nsquid) was increased. Parallelization was carried out on the
dynamics_sqif() function.
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Parallelization of code consisted of adding parallel constructs to the given SQIF application.
These constructs allowed the program to be run on multiple CPUs. In the course of
parallelization, developers noticed the existence of task based and data based operations in
the application. Task based operations were parallelized through an embarrassingly parallel
(EP) implementation. The data based operations were parallelized through a fine grained
parallel (FP) solution. The application was parallelized using both of the following
techniques.

1. Task Based Parallelization (TP) - Parallelization over length(xe)

2. Data Based Parallelization (DP) - Parallelization over Nsquids

A brief technical background and relative merits and demerits of each implementation are
given below. It is interesting to note the difference in performance for both techniques.
Results of the optimization and parallelization were obtained using pMATLAB+bcMPI on
the Ohio Supercomputer Center’s AMD Opteron Cluster “Glenn.”

Task Parallel Approach

This particular implementation involved a task based parallel solution. The type of
parallelization implemented was embarrassingly parallel. Specifically, for this application,
an approach was taken such that individual processors would perform a part of the entire
task, thus making the approach task parallel in nature. The embarrassingly parallel solution,
in the context of this application, involved the distribution of workload between processors
for the number of points for flux calculation (length(xe)). For this particular implementation,
parallelization efforts were carried out in the dynamics_sgif() function. It was determined that
iterations of the loop containing “for i = 1:length(xe)” were independent of each other. Thus,
it was determined that a number of CPUs could process different portions of the ‘for” loop.
For example, if there were 4 processors and length(xe) = 100, the loop would run such that on
processor 1, i = 1:25, on processor 2, i = 26:50, etc. Thus, the approach is embarrassingly
parallel in nature.

A code snippet of the added pMATLAB lines required for parallelization is shown in the
following figure.

DVmap = map([1 Ncpus], {}, [@:Ncpus-1]);
pDV = zeros(Nsquid, length(xe), DVmap);
Ingth = length(xe);

For i = 1:length(xe) DVlocal = local(pDV);
size(DVlocal)
x = series_sqif(J3(j),xe(i),M,dt, ind = zeros(1,Ncpus);
beta_n,Nsquid,var_size,tmax); ind(:) = ceil(double(lngth)/Ncpus);
ind(1:rem(1lngth,Ncpus)) = ceil(double(1lngth)/Ncpus);
end ind(Ncpus) = (ind(Ncpus)-(sum(ind)-1ngth));

num_loop = ind(rank+1);

t = sum(ind(1:(rank+1)));
startind = t-ind(rank+1)+1;
endind = startind+num_loop -1;

for i = startind:endind

x = series_sqif(3(j),xe(i),M,dt,
beta_n,Nsquid,var_size,tmax);

end

Fig. 11. pMatlab additions to serial code for Task Parallel Implementation
Data Parallel Approach

In this approach, a fine grained parallel solution is implemented. In the dynamics_sqif()
function, there is a function call for series_sqgif(). This function, series_sgif(), in turn calls
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my_ode() which in turn calls coupled_squid(). As has been mentioned in the application
background, the majority of time is spent in the coupled_squid() function, due to the number
of times that the coupled_squid() function is called. The function coupled_squid() creates, as an
output, a matrix of size 1 x Nsquid. Looking at this, it was decided that parallelizing over
Nsquids would yield improvement in overall runtime. It was observed that by making
suitable modifications to coupled_squid(), it would be possible for different processors to
work on different parts of the overall data. After creating a version of coupled_squid() that
would allow different processors to access different parts of the data, all referring function
calls were modified to make use of this parallel behavior. Thus, at the topmost level, in
dynamics_sqif(), the function series_sqif() could be called by different processors with different
sections of the original data. A snippet of the pMATLAB code required in the coupled_squid()
function is shown in the following figure.

%%%%SERIAL CODE%%%% %%%%PARALLEL CODE%%%%

xmap = map([1 Ncpus], {}, [@:Ncpus-1]);
X = zeros(10001, 2*NsquidsOrig, xmap);
xlocal = local(x);
x = series_sqif(J3(j),xe(i),M, xlocaltmp = series_sqif(3(j),xe(i),M,dt,beta_n, Nsquid,var_size,tmax,
t,beta_n,Nsquid,var_size,tmax); localpart, NsquidsOrig);
xlocal = xlocaltmp(:,locPart_x);
x = put_local(x, xlocal);
x = agg(x);

Fig. 12. pMatlab additions to serial code for Data Parallel Implementation

4.3.3 Results

This section discusses the results of parallelizing the SQIF application by both techniques
(Task parallel and Data parallel techniques). A brief discussion about the results obtained
using both techniques is also presented. In the following graphs, the primary (left) vertical
axis corresponds to the total time taken by the SQIF application function to complete
analysis on a fixed NSquids. The secondary (right) axis displays the speedup obtained when
running on multiple processors.

Task Parallel Approach

Results for running the task parallel implementation of the SQIF application were obtained
on the Ohio Supercomputer Center's AMD Opteron Cluster (glenn). Near linear speedup
was obtained for increasing number of processors and constant number of SQUIDs (Nsquid).
The following graph summarizes the results obtained by running the SQIF application at
OSC with a varying number of SQUIDs, and Processors.

Data Parallel Approach

Results for running the data parallel implementation of the SQIF application were obtained
on the Ohio Supercomputer Center's AMD Opteron Cluster (glenn). A speedup was
observed, and results are graphed below. The comparison is made between different
numbers of SQUIDs (Nsquid), and different numbers of Processors. As the parallel
implementation is data parallel in nature, slight modifications were made in the actual
computation.

The following graph shows the application runtime and speedup for a fixed problem size

(number of Nsquids). A comparison is also made between the runtimes of the task parallel
solution and data parallel solution.
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SQIF TP Implementation Results
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Fig. 13. Graph of TP implementation for NSquids = 768

SQIF DP Implementation Results
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Fig. 14. Graph of DP runtimes on Glenn for Nsquids = 384 (red), 786 (blue)

From Figure 14, it is clear that there is definite speedup when using the data parallel (DP)
implementation. This speedup becomes more pronounced when larger Nsquids are used. In
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these graphs, it is interesting to note that the speedup is not linear, but is much more

scalable. Also, communication overhead starts to play a large part in the results when the

number of processors is greater than 24 (for the problem sizes tested).

The following graph shows the performance of parallelization over length(xe) when

compared to parallelization over Nsquids for a constant length(xe) of 100 and varying

Nsquids. This comparison was made on the Ohio Supercomputer Center's AMD Opteron

Cluster “Glenn.”

From Figure 15, it is clear that parallelization over the length(xe) yields far better

performance than parallelization over NSquids. This is due to the following reasons:

1. Parallelization over length(xe) is embarrassingly parallel. It is expected that this
approach gives near linear speedup.

2. In the parallelization over length(xe), the percentage of parallelized code is nearly 99%.
In the parallelization over Nsquids, the percentage of parallelized code is nearly 90%.

Comparison for Nsquid = 768 between

parallelization techniques
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Fig. 15. Comparison between two techniques of parallelization for Nsquids = 768

Maximum speed up for both parallelization techniques:

1. By Amdahl’s Law, given that parallelization is being applied to approximately 90% of
the problem size, the maximum speed up one can expect is 1/(1-0.90) = 10, in the case of
parallelization over Nsquids. The maximum observed speedup is approximately 8.7 (for
Nsquids = 14400, Number of Processors = 48).

2. By Amdahl’s Law, given that parallelization is being applied to approximately 99% of
the problem size, the maximum speed up one can expect is 1/(1-0.99) ~ 100, in the case
of parallelization over the Ilength(xe). The maximum observed speedup is
approximately 20 (for Nsquids = 768, Number of Processors = 24).
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5. Defining a general parallelization strategy:

In this section, a very general strategy for determining a parallelization strategy is

presented. Please note that this strategy is very general in nature due to the numerous types

of applications that can be parallelized.

1. Determining what to parallelize:
Often, a user may use a tool such as the MATLAB profiler to determine this. The root
cause of the slowdown needs to be determined. For example, if functionl() is shown to
be causing the slowdown, the lines of code within functionl() that are causing the
problem should be parallelized. If the user wants to parallelize the application for
improved memory utilization, the source of memory usage should be determined, and
this should be parallelized.

2. Determining the type of parallelization:
In this step, the cause is analyzed by looking at data dependencies to determine
whether an embarrassingly parallel strategy can be employed or whether a fine grained
parallel strategy is required. In general, when parallelizing a large portion of code,
embarrassingly parallel solutions are easier to code and deliver greater speedup when
compared with fine grained parallel solutions. On the other hand, fine grained parallel
solutions are useful when attempting to improve memory utilization in the application,
as fine grained parallel solutions consist of data parallelization. Application of
Amdahl’'s Law would also be beneficial, so that the developer understands what
speedup to expect. For very few applications, parallelization may not lead to a
significant speedup.

3. Using one of the mentioned technologies to parallelize the application:
In our experience, all the mentioned technologies offer similar performance and
usability for embarrassingly parallel applications.  For fine-grained parallel
applications, the user needs to look at the technologies more closely.

4. Parallelize the application:
Recode the application with parallel constructs.

5. Test the Application:
Verify that the parallelization gives correct results (often within a margin of error). As
parallelization often modifies the calculations, the user needs to confirm that the
parallelized code not only brings about a speedup or larger memory availability but
also maintains the correct solution.

6. Conclusions and future work

This chapter begins with an introduction to Parallel MATLAB and its uses. From our
experience, most users who require parallel MATLAB are (1) compute and/or (2) memory
bound. Compute bound users often require faster time-to-solution from their MATLAB
applications. Memory bound users often require the shared resources offered by using
multiple processing units (more RAM, etc.). Both of these classes of users can make
extensive use of parallel MATLAB technologies. Broadly, there are two techniques to
parallelization (1) Task parallel (Embarrassingly parallel) or (2) Data parallel (Fine Grained
parallel). Both of these techniques were described in detail, and the strategies involved with
recoding an application to reflect these techniques was discussed. Three applications from
the signal and image processing area were highlighted. These applications were intended to
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show potential users the power of parallel MATLAB, and the ease of use. Very often, for less
than 5% increase in Source Lines of Code, an application can be parallelized. The
applications also intended to demonstrate typical results that can be obtained by
parallelizing applications using the discussed techniques. The acoustic signal processing
application was parallelized using task parallel techniques, and the SSCA #3 application
was parallelized using data parallel techniques. As a final application, the authors
parallelized the SQIF application using both task and data parallel techniques, so
demonstrate the difference between the techniques.

At the Ohio Supercomputer Center, we have had extensive experience with parallel
MATLAB technologies pertaining to the Signal and Image processing area. Three parallel
MATLAB technologies stand out in terms of development status: (1) bcMPI + pMATLAB (2)
MATLAB DCS and Parallel Computing Toolbox, and (3) Star-P. In our experience all three
technologies are equally usable, though developer preference and developer experience may
play a part.

As multi-core and multi-processor systems become more common, parallel MATLAB
clusters will also become more popular. MATLAB computations will be extended to
Graphical Processing Units (GPUs) to harness their fast floating point arithmetic capabilities.
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1. Introduction

At the present time, many studies are being conducted working toward the implementation
of an Intelligent Traffic System (ITS). One field of this research is driving support systems,
and many studies are being conducted to develop systems which identify and recognize
road signs in front of the vehicle, and then use this information to notify the driver or to
control the vehicle (Doermann et al., 2003; Gavrila, 1998; Hsu & Huang, 2001; Kimura et al.,
2005; Mo & Aoki, 2004; Piccioli et al., 1996; Uchida et al., 2006; Uchimura et al., 2000;
Yamaguchi et al., 2007).

Development of a system which can provide road information to the driver at any time is
already underway. This system uses wireless communication with special narrow-band
signal transmitters installed on the roadside, a technology which has already been
commercialized with ETC. With the construction of this type of infrastructure, it is believed
that there will be a change in the method of providing road sign information from the
current method of providing visual information. However, much time will be required
before this infrastructure covers all roads in local areas, and it is likely that as long as
vehicles are driven by human drivers, road signs will never disappear as a means of
providing traffic information.

On the other hand, the increase in traffic accidents accompanying the increasing amount of
traffic has become a serious problem for society. The occurrence of traffic accidents is
particularly high under special road conditions, such as at the entrance to a one-way street,
sharp curves, and intersections without traffic signals. One possible countermeasure is to
install "STOP," "NO LEFT TURN," and other traffic signs in order to notify the driver of the
road conditions and other traffic information. However, there remains the possibility that
the driver will, depending on his/her state of mind, fail to notice the sign while driving. A
serious accident is possible if the driver fails to notice a sign such as "DO NOT ENTER,"
"STOP," or "ONLY DESIGNATED DIRECTION PERMITTED." It is said that a driver who is
operating a vehicle is relying 80 - 90% on visual information to understand the environment
outside the vehicle.

Predictions state that approximately 40% of traffic accidents could be prevented by reducing
forward inattention among the drivers. It is possible that accidents can be prevented by
utilizing an automatic road sign recognition system to provide traffic information to the
driver, including information about the road in front of the vehicle. Image recognition



96 Image Processing

technology which can correctly identify the external environment by means of images
obtained from an on-board camera would reduce the burden on the driver and is expected
to be an effective approach to driver support aimed at improving traffic safety. To date,
studies have been conducted concerning development of a variety of driver support
systems, primarily centered on the recognition of circular road traffic signs. However, there
has been insufficient research concerning methods of recognizing road traffic signs of other
shapes. In addition, previous studies have not considered changes in the signs resulting
from changes in external illumination, and as a result there are problems with the
effectiveness of identification and with the processing time (Inoue et al., 2003; Mastuura et
al., 2002; Uchimura et al., 1998).

In order to implement a system which can recognize road signs and provide this
information to the driver, both a method of identifying the areas in the camera images
which contain signs and a method of recognizing the specific types of signs will be
necessary. For the sign area identification method, a method using a genetic algorithm
(Uchimura et al., 1998) and a method using active networks (Yabuki et al., 2000) have been
proposed, and a consistent level of identification accuracy has been reported for these
methods. However, the problem is the processing speed of the on-board system which is
required to achieve real-time performance. Many solutions have been proposed, most of
them involving identification of specific sign colors. One example is a method of identifying
circular signs based on an RGB subtraction method (Mastuura et al., 2002) in order to
rapidly identify the colors (specific colors) (Zin & Hama, 2005) used on the signs. For the
road sign recognition method, a template matching method that is broadly used in the
image processing fields, as well as improved versions of this method (Chen & Kao, 2008;
Gavrila, 1998; Zhang & Ahao, 2007; Zhang, 2008), have been proposed. However the
problem with these methods is that they involve a large amount of image processing,
including enlargement, reduction, and rotation, which increases the processing time. With a
method based on wavelet transformation or other processes for feature identification in
frequency bands, accomplishing high-speed processing is highly difficult. In contrast, a
method has been proposed in which the outlines of road signs contained in an image are
directly identified as vectors without resizing the identified road sign image, with
recognition then being performed by judgments which match the vector representations in
the results (Yamauchi & Takahashi, 2003). This method has been reported to be robust in
response to different image sizes and some degree of shape rotation, and also able to be
carried out at high speed.

All of these proposed road sign identification and recognition methods are processes
performed using an instantaneously-acquired static image, and it will be necessary for the
processes to be performed for each frame if the method is to be commercialized. This means
that correct recognition will not be possible in static images where temporary changes, such
as a change in the light conditions or the sign being hidden by an object, have occurred. As a
result, at such times an incorrect recognition result will be presented to the driver.

The method which this paper proposes assumes the use of an on-board camera, and
involves processing of a moving image, allowing effective processing in cases when the sign
is temporarily hidden by another object. In addition, this paper proposes a simple algorithm
for sign detection and recognition that reduces the amount of required calculation. This will
allow real-time processing on a software base with a general-purpose personal computer, a
step which will be necessary in order to install a road sign recognition system onto a vehicle
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in the future. First, sign candidates are identified in the moving image based on the color-
difference signals in the sign color information, and then the identified signs are recognized
based on the sign external dimensions and the aspect ratio of the pattern dimensions on the
sign. Nine kinds of signs, such as "STOP," "NO ENTRY" and "NO PASSAGE,” were
prepared, each 1/3 the size of the actual signs. Experiments were then carried out for
recognition of these signs under various kinds of measurement conditions. These road signs
consisted of a maximum of four colors and relatively simple designs.

2. System configuration

Figure 1 shows the configuration of the road sign detection and recognition system. The
scene which included the sign was captured by a camera and sent to a computer. Then the
sign recognition program, which was written by the authors of this study, analyzed the
moving image, detected the sign, and recognized the sign based on the criteria described in
Sec. 3. The result of this recognition was then displayed in the top left corner, and the
recognized sign was shown colored using light-blue and yellow-green colors.

-— @ N
Camera “4-"'.
Road sign e
—
4 ---"':r_-ﬁ\‘\
I )
| 1'-_‘—_" ] J;

Detection and recognition ~ *" )\"""'—/x
L R ) r 4

N R .\
Ll \e=y/

Display of result

Fig. 1. Configuration of the road sign detection and recognition system, consisting of a
camera, a computer, and a display

3. Configuration of the detection and recognition program

Three types of signs were used: "white on a red background," "white on a blue background,"
and "black on a yellow background." The configuration of the detection and recognition
program is explained below, using the example of "white on a red background" signs such
as "STOP," "NO ENTRY," and "NO PASSAGE," as shown in Figure 2.

The program consisted of three main function blocks: "Capture of the image," "Detection,"
and "Recognition and display of results," as shown in Figure 3.
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STOP NO ENTRY NO PASSAGE

Fig. 2. Examples of "white on a red background" signs.

3.1 Capture of the dynamic image

In the "Capture of the image" block shown in Figure 3, the RGB signals were converted to
YCbCr color-difference signals (Miyahara & Yoshida, 1988; Rehrman & Priese, 1998) as
shown in Figure 4, where Y (intensity) = 0.299R + 0.587G + 0.114R, Cb (color difference
signal for blue) = 0.5B - 0.169R - 0.331G , and Cr (color difference signal for red) = 0.5R -
0.419G - 0.08B. These signals were output to the "Detection" block.

Sign 10 f———pm{sign 10
¥ P
Bounding Box ——pe|BBox E%
Capture of image ct Detection c &
Bounding Box 1 i =5
Cr Cr 5 EI"I
Sign 101 \——Hnam §E-
o
. i 101
!
—

Do Hot Entar

[ r ' :
el L s

Fig. 3. The program consisted of three function blocks: "Capture of the image," "Detection,"
and "Recognition and display of results."

The upper and lower sides of the 320 x 240 original image were trimmed away in order to
resize the image to 320 x 180. This was done because there is a low probability of signs
existing in the top and bottom areas of the image.
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RGB image

Fig. 4. Image YCrCb signals, converted from RGB signals.

3.2 Detection

The "white on a red background" signs each had a simple white pattern in the red area. In
the "Detection" block, white and red areas with values that exceed the threshold values were
extracted from the image by using the Y and Cr signals. The program calculated the ratio of
the height of the red area to that of the white area, and the ratio of the width of the red area
to that of the white area. The procedure for calculation of these ratios is described in detail
below.

Images using the Y and Cr signals are shown in Figure 5. By setting the threshold value for
Y to 0.57, the Y-signal image was transformed into a binary image. This binary image also
included many white areas other than the one white pattern in the sign. In other words, it
was not an extraction of just the sign. By setting the threshold value for Cr to 0.56, the Cr-
signal image was also transformed into a binary image.

Cr-signal image

Y-signal image

Fig. 5. Image YCrCb signals, converted from RGB signals.

The white area in the Cr-signal binary image represented the red area of the sign as shown
in Figure 6(a). Dilation (enlargement) and erosion (contraction) operations were performed
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several times on this binary image, in which the white area of the image corresponds to the
red area of the sign, until there were no black areas remaining inside this white area. Next,
this image with no black area inside the sign was ANDed with the Y-signal binary image. In
this way, only the white area in the sign was extracted, as shown in Figure 6(b).

(a) Red area (b) White area

Fig. 6. Color areas of the sign.

By using the red and white areas, the ratio of the height of the red area to that of the white
area (called the height ratio), and the ratio of the width of the red area to that of the white
area (called the width ratio), can be calculated as shown in Figure 7. The height and width
ratios for the "STOP," "NO ENTRY" and "NO PASSAGE" signs are shown in Table 1. These
values are expressed as a range because the image is affected by the light conditions and/or
the image processing operations.

Height of red area Width of red area

Height of white area Width of white area

Fig. 7. Definition of height ratio and width ratio

"White on a red background" sign Height ratio Width ratio
STOP 0.190 - 0.233 0.532 - 0.574

NO ENTRY 0.217 - 0.241 0.821 - 0.885

NO PASSAGE 0.710 - 0.793 0.717 - 0.768

Table 1. Height and width ratios for "white on a red background" sign

3.3 Recognition and display of results
The "Recognition and display of results" block distinguished between these three kinds of
signs by using the height and width ratios from the previous block. When only the height
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ratios were used, the ranges of the ratios for "STOP" and "NO ENTRY" partially overlapped.
In contrast, because the width ratios of these three signs are different, the signs could be
distinguished using only the width ratios. However, the width ratios among signs are not
always different, and if recognition is restricted to just one ratio, some signs may be
unrecognizable. We are certain that both of these ratios are useful when recognizing signs.
The following concept was adopted for the recognition algorithm. As shown in Table 2(a),
three thresholds each were set for the height and width ratios, and numbers were assigned
to each of the thresholds so that the product of code "a" times code "b" corresponded to a
particular sign, as shown in Table 2(b). Here, the three ranges were determined based on the
ranges of measured values shown in Table 1.

Range of height ratio a Range of width ratio
<0.18 and >0.81 1 <0.18 and >0.91 1
0.181-0.7 2 0.181-0.8 1
0.71-0.8 4 0.81-0.9 15
(a)
Road Sign A B Code (=axb)

UNKNOWN 1 1 1

STOP 2 2

NO ENTRY 2 15 3

NO PASSAGE 4 1 4

(b)

Table 2. Height and width ratios for "white on a red background" sign

4. Experiment

Nine kinds of road signs, each 1/3 the size of the actual signs, were prepared. The “white on
a red background” signs were "STOP," "NO ENTRY," and "NO PASSAGE." The “white on a
blue background” signs were "ONLY BICYCLE," "CROSSING," and "NO ENTRY EXCEPT
DESIGNATED DIRECTIONS." The “black on a yellow background” signs were
"INTERSECTION," "ROAD CROSSING," and "UNDER CONSTRUCTION." Experiments
were then carried out for recognition of these signs under different measurement conditions
indoors and outdoors. These road signs consisted of a maximum of four colors and
relatively simple designs. The signs were detected based on their color information, and
were recognized based on the ratios of the component colors of the signs.

The dynamic image used was a 24-bit color image of size 320 x 240 pixels. The processing
time was 33 ms/frame (CPU: Pentium 4 1.6 GHz).

Using the proposed processing method, the "ROAD CROSSING" sign was processed for
recognition. The result was as shown below. The original RGB image shown in Figure 8(a)
was first transformed into a YCrCb image. Then, threshold values were set for the Y, Cr, and
Cb signals, and various kinds of processing were used to extract the yellow and black areas
as shown in Figure 8(b) and (c). For the yellow area of the sign and the black area inside the
sign, the processing also detected the top left corner coordinates of rectangles with heights
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and widths that match the extracted yellow and black areas of the sign. Each of these areas
was surrounded by a square, to which a color was added. Light blue was used for the
yellow area and yellow-green for the black area. The name of the sign ("ROAD CROSSING")
was indicated in the top left corner, as shown in Figure 9.

(a) Original RGB image (b) Extracted yellow area

(c) Extracted black area

Fig. 8. Processed railroad crossing sign.

+ Those with aitype road crossing
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Fig. 9. Result displayed with colors which easily indicate the location of the recognized sign.

Displaying the recognized sign in this manner has the following advantage. If the result is
not displayed, then when the recognition fails or is mistaken, the observer is unable to judge
which signs were and were not recognized during the processing.

The purpose of this study was to simplify the identification and recognition algorithms and
allow correct sign recognition. It showed that the system is able to satisfy this objective at
the current processing time of 33 ms/frame. In comparison with methods previously
proposed, this method was able to recognize a greater number of sign types while
maintaining the same or better processing speed. The methods for comparison are the
following.

e  Reference [10] (Test environment: Pentium 1.2 GHz, Recognized signs: round signs,

Processing time: approx. 0.15 s/frame)
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e  Reference [11]: (Test environment: Pentium 166 MHz, Identified signs: round signs,
Processing time: approx. 1.5 s/frame)

e  Reference [12]: (Test environment: Pentium 120 MHz, Recognized signs: round signs,
Processing time: approx. 35 s/ frame)

e Reference [2] (test environment: Pentium 4 2.2 GHz, Identified signs: round and
triangular signs, Processing time: approx. 0.1 s/frame).

5. Conclusion

This study proposed a processing method for extracting the features of road signs and
recognizing what each of these road sign means. Nine kinds of signs were used, consisting
of a maximum of four colors and relatively simple designs. This method focuses on the ratio
of the component colors. We verified that the method is able to correctly recognize the signs
in real time. With the proposed method, good identification and recognition results were
achieved with a moving image obtained under normal light conditions, and at faster
processing times than the methods previously proposed.

In the future, consideration must be given to the following issues. First, recognition will be
impossible if there are two signs with height and width ratios which are nearly the same. In
this case, other information, such as the sign configuration, needs to be added. Second, the
recognition results in this experiment deteriorated when there was an object with the same
color pattern in the vicinity, and under special light conditions such as when the sign was
backlit. Third, the angle of the camera with respect to the sign affects the shape of the image.
Measures to address these issues need to be considered for the next step. We intend to
consider new corrections and recognition methods in order to improve the recognition
results for images obtained under poor photographic conditions.
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1. Introduction

Visual information of outdoor scenery portrays some important messages of atmospheric
effects caused by light scattering, absorption and refractive-index fluctuations. These
atmospheric effects are well related to some weather conditions such as air pollution, mist,
haze, fog, rain and snow. In this digital age, images of outdoor scenes captured by digital
camera can be processed digitally to determine these weather conditions.

In the last decade, the digital technologies have evolved at a continuously accelerating pace.
This has fostered an incredible amount of research and development work on image
processing technique. A number of image processing techniques are key elements of applied
visual information research. In particular, image registration is a fundamental image
processing technique, which has numerous applications to visual information research, in
addition the more traditional application domains such as remote sensing. Other image
processing techniques, such as image compression, are also relevant to the handling of large
numbers of images for visual information research. Image Understanding refers to
automated extraction of information from images.

In this study, we would like to develop a state-of-art image processing technique to enhance
the capability of an internet video surveillance (IVS) camera for real time air quality
monitoring. This technique is able to detect particulate matter with diameter less than 10
micrometers (PM10). An empirical algorithm was developed and tested based on the
atmospheric characteristic to determine PM10 concentrations using multispectral data
obtained from the IVS camera. A program is developed by using this algorithm to
determine the real-time air quality information automatically. This development showed
that the modern Information and Communications Technologies (ICT) and digital image
processing technology could monitor air quality at multi location simultaneously from a
central monitoring station.

2. The algorithm for image processing

In this study, we applied a unique image processing mechanism for air quality monitoring.
This image processing mechanism was generated by our newly developed algorithm. We
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developed this algorithm based on the fundamental optical theory, such as light absorption,
light scattering and light reflection. This is a skylight model, which was developed to
indicate the existence of particulate matter in the air. The skylight is an indirect radiation,
which occurs when the radiation from the sun being scattered by elements within the air
pollutant column. Figure 1 shows electromagnetic radiation path propagating from the sun
towards the digital camera penetrating through the atmospheric pollutant column.
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Fig. 1. The skylight parameter model to illustrate the electromagnetic radiation propagates
from sunlight towards the known reference, and then reflected to propagate towards the
internet surveillance camera penetrating through the interaction in atmospheric pollutant
column.

Our skylight model described that the reflectance caused by the atmospheric scattering R,
was the reflectance recorded by the digital sensor Rs subtracted by the reflectance of the
known references R,.
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Ri=R;-R, (1)

In a single scattering of visible electromagnetic radiation by aerosol in atmosphere, the
atmospheric reflectance due to molecules scattering, R, is proportional to the optical
thickness for molecules, 7,, as given by Liu, et al. (1996) [10]. This atmospheric reflectance
due to molecule scattering, R, can be written as

R = b (©) ?)
dpp,
where
T = Aerosol optical thickness (Molecule)
P(®) =Rayleigh scattering phase function
Ly = Cosine of viewing angle
s = Cosine of solar zenith angle

We assume that the atmospheric reflectance due to particle, R,, is also linear with the T,
[King, et al., (1999) and Fukushima, et al., (2000)]. This assumption is valid because Liu, et
al., (1996) also found the linear relationship between both aerosol and molecule scattering.

Ra — z-aPa (®) (3)
A,
where
T = Aerosol optical thickness (aerosol)

P/(®) = Aerosol scattering phase function
Atmospheric reflectance is the sum of the particle reflectance and molecule reflectance, Ras,
(Vermote, et al., 1997).

Ratm = Ru + Rr (4)
where
Ratm = atmospheric reflectance
R, = particle reflectance
R, = molecule reflectance

By substituting equation (2) and equation (3) into equation (4), we obtain

R = [z‘aPa ©)  7,h (@)}
dup, o Aup,

1
4#5‘#\)

The optical depth, T given by Camagni and Sandroni, (1983) as expressed in equation (6), (7)
and (8).

R,, = [z,P.(©)+7,P.(0)] 5)

T =0ps (6)

where
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T = optical depth
o = absorption
s = finite path

T =7,+7T @)

T =7,+7T )

Equations (7) and (8) are substituted into equation (5). The result was extended to a three
bands algorithm as equation (9).

1

[0,0,5P,(©) + 0, p,5P,(©)]

atm
sy

Ry, =——I[0,p,P.(®)+0,p,P.(O)]
Au,p

s v

Ry (2)= [0, ()PP, (©.4) +0,(4)GP,(©.4)]

s v

K
Ron(A) = [0, (1)PP, (0, 4,) + 0,(%,)GF, (6, 2,)]
P:aORatm (ll)-"—alRarm (/12) (9)
where
p = Particle concentration (PM10)
G = Molecule concentration
Rum(ly) = Atmospheric reflectance, i = 1, 2 are the band number
a = Algorithm coefficients, j = 0, 1 are then empirically determined.

Equation (9) showed that PM10 was linearly related to the reflectance for band 1 and band 2.
This algorithm was generated based on the linear relationship between t and reflectance.
Retalis et al., (2003), also found that the PM10 was linearly related to the t and the
correlation coefficient for linear was better that exponential in their study (overall). This
means that reflectance was linear with the PM10. In order to simplify the data processing,
the air quality concentration was used in our analysis instead of using density, p, values.

3. Image processing methodology

3.1 Equipment set up

The remote monitoring sensor used in this air quality monitoring study is an Internet Video
Surveillance (IVS) camera. This camera was used to monitor the concentrations of particles
less than 10 micrometers in diameter. It is a 1.0 mega pixel Charge-Couple-Device CCD
camera, allows image data transfer over the standard computer networks (Ethernet
networks), internet. Figure 2 shows the IVS camera used in this study.
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Fig. 2. Internet Video Surveillance (IVS) camera used in this study was installed at the top
floor of School of Physics in Universiti Sains Malaysia.

Figure 3 showed the schematic set-up of the IVS camera used in this study. This set-up can
provide a continuous, on-line, real-time monitoring for air pollution at multiple locations. It
is used to capture outdoor images continuously, and these images can be processed by using
our own developed algorithm. By using this image processing method, it is able to
immediately detect the present of particulates air pollution, in the air and helps to ensure
the continuing safety of environmental air for living creatures.
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Fig. 3.The schematic set-up of IVS camera used as remote sensor to monitor air quality for
this study
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3.2 Study location

The camera was installed outside the wall of the Engineering Physics Laboratory at the top
floor of School of Physics in the campus of Universiti Sains Malaysia at Penang, Malaysia.
The location is at longitude of 1000°17.864" and latitude of 50°21.528" as shown in Figure 4,
which is showed by the satellite map of the location to install the mentioned sensor. In this
study, green vegetation is used as our reference target (Figure 4 & Figure 5).

Camera viewing angle look into
the atmospheric pollutant column

= Cameras install at
| the outside wall of
the top floor of
School of Physics

% in Universiti Sains
| Malaysia

Reference Target

Fig. 4. The satellite image to show the location of internet video surveillance camera, which
was installed outside the wall of Engineering Physics Laboratory in School of Physics at
Universiti Sains Malaysia

4. Image processing and results

A sample of digital images captured by the internet video surveillance camera on 11 May
2007 from 8.00 am to 5.30 pm is showed in Figure 5. The target of interest is the green
vegetation grown on a distant hill. These digital images were separated into three bands
(red, green and blue). Digital numbers (DN) of each band for this target were determined
from the digital images. The IVS camera can be calibrated by using an ASD handheld
spectroradiometer, then we will obtain equations 10, 11 and 12. These equations were used
to convert these DN values into irradiance.

The coefficients of calibrated digital camera are

y1 = 0.0005x; + 0.0432 (10)
y2 = 0.0006x, + 0.0528 (17)
ys = 0.0003x3 + 0.0311 (12)

where

V1 = irradiance for red band (Wm2 nm-)

V2 = irradiance for green band (Wm2 nm-)

V3 = irradiance for blue band (Wm-=2 nm-)

X1 = digital number for red band
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m

Reference Target

Fig. 5.The digital image captured by internet video surveillance camera in this study, the
reference target of green vegetation also shows in this photograph.

X2 = digital number for green band

X3 = digital number for blue band

An ASD handheld spectroradiometer was used to measure the sun radiation at the ground
surface. The reflectance values was calculate using equation (13) below.

r=YM) 13)
E(\)

where

y (A) = irradiance of each visible bands (Wm2 nm-1)

Es(\) = sun radiation at the ground surface using a hand held spectroradiometer (Wm2nm-)
The reflectance recorded by the IVS camera was subtracted by the reflectance of the known
surface (equation 1) to obtain the reflectance caused by the atmospheric components. The
relationship between the atmospheric reflectance and the corresponding air quality data for
the pollutant was established by using regression analysis. The correlation coefficient (R2)
between the predicted and the measured PM10 values, and root-mean-square-error (RMS)
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y= 0.9%4x + 4,568
Ri= 0T84
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Fig. 6. Correlation coefficient and RMS error of the measured and estimated PM10 (j1g/m3)
value for calibration analysis on IVS camera
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Fig. 7. Graph of PM10 concentration versus Time (11 May 2007)
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value were determined. Figure 6 shows the correlation graph of the estimated measurement
for IVS camera with the actual measurement from Dusttrak meter. The correlation
coefficient (R?) produced by the IVS camera data set was 0.784. The RMS value for IVS
camera was * 3 pg/m3.

The temporal development of real time air pollution in a day measured by IVS camera and a
Dusttrak meter is shown at Figure 7. The data were obtained on 11 May 2007 from 8.00am to
5.30pm.

5. Conclusion

Traditionally the air quality monitoring systems are involved with high set-up cost and also
high operating cost. These have become the major obstacles for setting up more air quality
monitoring systems at multi location. The purpose is to give an indicator to human for
preventing the air quality become worst and worst. In this study, we have showed that the
temporal air quality can be monitored by our own developed image processing technique.
This technique is using the newly developed algorithm to process the image captured by the
internet video surveillance camera. It produced real time air quality information with high
accuracies. This technique uses relatively inexpensive equipment and it is easy to operate
compared to other air pollution monitoring instruments. This showed that the IVS camera
imagery gives an alternative way to overcome the difficulty of obtaining satellite image in
the equatorial region and provides real time air quality information.
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1. Introduction

Remote sensing involves techniques that use sensors to detect and record signals emanating
from target of interest not in direct contact with the sensors. Remote sensing systems
integrate cameras, scanners, radiometers, radar and other devices, and deal with the
collection, processing, and distribution of large amounts of data. They often require massive
computing resources to generate the data of interest for their users.

Nowadays, remote sensing is mainly applied to satellite imagery. Satellites have proven in
the last two decades their powerful capabilities to allow the Earth observation on a global
scale. This observation is currently used in strategic planning and management of natural
resources. The applications based on satellite data are often encountered in at least six
disciplines: (1) agriculture, forestry and range resources in vegetation type, vigor and stress,
biomass, soil conditions, or forest fire detection; (2) land use and mapping for classification,
cartographic mapping, urban areas, or transportation networks; (3) geology for rock types,
delineation, landforms, or regional structures detection; (4) water resources for water
boundaries, surface, depth, volume, floods, snow areal, sediments, or irrigated fields
detection; (5) oceanography and marine resources for marine organisms, turbidity patterns,
or shoreline changes detection; (6) environment for surface mining, water pollution, air
pollution, natural disasters, or defoliation detection.

Current applications involving satellite data needs huge computational power and storage
capacities. Grid computing technologies that have evolved in the last decade promise to
make feasible the creation of an environment, for these kinds of applications, which can to
handle hundreds of distributed databases, heterogeneous computing resources, and
simultaneous users. Grid-based experimental platforms were developed already at this
century’s beginning with a strong support from NASA and ESA.

In this context, the chapter presents for the beginners an overview of the technological
challenges and user requirements in remote sensed image processing, as well as the
solutions provided by the Grid-based platforms built in the last decade. Section 2 starts with
a short description of the basic principles of the satellite imagery, the technical problems and
state of the art in solving them. It points also the fact that the training activities in Earth
observation are not following the intensity of the research activities and there is a clear gap
between the request for specialists and the labor market offer.
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For initiated readers, Section 3 of this chapter presents a complex case study: the solutions
provided by the recent developed platform, namely GiSHEQ, in what concerns the image
processing services, workflow-based service composition, and user interaction combined
with e-learning facilities.

For experts, Section 4 presents the results obtained by applying the services offered by the
GiSHEO platform in order to assist archaeologists in identifying marks corresponding to
buried archaeological remains.

2. Problems in satellite imagery and current solutions

The following section shortly presents the basic principles in satellite imagery and the
existing solutions for fast response to its high request for resources of various kinds:
computational, storage, or human.

2.1 Remote sensed image processing — basic principles

Remote sensing data measures reflected or emitted radiation from surfaces in different parts
of the electromagnetic spectrum like visible, ultraviolet, reflected infrared, thermal infrared,
microwave and so on.

Multiband or multispectral data consist of sets of radiation data that individually cover
intervals of continuous wavelengths within some finite parts of the electromagnetic
spectrum. Each interval makes up a band or channel. The data are used to produce images
of Earth's surface and atmosphere or to serve as inputs to complex analysis programs.

An image is produced by radiation from ground areas that are samples for a larger region.
The radiation varies depending on the reflectance, absorption or emittance properties of the
various ground objects. The sampling area varies from a square meter to a squared
kilometer depending on the sensor position and accuracy. Each radiation measure is
associated with a gray level tone when is displayed on a computer output device. Usually a
sampled area corresponds to a pixel on a display.

The multiband data collected by one sensor have differences from one band to another. The
constant band to band response for a given feature or class of materials is interpreted as its
spectral signature (a plot of wavelengths versus an intensity function like reflectance). If
three bands are each assigned to one of the primary colors, blue, green, and red, a color
composite is obtained.

Nowadays, hyperspectral sensors are making accurate and precise measurements of
individual materials using spectrometers operating from space. The resulting data set
produces a detailed spectral signature.

The most simple image processing operations that are performed on satellite data, named
transforms in (Mather, 2004), are those allowing the generation of a new image from two or
more bands of a multispectral or multi-temporal image. It is expected that the final image
has properties that make it more suited to a particular purpose than the original one or ones.
For example, the numerical difference between two images collected by the same sensor on
different days may provide information about changes that have occurred between the two
dates, while the ratio of the near-infrared and red bands of a single-date image set is widely
used as a vegetation index that correlates with the difficulty to measure variables such as
vegetation vigor, biomass, and leaf area index (see details in (Mather, 2004)). We should
note that change detection is the most common used for satellite imagery, being important,
for example, in meteorological studies and disaster management.
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The more complex image processing concepts and methods involved in satellite imagery are
dealing with spectral transforms, including various vegetation indices, principal
components and contrast enhancement, independent component analysis, vertex
component analysis, convolution and Fourier filtering, multiresolution image pyramids and
scale-space techniques such as wavelets, image spatial decomposition, image radiometric
and geometric calibration, spatial decomposition, thematic classification using traditional
statistical approaches, neural networks, or fuzzy classification methods, image modeling,
two-dimensional time series modeling, image fusion for better classification or
segmentation, or multi-image fusion.

Several recent books are aiming to present in details the digital image processing procedures
and methodologies commonly used in remote sensing. Books like (Jong & Meer, 2005;
Schowengerd, 2007; Chen, 2007; Chen, 2008) are covering most of the above described
topics. Other books provide an introduction view to a level meaningful to the non-specialist
digital image analyst, as (Richards & Jia, 2006) does, or to the level of graduate students in
the physical or engineering sciences taking a first course in remote sensing, as (Schott, 2007).
The book (Borengasser et al, 2008) describes case studies for the use of hyperspectral remote
sensing in agriculture, forestry, environmental monitoring, and geology. Topics for
agriculture, forestry, and environmental monitoring applications include detecting crop
disease, analysing crop growth analysis, classifying water quality, mapping submerged
aquatic vegetation, and estimating hardwood chlorophyll content. For geology applications,
topics include detecting hydrocarbons and identifying and mapping hydrothermal
alteration.

2.2 Grid computing for remote sensed image processing

Remote sensing is a major technological and scientific tool for monitoring planetary surfaces
and atmospheres. Practical applications focusing on environmental and natural resource
management need large input data sets and fast response.

To address the computational requirements introduced by time-critical applications, the
research efforts have been directed towards the incorporation of high-performance
computing (HPC) models in remote sensing missions. Satellite image geo-rectification and
classification are the first candidates for parallel processing. The book (Plaza & Chang, 2008)
serves as one of the first available references specifically focused on describing recent
advances in the field of HPC applied to remote sensing problems.

Satellite image processing is not only computational-intensive, but also storage-intensive;
therefore special technologies are required for both data storage and data processing.
Hundreds of gigabytes of raw sensor data are generated per day and these data must be fast
processed to produce the data required by the final users. Moreover, satellite image
processing also involves different types of image processing techniques and algorithms. For
each type of image processing an analysis is needed in order to point out several
requirements as determining a suitable processing type, data movement issues and
workflow management. Furthermore, satellite image processing applications require not
only the processing of large volumes of data, but also various types of resources, and it is
not reasonable to assume the availability of all resources on a single system. In this context,
the Grid based technologies promised to make feasible the creation of a computational
environment handling not only heterogeneous computing resources, but also hundreds of
distributed databases, and simultaneous users.
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There are at least three reasons for using Grid computing for satellite image processing: (a)
the required computing performance is not available locally, the solution being the remote
computing; (b) the required computing performance is not available in one location, the
solution being cooperative computing; (c) the required computing services are only
available in specialized centres, the solution being application specific computing.

An early paper (Lee et al., 1996) describes a metacomputing application that integrates
specialized resources, high-speed networks, parallel computers, and virtual reality display
technology to process satellite imagery; the inputs of the near-real-time cloud detection code
are two-dimensional infrared and visible light images from satellite sensors.

Later on, realizing the potential of the Grid computing for the satellite imagery, several
projects were launched at the beginning of this century to make the Grid usage idea a
reality. Within the European DataGrid project an experiment aiming to demonstrate the use
of Grid technology for remote sensing applications has been carried out; the results can be
found for example in the paper (Nico et al., 2003). In the same period, (Aloisio & Cafaro,
2003) presented an overview of SARA Digital Puglia, a remote sensing environment that
shows how Grid technologies and HPC can be efficiently used to build dynamic Earth
observation systems for the management of space mission data and for their on-demand
processing and delivering to final users.

Since 2005, the GEOGrid project (Sekiguchi et al., 2008) is primarily aiming at providing an
e-Science infrastructure for worldwide Earth sciences community; it is designed to integrate
the wide varieties of existing data sets including satellite imagery, geological data, and
ground sensed data, virtually, again enabled by Grid technology, and is accessible as a set of
services. Later on, D4Science (Tsangaris et al., 2009) studied the data management of
satellite images on Grid infrastructures.

The testing phase has finished with the study delivered by the European DEGREE project
(DEGREE consortium, 2008) about the challenges that the Earth Sciences are imposing on
Grid infrastructure, as well as several case studies in which Grid are useful.

The second stage is the one of the production environments. (Cafaro et al, 2008) describes
the standard design of a current Grid computing production environment devoted to
remote sensing. For example, a special service was developed in the frame of the European
BEinGRID project (Portela et al., 2008) to process data gathered from satellite sensors and to
generate an multi-year global aerosol information; through the use of Grid technologies the
service generates data in near real time. The platform called Grid Processing On Demand,
shortly G-POD (Fusco et al., 2008), aims to offer a Grid-based platform for remote
processing of the satellite images provided by European Space Agency (ESA) and it offers
several satellite image processing services for environmental management. G-POD has
proved its usefulness of the concept for real applications like flood area detection. The
platform for satellite imagery search and retrieval, called Ground European Network for
Earth Science Interoperations - Digital Repositories, shortly GENESI-DR (GENESI-DR
consortium, 2008), offers to an end-user an interface for digital data discovery and retrieval;
raw data are processed using G-POD facilities. The Landsat Grid Prototype LGP is using
Grid computing to generate single, cloud and shadow scenes from the composite of multiple
input scenes, the data for which may be physically distributed; the system ingests multiple
satellite scenes, calibrates the intensities, applies cloud and shadow masks, calculates
surface reflectance, registers the images with respect to their geographic location, and forms
a single composite scene (Gasster et al., 2008). Ongoing EGEE-3 and SEE-Grid-SCI European
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Grid-based e-infrastructures projects are currently building environmental applications
based on satellite data including also some of the ones provided by GENESI-DR.

The Committee on Earth Observation Satellites (CEOS), an international coordinating body
for spaceborne missions for the study of the Earth, maintains a working group on
information systems and services with the responsibility to promote the development of
interoperable systems for the management of Earth observation data internationally. The
WGISS Grid Task team is coordinating efforts of ESA, NOAA and NASA projects.

A new trend is to make use of service-oriented architectures. A Service Grid reflects the
recent evolution towards a Grid system architecture based on Web services concepts and
technologies. The Service Grids’ potential for remote sensing has already been pointed out
at the beginning of this evolution, for example in (Fox et al., 2005). Wrappers are used to
encapsulate proprietary image processing tools as services and furthermore allowing their
usage in more complex applications. This is the road taken in the last years also by small
scale research platforms like MedioGrid (Petcu et al, 2008) or Grid-HIS (Carvajal-Jimenez et
al, 2004) trying to support national requests for remote sensing applications.

2.3 Training in Earth Observation

The rapid evolution of the remote sensing technologies is not followed at the same
developing rate by the training and high education in this field. Currently there is only a
few number of resources involved in educational activities in Earth Observation. One of the
most complex is EduSpace (ESA, 2007).

Recognizing the gap between research or production activities and the training or education
ones, a partnership strategy for Earth Observation Education and Training was established
in 1999 for an effective coordination and partnership mechanism among CEOS agencies and
institutions offering education and training around the world. The key objective is to
facilitate activities that substantially enhance international education and training in Earth
observation techniques, data analysis, interpretation, use and application. In this context, the
CEOS Working Group of Education, Training and Capacity Building is collecting an index
of free Earth observation educational materials (CEOS, 2009).

3. Grid-based platform for remote sensed image processing — GisHEO

We have developed recently a platform, namely GiSHEO (On Demand Grid Services for
Training and High Education in Earth Observation (GiSHEO Consortium, 2008)) addressing
the issue of specialized services for training in Earth observation. Special solutions were
proposed for data management, image processing service deployment, workflow-based
service composition, and user interaction. A particular attention is given to the basic services
for image processing that are reusing free image processing tools, like GDAL or GIMP.

Our aim is to set up and develop a reliable resource for knowledge dissemination, high
education and training in Earth observation. In order to answer to the on-demand high
computing and high throughput requirements we are using the latest Grid technologies. A
special features of the platform is the connection with the GENESI-DR catalog mentioned in
the previous section.

Contrary to the existing platforms providing tutorials and training materials, GiISHEO
intends to be a living platform where experimentation and extensibility are the key words.
The platform design concepts were shortly presented in (Panica et al., 2009) and the details
about the e-learning component can be found in (Gorgan et al., 2009). In this section we
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shortly present the architecture and technologies that are used and then we are going in
details related to the basic image processing services and interfaces.

3.1 Platform architecture

While the Grid is usually employed to respond to the researcher requirements to consume
resources for computational-intensive or data-intensive tasks, we aim to use it for near-real
time applications for short-time data-intensive tasks. The data sets that are used for each
application are rather big (at least of several tens of GBs), and the tasks are specific for image
processing (most of them very simple). In this particular case a scheme of instantiating a
service where the data are located is required in order to obtain a response in near-real time.
Grid services are a quite convenient solution in this case: a fabric service is available at the
server of the platform that serves the user interface and this service instantiates the
processing service where the pointed data reside.

Figure 1 presents the conceptual view of the implemented architecture.
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Fig. 1. GiSHEO architecture

The WMS is the standard Web Mapping Service ensuring the access to the distributed
database and supporting WMS/TMS & VML. WAS is the acronym for Web Application
Service that is invocated by user interface at run-time and allows workflows description.
GDIS is a data index service - more precisely a Web service providing information about the
available data to its clients. It intermediates access to data repositories, stores the processing
results, ensures role based access control to the data, retrieves data from various information
sources, queries external data sources and has a simple interface that is usable by various
data consumers. The platform has distributed data repositories. It uses PostGIS for storing
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raster extent information and in some cases vector data. Moreover the data search is based
on PostGIS spatial operators.

The physical platform is based on four clusters that are geographically distributed at four
academic institutions. Due to the low security restriction between the four institutions, data
distribution between the clusters is done using Apache Hadoop Distributed File System.
The data transfer from and to external databases is done using GridFTP - this is for example
the case of the connection with GENESI-DR database.

The Workflow Service Composition and Workflow Manager are the engines behind WAS
and are connected with the tasks manager. Each basic image processing operation is viewed
as a task. Several tasks can be linked together to form a workflow in an order that is decided
at client side (either the teacher, or the student interface). The workflow engine is based on
an ECA (Event-Condition-Action) approach since it offers much more dynamism and
adaptability to changes in workflow tasks and resource-states than other classic workflow
engines. In order to respond to the special requirements of the platform a rule-based
language has been developed.

The GTD-WS (Grid Task Dispatcher Web Service) is a service-enabled interface for easy
interoperability with the Grid environment. EUGridPMA signed certificate are required to
access the full facilities of the platform.

A particular component of WAS is eGLE, the eLearning environment. It uses templates to
allow teachers specialized in Earth observation to develop new lessons that uses Earth
observation data.

3.2 Basic services for image processing

We divide remote sensing processing operations into two types: basic and complex. Basic
operations represent basic image processing algorithms that can be applied on a satellite
image (histogram equalization, thresholding etc.). Complex operations are represented by
the complex image processing algorithms (i.e. topographic effect regression) or by a
composition of two or more basic operations. In Grid terms this operations must be exposed
using some Grid-related technologies in order to interact with other grid components. Two
related technologies can be used here: Grid services and Web services.

Web services (WS) are Internet application programming interfaces that can be accessed
remotely (over a network) and executed on a remote system that hosts the requested
services. Grid services can be seen as an extended version of Web services.

In our platform the Web services serve as an interface for the processing algorithms. This
interfaces can be accessed remotely (normally using an user interface like a Web portal) and
allowing the execution on a computational Grid of different types of processing techniques
(distributed or parallel) depending on each algorithm in part.

In the framework of GiSHEO project we have developed a number of basic services that are
useful in Earth observation e-learning process. In the following, some of them are presented
together with visual examples.

The service for grayscale conversion (Figure 2) receives as input a coloured satellite image in
any desired format (TIFF, PNG, BMP etc.) and transforms the triplets of values
corresponding to each pixel in a value in the range 0-255. The service for histogram
equalization (Figure 3) is used to increase the global contrast of an image; the histogram of
the resulting image will be flat (pixels with the same value will not be separated into new
values, however, so the histogram may not be perfectly flat). The service for quantization
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(Figure 4) is used for reducing the number of colours used in a image; our implementation
uses a multilevel quantization.

Fig. 2. Grayscale conversion: input parameter - an image file; output - the converted
grayscale image file

Fig. 3. Histogram equalization: input parameter - an image file; output - the transformed
image

Fig. 4. Quantization: input parameters - image and number of gray levels; output - image

The service for thresholding (Figure 5) refers to a processing technique for image
segmentation; in our implementation the user must chose a threshold (T) and this is used to
compute the entire image. The service for blending images (Figure 6) is used for blending
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two images; different types of blending are supported. The service for image embossing
(Figure 7) implements an algorithm for embossing an image.

o

Fig. 5. Thresholding algorithm with T=125 (input parameters - image and threshold T; the
image can be TIFF, PNG, BMP etc; output - image)

NP A
Fig. 6. Image blend: input parameters - layer | imagel | image2 | blend type (numerical value);

output - blended image

The service for image transformation using a binary decision tree (Figure 8) is used for a
quick image transformation using a binary decision tree to detect areas with water, clouds,
forest, non-forest and scrub. The service for layers overlay is used for overlaying different
layers; it has several images at inputs and produces one image. The service for vegetation
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Fig. 7. Emboss service: input parameters - image | emboss level | grey level; output - image
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Fig. 8. Image transform: inputs - red-band image | infrared-band image |w | c|nf | f | s, where
w-water value, c-clouds value, nf-nonforest value, f-forest value, s-scrub value; output - 5-
color image resulted after applying a binary decision tree algorithm
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index computation is used for computing the normalized difference vegetation index
(NDVI) that shows whether an area contains a live green vegetation or not; it also supports
the calculation of enhanced vegetation index (EVI); the input parameters are the red-band
image and near infrared-band image (default MODIS-EVI values are used L=1, C1 =6, C2 =
7.5, and G as gain factor = 2.5).

Basic services presented above can be used as single services or composed ones (see more
about Web service composition in the next subsection). Figure 9 gives an example of a
resulted image in a composed execution. The input image is a standard aerial image. The
applied services are the following ones: gray-scale conversion, histogram equalization,
quantization and thresholding.

o
Fig. 9. Shape detection using a composition of several services (grayscale conversion,
histogram equalization, quantization and thresholding)

3.3 Workflows and user interfaces

Processing large satellite data requires both a computational and storage effort. Usually
operations on them are done in order to gain some insight on features which are not visible
in the original image such as features visible at different bandwidths, changes over various
time periods in ground features (floods, fires, deforestation, desertification, ice coverage),
artificial or natural ground formations which are not easily distinguishable (ancient roads,
fortifications, impact craters). These operations usually require two major steps before
obtaining the final image(s). The first stage implies extracting relevant information from the
satellite images such as geo-coding information, layers or bands. This information can be
later used in the resulting image on the surface of the planet and in the actual processing
step. This subsection will deal mostly with the latter step and with relevant examples.
Processing images in order to obtain relevant information usually requires several steps
each of them consisting of a simple operation such as: obtaining the negative, gray level
conversion, histogram equalization, quantization, thresholding, band extraction, embossing,
equalization, layers subtraction etc. As it will be detailed later in this section, choosing the
operations and their order depends on the desired result. This selection and ordering can be
made either by the user or can be automatically generated starting from the desired output
and following the chain of image combinations which lead to it. In this latter case it is up to
the user to chose the solution which best fits its initial image characteristics (image type,
codification, stored information). To support the user actions, we have developed a
workflow language (Frincu et al, 2009) together with a set of tools for users not familiar with
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programming which can be used both for visually creating a workflow (Figure 10) and for
automatically generate a solution given a user defined goal. The application is then
responsible for converting the visual workflow into a specific language developed by us
which can then be executed. After defining the workflow the user can then select a region
containing one or more images on which the workflow is to be applied. The communication
is asynchronously and the user can directly observe how each of the images is gradually
converted by the workflow.
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Fig. 10. Visually designing a GISHEO workflow

In the frame of the GiSHEO project we are mostly interested in applying image
transformations for historical and geographical use (see the case study from the next
section). In this direction we have identified several workflows made up of basic image
operations which allow the users to better observe features relevant for the two previously
mentioned fields. For example in history and in particular in archaeology there is a constant
need for identifying ancient sites of human settlements, fortresses or roads. Different flows
of image transformations (e.g. gray level conversion, histogram equalization, quantization
and thresholding) could enhance the image in order to make the marks induced by
archaeological remains easier to be identified by visual inspection.

Identifying the required operations is followed by actually designing the workflow which
usually implies binding them together in a certain order. Designing the workflow can be
achieved in two ways either by using a visual tool such as the one presented in Figure 10,
showing how a sequence of operations can be created, or by directly using the workflow
language developed especially for this task which will be briefly presented in the following
paragraph.
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As previously mentioned visually designing the workflow is only the first step as it needs to
be transformed into a language understood by the workflow engine (named in GisHEO
OSyRIS - Orchestration System using a Rule based Inference Solution). The workflow
language named SILK (SImple Language for worKflows) is rule based and can also be used
directly by users preferring to define workflows without using the visual designer. A
sequence of basic image processing operations can be defined using SILK as follows:

# Initial activation task

AO0:=[ol:output="imageld”, "instances”="1"];

# The following tasks belong to the processing workflow

A:=[il:input, ol:output, "processing”="image grayscale(image)”, "isFirst”="true”];
B:=[il:input, ol:output, "processing”="image equalize-histogram(image)”];
C:=[il:input, ol:output, “processing”="image quantization(image)”];

D:=[il:input, ol:output, "processing”="image threshold(image)”, "isLast”="true"];
# Compute grayscale from the initial image

AO[a=01] -> Alil=a];

# Apply histogramequalization to the grayscale image

Ala=01] -> B[il=a];

# Apply quantization to the equalized image

Bla=01] -> C[i1=a];

# Apply thresholding to the quantized image

Cla=01] -> D[il=a];

After transforming the visual workflow in the SILK language the workflow is executed
using a workflow engine and the result is sent back to the user which is able to view it
inside its web portal. In Figure 11 it can be seen how a selection of four images from a
geoencoded map is displayed after being processed. The sequence of operations
corresponds to the sequence previously described and exemplified in Figure 10.

Fig. 11. Processed selection of four images inside the GiISHEO web interface

After obtaining the result users can than either choose another image selection or change the
workflow.

As it can be noticed from the previous paragraph the user interaction module is composed
of several parts including the visual workflow designer which can be used independently
for creating the workflows and the web portal which allows users to select a previously
defined workflows, to choose a region comprised of several images and to apply the
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workflow on them. The users could still use and navigate the map in search for other
potential targeted images while the processing is still running. The visual designer and the
engine API together with the automatic workflow generator are available on demand from
the project repository.

The recent developed gProcess Platform (Radu et al, 2007), incorporated in GiSHEO
platform, provides a flexible diagrammatical description solution for image processing
workflows in the Earth Observation field. Abstract workflows (or Process Description
Graphs (PDG)) and instantiated workflows (or Instantiated Process Description Graphs
(IPDG)) are the workflows that can be defined using the gProcess Platform. Both workflows
representation is based on DAGs. The PDG is a pattern definition of the workflow because it
contains only the conceptual description of the workflows. On the other hand, the IPDG
representation is linked to specific input data or resources. Based on this only the IPDGs can
be executed in the Grid infrastructure. For describing workflows, we are using different
types of nodes. The input data or data resources are used to specify satellite images or data
values (int, float, string data types). The data resources are inputs for operators, sub-graphs
and services. Operators are algorithms implemented to run over the Grid. The difference
between operators and services is related to the way in which these nodes are executed in
the Grid environment. Sub-graphs are used to integrate graphs that may have been
developed by others and they can be used to define a hierarchical representation of the
algorithm. We adopted an XML based representation as a persistent storage solution for the
processing graphs. For every graph node, we defined an XML tag and a series of attributes
that defines the nodes.

As a future development of the gProcess Platform, we intend to add the possibility to define
in workflows some control structures like for or if statements. This will involve the ability of
creating more complex image processing algorithm for execution over the Grid.

The gProcess architecture (Figure 12) is based on the client-server model. The server side
enables the access to the Grid infrastructure using a set of services (EditorWS, ManagerWs,
ExecutorWS and ViewerWS). The User Oriented Application Level and Application Level
are encapsulated in the client side. The Client Java API accomplishes the access to the server
side; this layer creates a transparent invocation level to the server side services. User
Oriented Application Level exposes a set of user interaction components (EditorIC,
ManagerlIC, ViewerlIC). The complex functionality is developed by using the Application
Level, which combines the editor, manager and viewer functionality.

Each of the Web services exposed by the gProcess Platform is managing different
functionality. The EditorWS provides information that is used to describe workflows, like
the list of operators, the available sub-graphs or services, what satellite images can be used,
etc. The EditorIC component that supports the user’s editing operations for the workflow
development uses this Web service. The interactive workflow design, the visualization of
the workflow at different levels (by expanding or contracting sub-graphs), or user editing
tools are developed using this interaction component.

Different information related to the existing workflows (PDGs or IPDGs) are exposed by the
ManagerWS. Another functionality of this Web service is related to the interaction with the
gProcess repository to integrate new operators, services, sub-graphs, to include new
workflows or to access already designed workflows. The ManagerIC component can be
used to instantiate workflows to different data resources (satellite images), to manage the
model resources (operators, services, sub-graphs). The operator integration and monitoring
user interface are implemented in Flex.
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Fig. 12. gProcess platform based architecture

The instantiated workflows (IPDGs) can be executed over the Grid by using the
ExecutorWS. Another important functionality of this Web service is the monitoring support
for the executing workflows. An internal data structure that maps the workflow definition is
created, and it is used to submit the operators to execution.

GProcess Operators Integration. The atomic component that implements a specific
functionality is integrated in the gProcess platform like an operator. Currently a basic set of
image processing operators are included in the gProcess operator’s repository. The gProcess
Platform supports the integration of user-developed operators. The operators must be
written in Java and they have to extend a base class. The workflow description (the IPDG
file) contains only the id from the repository. At execution time, the data from the database
is retrieved and used to submit the operator to execution. An operator can have multiple
input data resources. In the database, we store an invocation pattern that is used at the
execution time. For example for the add operator, the pattern can be the following:
OperationExec [Add-?,?,?]. The OperationExec represents the class that is executed. The Add
represents the operator name. The last “?” specify the output and the other “?” characters
are specifying the inputs. At execution time, this pattern is replaced with the execution
command, for example: OperationExec [Add-omania_b2.tif,romania_b3.tif, add_result.tif].

In the graphical user interface (Figure 13), in order to integrate a new operator to the
repository, the user must complete the following steps. The general information section
must be completed with the operator name and also with a short description of the operator.
In the input section, the user can select the input type for each data resource that is needed
by that operator. In the same manner in the output section, the user can select the output
type. In the upload tab, the user must select the executable class for the operator and also the
dependencies that are required at execution time. After completing these steps, the user can
define workflows by using the newly added operators.

Workflow example - EVI algorithm. The Enhanced Vegetation Index is used to enhance the
vegetation signal by reducing the atmosphere influences. The input data for the algorithm
are satellite images. Based on a set of processing steps the algorithm highlights the
vegetation areas. The input resources are the NIR, Red and Blue spectral bands. The basic
formula is:
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Fig. 13. gProcess interface for integration of new operators

2.5+(NIR - RED)
NIR +6+RED + 7.5+ BLUE +1

In order to design the workflow for this algorithm we have to identify the atomic
components, and to rewrite the formula using the available operators. Since we have only
binary operators for addition, subtraction, etc. the new formula is the following;:

2.5%(NIR - RED)
[NIR + (6% RED)|+[(7.5+ BLUE)+1]

In Figure 14 we exemplify the EVI graphical representation of the workflow.
A sample from the XML definition of the workflow is the following;:

<?xml version="1.0" encoding="UTF-8" 7>
<Workflow>
<Nodes>
<Resource id="1" name="B4" description="NIR spectral band">
<LocalResource path="romania_B4.tif" />
<PostConditions>
<Output idTypeDB="3" />
</PostConditions>
</Resource>
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Fig. 14. EVI workflow

<Operator id="3" name="5Sub" description=""idDB="2">
<Preconditions>
<Inputid="1"/>
<Inputid="2"/>
</Preconditions>
</Operator>

<Operator id="15" name="Div" description=""1idDB="4">
<Preconditions>
<Inputid="3"/>
<Input id="14"/>
</Preconditions>
</Operator>
</Nodes>
<Groups>
</Groups>
</Workflow>

The processing result is presented in Figure 15 for a particular example.

Monitoring interface. The ExecutorWS is the component that, based on a user selected
IPDG, submits the jobs to execution. The monitoring component from this Web service
updates the database with the current execution status for each node from the workflow
description. The monitoring interface (Figure 16) displays this monitoring information, node
name, start time, end time, execution status (waiting, submitted, running or completed). If
the job is completed then the result can be visualized (if the result is an image), or it can be
downloaded.

3.4 E-learning components
The aim of the eGLE application is to provide the non-technical specialists in Earth
observation with an environment that will allow them to search and retrieve information
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Fig. 15. EVI example: the satellite pseudo-colored spectral bands, and the pseudo-colored
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from distributed sources, launch large scale computations on massive data over Grid
networks and create lessons based on these pieces of information in a transparent manner.
The interface of the eGLE Environment is focused on simplicity in order to be easy to use by
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average computer users, but the functionalities implemented must allow the launching of
complex Grid operations with minimum restrictions.

There are three main steps that a teacher must complete in order to create a Grid based
lesson and they are described in what follows.

Step 1. Acquire the information needed for the lesson. In a transparent manner, without
having any knowledge over the location of the data or the protocol needed to access it
(HTTP, FTP, GFTP etc.), the teacher is able to browse and search for information based on
keywords, time intervals or latitude-longitude defined areas. This modality of information
search and retrieval will be available at first only for public, non-secured repositories, as the
secured access problem is a more complex issue that requires some specific user knowledge
and actions. Another type of information that the teacher can include into the lesson are the
results of his own computations executed over the Grid. Through the platform visual tools
included in the eGLE interface, the teacher can describe his own PDGs, create iPDGs, and
launch them in execution, monitor the execution progress and access the results without
possessing any technical information related to Grid.

Step 2. Organize and display the lesson content. Once the information needed for the
lesson is acquired, the teacher should be able to setup the lesson structure, to organize
logically the information and to define the desired display settings (e.g. text size and color).
As the amount of data included into the lesson can be very large (satellite images, videos,
files with measured values etc.) or may be accessible only at runtime (the custom
computations launched by students) the offline lesson development using dedicated
desktop applications is not an option. The eGLE Platform provides the teacher with all the
functionalities needed to create the visual appearance of the lesson through the usage of
visual containers like tools, patterns and templates.

Tools are visual and functional elements specialized on a certain content type (image, video,
text, graph etc.) and represent the atomic parts (smallest division) of the lesson. They are
developed by the programmers and integrated into the eGLE platform in order to be used
by teachers through the environment interface. The tools are concerned with data retrieval
and display mechanisms and provide only an API that can be used to customize their
settings (specify the data to be accessed and displayed - image, video etc., modify their
visual appearance - width, height, text color, text size etc) according with the content they
are specialized on.

Patterns represent visual containers and logical information organizers. They can be created
directly by the teachers at authoring time (Fig. 17, Select Pattern) through a wizard like
interface that will allow them to customize their visual appearance (ex. number of columns).
On each column of a pattern can be integrated a different tool that will be chosen on the
second step of the wizard (Fig. 17, Select Tools). Once a pattern is created, it can be reused
by the teacher (or by other teachers) with the same visual settings but with different tools
included.

Templates are visual containers and patterns collections that define the general layout and
settings at lesson global level. The visual attributes defined at template level will provide
unitary visual formatting throughout the entire lesson, and can be overridden at pattern or
tool level if necessary.

Step 3. Data binding and user interaction description. After creating a pattern and
selecting the desired tools to be integrated into the lesson, the teacher has the opportunity to
specify the instantiated data that will be displayed in each tool by moving to the step 3 of
the wizard (Fig. 17, Edit content). At this point each tool will display visual user interface



134 Image Processing

Fig. 17. Wizard steps that helps the teacher to define patterns and instantiate tools

components that are specific to the tools data type (text area for text tools, PDG/iPDG

information for graph displaying tools etc.). For example the PDG component will connect

to the server and retrieve a list of available PDGs in the idea that the user could use a

previously defined workflow. In the same manner, the iPDG specialized tool will provide

the user with necessary user interface components that will allow him to search and retrieve
the information necessary to execute the iPDG over the Grid.

For some of the tools, at this point the teacher will have the ability to specify a certain

student interaction level. For example, the student could receive the right to launch Grid

computations on certain data sets. From this point of view, the eGLE platform aims to
implement three different lesson scenarios:

- Static lessons: the student cannot modify the displayed information. Nevertheless, he
may be granted the ability to control slideshows, videos or multimedia content.

- Dynamic data lessons: the students can launch specific Grid computations (described
through a non-modifiable PDG) with input data sets that are predefined by the teacher
at authoring time. All the available options will be displayed using a list component
while the processing result will be automatically included into the lesson in a specific
area chosen by the teacher.

- Dynamic workflow lessons: the students are granted the ability to modify a predefined
PDG. For security reasons, the elements that can be added to the graph will be chosen at
authoring time by the teacher, but the student will have the ability to describe any
processing graph using the provided components. After finishing the workflow
description the user could be allowed to launch the computation over the Grid on a
specific data set or on several data sets, also predefined by the teacher.

When all the required settings are completed, the user may advance to the step four of the

wizard which provides a preview of the content chosen.
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4. Case study: remote sensing processing services for research in
archaeology provided by GiSHEO

Remote sensing techniques proved to be useful in non-intrusive investigation of
archaeological sites by providing information on buried archaeological remains (Gallo et al.,
2009; Lasaponara & Masini, 2007). The presence of different remains in the ground can
generate different marks identifiable in high resolution panchromatic and/or multispectral
images: crop marks, soil marks, shadow marks and damp marks (Gallo et al, 2009). The crop
marks are determined by the particularities of vegetation above different kind of remains.
The crop above wall foundations is negatively influenced because of lack of water in soil
while the crop above buried pits or ditches is positively influenced because of soil nutrients.
The soil marks consist of changes of the soil colour or texture. Both crop and soil marks can
be identified from panchromatic images and different spectral bands (for instance crop
marks are easier to be identified by using red and near infrared bands). The main steps in
extracting marks related to archaeological remains are described in the following.

Step 1. Data preparation. This step can consist in rectifying the distortions in the image
and/or in fusing data corresponding to panchromatic of different spectral bands
(Lasaponara & Masini, 2007). Particularly useful in identifying crop marks are the
vegetation indices and other thermal parameters which can be computed from different
spectral bands (e.g. red and near infra red bands).

Step 2. Applying image enhancement techniques. In order to emphasize the marks of
buried remains, the images are processed by applying basic techniques. Since a good
contrast is very important in making different marks easily to identify by the human eye,
the contrast enhancing techniques (contrast stretching or histogram equalization) are
frequently used in processing archaeological images (Aqdus et al., 2008). Other techniques
frequently used to detect crop and soil marks is edge detection, edge thresholding and edge
thinning (Lasaponara & Masini, 2007). In the case of multispectral images an important
processing step is that of computing the principal components which help in identifying
changes in surface variability.

Step 3. Extracting knowledge from processed images. Automatic identification of
archaeological sites from digital images is a difficult task, since the small anomalies induced
by the buried remains are usually hidden by stronger marks corresponding to the structures
currently existing on the ground (roads, constructions, trees, rocks etc). Therefore the final
identification and interpretation of the marks should be made by the expert by visually
inspecting the enhanced image and by corroborating his observations with additional
information (e.g. historical maps, current roads network etc).

The case study we conducted aimed in experimenting with different workflows of
enhancement operations applied to high-resolution panchromatic images. The images
correspond to several sites in Timis county, Romania where on ground research proved the
existence of different remains, e.g. clusters of pits, tombs, roman fortifications etc. Different
sequences of operations have been applied on a set of images selected by an archaeologist
who also interpreted and validated the results.

The results obtained for three images are presented in Figs. 18, 19 and 20, respectively. In all
cases we were looking for soil marks. The results in Fig. 18 were obtained by first converting
the initial image in gray scale and then applying contrast stretching (Fig. 18a) or histogram
equalization (Fig. 18b). For the image presented in Fig. 19a besides the contrast enhancing
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(c)

Fig. 18. Soil marks enhancement (pits cluster and ancient square delimitation) (a) Original
image with position of pits marked by arrows (b) Gray level image (c) Gray level image
enhanced by contrast stretching (c) Gray level image enhanced by histogram equalization.

operations (Figs. 19b and 19c) a sequence of several operations has been also applied (Fig
19d). The workflow used in this case consisted in a sequence of six operations: gray scale
conversion, histogram equalization, edge detection (Sobel filter), thresholding, inversion
and erosion.

In the case of the image presented in Fig. 20a besides contrast enhancement by histogram
equalization (Fig. 20b) we also applied an emboss filter to the gray scale image (Fig. 15¢c)
followed by histogram equalization (Fig. 20d).

These examples just illustrate the possibility of enhancing panchromatic images by applying
flows of basic image processing operations. Thus tools allowing the construction of
workflows of simple operations or just the selection of predefined workflows could be
useful in training of students in landscape archaeology. Further work will address to
construct the support for extracting archaeological marks from multispectral images.
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Fig. 19. Soil marks enhancement (burial mounds) (a) Original image with positions of burial
mounds marked by arrows; (b) Gray scale image enhanced by contrast stretching; (c) Gray
scale image enhanced by histogram equalization; (d) Result of a sequence of operations on
the gray scale image: histogram equalization, edge detection, thresholding, inversion,
erosion.

7. Conclusion

In order to respond to the need of training and high education platforms for Earth
Observation, a Grid-based platform for satellite imagery has been recently developed and its
services are exposed in this paper. The development is far from being complete. Complex
services are envisioned to be constructed in the near future and intensive tests and
comparisons with other approaches are planned to be performed in the next year.
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