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Preface

Today, 5G communication, cloud computing, the internet of things (IoT), robotics,
and the feasibility of artificial intelligence (AI) computing algorithms are contribut-
ing to redefining ubiquitous and pervasive computing. We live in an age of digital
transformation where connectivity is more and more visible to end users. We are also
experiencing new business models, transformations in industry, and the adoption of
new applications and computing frameworks, with both hardware and software in a
process of continuous redefinition.

The aim of Ubiquitous and Pervasive Computing — New Trends and Opportunities is

to outline the novel and interdisciplinary concepts in this research area that we can
expect to see during the next ten years, with their associated challenges. The chapters
focus on data science, the internet of things, big data, Industry 4.0, high-performance
computing, cybersecurity, intelligent applications, and cloud computing environ-
ments. A collection of old and new topics relevant to ubiquitous and pervasive com-
puting are discussed throughout the book. Sometimes, old issues are revisited with a
new vision. For example, the internet is being redefined with 5G mobile communica-
tion and IoT protocols. We are confident that we are passing through a revolution that
is in its infancy. In the next ten years, the internet, connectivity, and Al services will
be increasingly present in our daily lives in a totally transparent way. It is essential to
tackle the security, and specifically privacy, concerns that follow from this revolution.
In this context, the move towards implementation of GDPR (General Data Protection
Regulation) rules is a very positive one.

The book is divided into two sections: “New Algorithms and Frameworks” and “Smart
Environments”. The first section opens with a discussion of resource allocation in a
distributed system, and explores novel topics such as quality of experience, quality

of context and user satisfaction, and their relevance to the success of scheduling
algorithms. The aim should be a satisfactory trade-off between (i) optimization, risk
minimization and enhancement of income, and (ii) user satisfaction, quality of expe-
rience and quality of the offered context. Chapter 2 introduces a novel hybrid genetic
optimization algorithm to analyze differential evolution in populations. Chapter

3 considers the increasing use by companies of big-data frameworks for decision-
making, detailing the use of artificial intelligence and machine learning algorithms
that employ the Hadoop MapReduce computing style for niche applications.

The second section presents three chapters that explore intelligent cities and the smart
transformation of living environments. Chapter 4 connects Industry 4.0, the internet
of things, and cybersecurity through a study of the use of IoT in a smart home, detail-
ing aspects such as stakeholders in security solutions and privacy concerns. Chapter 5
introduces an edge—fog—cloud architecture for health services. The proposed architec-
ture captures vital signs relevant to long Covid across the entire population and brings
this data to the edge. Health services are executed in the fog, detecting health prob-
lems in individuals or groups through the use of serverless computing and federated



learning. Chapter 6 addresses the mapping of social functions in an intelligent city.
From a computational social science perspective, land-use details can be obtained
through mobile phone data. Classification engines are used by machine-learning
algorithms use to gain insights into the field of urban computing.

I would like to thank Author Service Manager Nika Karamatic for her hard work and
excellent support. Also, I thank all the authors for their contributions, which will be
useful for ubiquitous computing lectures and research purposes.

Rodrigo da Rosa Righi, Ph.D.

Applied Computing Graduate Program,
Universidade do Vale do Rio dos Sinos — Unisinos,
Sdo Leopoldo, RS, Brazil
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Chapter 1

A Resource Allocation Model
Driven through QoC for
Distributed Systems

André Luiz Tinassi D’Amato
and Wellington Oliveira de Andrade

Abstract

The trend of fog computing has generated challenges to establish resource alloca-
tion provided by this type of environment, since, in fog environments, the computing
resource setting occurs on demand and at the edge of the network. Thus, ensuring
both environment performance and providing user satisfaction imposes a severe
technical problem. Since distributed systems are context-aware systems, the quality of
context design can be applied to manage customer service, which aims to improve
QoS, and provides system performance, for a given context. So, in this chapter, we
propose a model to obtain runtime improvement for individual users and improve the
global system performance using the quality of context in fog computing environ-
ment. The contribution of this proposal is to provide a resource allocation model, and
metrics, based on QoC to deal with different distributed computing scenarios, in order
to coordinate and enhance the environmental performance and user satisfaction.
Experimental results show that our model improves system performance and users’
satisfaction. For measuring workloads, estimates of users’ satisfaction were
performed. The proposed model obtained average results between 80 and 100% of
users’ satisfaction acceptance, and a standard deviation adherent to a flat surface for
workloads with a large number of tasks.

Keywords: distributed system, fog computing, resource allocation, quality of
experience, throughput, quality of context, users satisfaction

1. Introduction

The fog computing approach is an alternative to the cloud computing solution,
once this paradigm reduces the amount of transmitted data on the network and the
computational complexity required in the cloud. However, some approaches in the
computing field try to take advantage of both approaches simultaneously. The degree
of freedom presented by this new branch focuses mainly on the internet of things
landscape, which needs an infrastructure that encompasses all its requirements, a
situation in which fog computing fits, which allows the main focus on decision-
making and data management locally [1, 2].
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In fog computing, part of the data processing, which would be sent to a cloud, can
take place between nearby personal devices situated at the edge network. Thus the
latency problem can be mitigated, as part of the processing takes place close to the
users’ devices. In the fog computing model, edge devices could be set as small local
data centers supporting multi-tenancy and [3] elasticity. Therefore, we can say that
fog computing allows reducing the amount of data sent to the cloud, and consequently
reducing the communication latency and the amount of data processed by it.
Although fog computing is a good solution for dealing with the problems arising from
cloud computing, this paradigm presents several challenges.

Fog computing is a solution designed to deal mainly with Internet of Things appli-
cations (IoT) [3], and this type of application tends to deal with the processing of
information collected from one or more sources in real-time. From there, it is necessary
to make decisions to satisfy the users’ needs [3] while maintaining QoS and conse-
quently QoE. However, relying exclusively on edge resources is not always possible, as
some computing and data storage requirements may exceed the capacity of those of
edge devices. In addition, a user resource configuration may not have enough capacity
to meet user’s request due to availability or even memory and processing limitations.

In addition, the technological diversity of edge computing devices, and the growth
in user demand, generate difficulties to establish resource allocation in order to favor
the environment and the applications individual. Edge devices impose a very high
level of heterogeneity, making it difficult to allocate resources and establish technolo-
gies capable of dealing with different types of different devices. When performing an
allocation of resources in any data center, it is important to meet the demands of the
user; however, it is of fundamental importance to perform this task maintaining as
much load balancing as possible so that the resources can be shared by other users.
Therefore, resource scheduling in a fog environment must deal with the best fit
between QoE and load balancing.

The related works considered in this article aim to establish techniques, to deal
with computational resources management in distributed systems, focusing on system
performance or user satisfaction. Due to the difficulty in establishing the trade-off
between performance/satisfaction, the related works tried to focus on one of these
parameters. Among the related works, knowledge models based on artificial intelli-
gence and ontology are applied. Our proposal presents an approach to address this
gap, considering the performance/satisfaction trade-off by developing and applying
parameters of context and quality of experience. In this sense, this chapter is proposed
a Quality of Context (QoC) based approach aiming at the user’s QoE considered from
jobs attendance time (makespan).

1.1 Paper organization

The remainder of this paper is organized as follows: Section 2 addresses the basics
concepts used by the proposed model in Section 3, and 4; Section 5 discusses the
experiment conducted and presents results; Section 6 addresses related works, while
final considerations are presented in Section 7.

2. The relationship between quality of context and quality of experience

Considering computational or network resources, the performance perspective
between humans and service providers is technically distinct. Service providers
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consider QoS parameters while, for users, the quality of experience determines the
perceived performance [4]. The QoS metrics, for example, are determined from
technical parameters: throughput; delay; network performance; loss packets rate, etc.

To evaluate the user QoE of a particular service provided by the network, opinion
tests are applied in controlled environments. This type of test is known by the com-
munity as a mean opinion scorve. This technique is generally applied for evaluating
multimedia systems [5]. However, due to the large number and diversity of applica-
tions, opinion tests are not the best alternative. In addition, opinion tests are criticized
by some authors [6] and their criticisms are related to scoring scales used in opinion
tests. The scale of opinion tests is considered by some authors such as [7] inaccurate
and not representative. This occurs because scales used in MOS tests do not consider
cultural differences in interpretation. According to [8], the MOS test scores determine
absolute values obtained in controlled environments, which do not accurately repre-
sent real environments by not considering the influence of context variables.

According to [9], QoC describes context metrics, which can be applied to enhance
application or service performance. Thus the QoC is used to establish the reliability of
provided services. QoC modeling based on context parameters makes it possible to
quantify, or predict, the quality of a service provided.

3. Proposed model

This Section discusses the proposed model addressing all proposed model compo-
nents. First will address basic concepts of the model. Section 3.1 addresses the QoC
metric and Section 4 addresses the QoE metric used in this work. In our work, it is
proposed that the QoE is considered a utility function determined from QoC correct-
ness parameter.

The model proposed in this work approaches QoE based on the concepts of
resource utility when an application is submitted to a distributed system. The concepts
of QoE applied, and the relationship between QoE and utility, are explained in Section
4. Is important to mention that application classes have a strong relationship with the
concept of utility since each class has different needs regarding which resources they
use on a larger scale. In this sense, the main information that a user describes refers to
the application class. The classes referring to the application features are presented as
follows: serial applications; parallel applications; network-oriented applications; CPU-
oriented applications; I/O and storage-oriented applications.

3.1 QoC parameters
3.1.1 Correctness

In our work, the QoC is used to verify how much a given context is in
accordance with what is being demanded by the application. As mentioned earlier
in the introductory section of this chapter, the model proposed in this thesis
meets different classes (or categories) of applications, each class is characterized
by a different need for resources. Therefore, the parameter correctness, or
correctness, provides a quantitative reference to determine if the current context
of a particular resource is suitable to serve an application taking into account its
category.
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To obtain the value of QoC, an approach based on Bayesian probability theory is
proposed. This approach is inspired and adapted from the solution proposed by [10]. The
Bayesian probability combines information in a way that relates observed events to
hypotheses. In other words, Bayes’ theorem is used to calculate the probability conditional
that a given event occurs given an observation. For example, calculation of the probability
of overhead in allocating an amount cp, of processes in a given node of a computational
grid, in which an amount cp; of processes available in that node was observed.

Proposed approach, aims to calculate the QoC using conditional probability from
the contextual information specified in each submission of job, and from the status
system update. A job is understood as a set of specifications for the execution of a
certain task, these specifications being conditional on each other. For example, if
context information reveals that the system has processes available in order to provide
a processing rate x to execute a job1, it is also necessary to know the exact number of
processes available to meet the application’s execution flow. In other words, if the
context manager determines the availability of a certain CPU rate for processing, it is
also necessary to know if there are processes available to fulfill the request of job1.

In addition to the application demand, the approach proposed in this work aims
to manage the workload exerted on the system. Therefore, one of the main functions
delegated to the context manager is to collaborate for context-driven load balancing.
Eq. (1) determines the probability that a given demand for a resource will be met
without generating overload. Eq. (1) expresses the probability that a given demand
cp, for a resource i will overload a capacity node cp;. Thus, the probability of the

resource executing properly is determined by the completeness of Eq. (1). There-
fore, the QoC for the resource 7 considering the available capacity cp; is given by
Eq. (2). The QoC defined in Eq. (2) is actually the partial correctness, considering
only an amount of resource of type i on a single node j, named as QoC;;; just to
facilitate understanding. For partial correctness, calculation QoCy;; is not considered

the application class; therefore, the context for all resources described in job are
calculated in the same way.

P(ep,lep;) = P, ;1”(3931’ (cp:) (1)

QoCy) =1 - P(cpi|cpj) (2)

3.1.2 Probability for each vequired resource

The probability for each required resource CP; is given in Eq. (3), where ENV yeource
is the total capacity of the environment to provide the required resource. The
ENV esource is given by Eq. (4), where 7 is the number of provider nodes in distributed
resource facilities.

cp;
P(ep,) = =——+— 3)
( pl) ENV esource
n
ENV vesource = Z CP] (4)
j=0
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The probability for each resource CP; is given in Eq. (5), where AVR,surc is the
average of total capacity of the environment to provides the required resource. The
AVR esource is given by Eq. (6), where # is the number of provider nodes in distributed
resource facilities.

cp-
Plew.) =—1
(Cp] ) A VR esource (5)
" CP;
AVRVesource = % (6)

3.1.3 Conditional probability

The conditional probability that associates the required and the available amount
of resource is defined in Eq. (7). The probability of a required resource cp; given an
amount cp; is defined by the magnitude correlation between what was requested and

what is available.

P(cpj|cpi) = % @)
j

3.1.4 Conditional context parameter
Eq. (1) determines context evaluation from Dependent Context Parameters (DCP)

set. Thus, is possible to achieve Eq. (8), where 7 is the applications context parameters
(cp,). The set CCP Conditional Context Parameters resulting from the Eq. (8).

CCP(cp;) = {P(cpi|cpj);j = 1..nncpj£PDC,-} (8)

The correctness is calculated correlating CP;j, CP;, and # for all context parameters
that characterize cp;. The QoC(cp;), is context association that characterizes cp; for k-

th CP. The Eq. (1) relates the application requirements with resources available
resulting in Eq. (9) resulting in Eq. (15).

P(CP]'|CPi) +P(cp;)

QoC) =1- (9)

P(cpj)

The resulting correctines, Eq. (10), is obtained from resulting QoC.
Correctiness = QoC x|y (10)
PX|Y)*P(X

QoCixy) =1 P =P |P()Y> =t (11)

X* X

_ Y Z
QoCay) =1-*5* (13)

VA



Ubiquitous and Pervasive Computing - New Trends and Opportunities

X2 1

YN (4

QOC<X‘y) - 1

Thus, the correctiness parameter for X amount of computation requested is
defined by Eq. (15).

1\  (X\*
Correctiness = 1 — (N) * (?> (15)

The resulting QoC is given by Eq. (16), for all CP; potential associated with CP;,
and from the number of all # possible CPs, where m is the number of parameters
considered QoC resource CP;. The expression QoC (cp;), is the k-th conditional
element that characterizes the job J;.

QC() = (fj rowk) 16)
k=1

From the QoC, obtained in our model, it is possible to quantitatively predict the
user’s experience. The relationship between QoE and QoC proposed in our work is
presented in the following section.

4. Predicting the quality of experience: a quantitative approach

In our model, QoE quantitatively expresses the prediction of user’s satisfaction
from QoC-utility function not depending on subjective feelings. The reason is that
quantitative metrics are not only more meaningful, but also provide an improved
magnitude reference of the measured parameters. From this magnitude reference
is possible to benefit the user, and the resource provider environment. In our
work, the correctness and runtime are proposed as quantitative metrics for pre-
diction.

In a fog environment, or any distributed system is acceptable that computing
resources are provided on demand. The matching between available resources and
application requirements is expressed by utility function. The utility function is
expressed by the Eq. (17). Utility U(p), assigned to a particular resource 7, represents a
metric proportion of resources adequacy for application, also given by p (probability of
correctness). Correctness is the main metric applied to measuring the QoC to meet
applications demands. The utility is given by Eq. (17).

U, = correctiness, 17)
The QoE directly depends on application runtime 7z, and the response time t.

Response time is given ¢ by sum both execution time and waiting time. So, QoE is
expressed in Eq. (18).

R
rt
QE =~ Z; ue (18)
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The a value quantifies the resource importance, 7, to application, and his value
ranging between 0 and 1. The a parameter is related with application category, thus, is
determinant for utility function. The a parameter is expressed by Eq. (19).

a=1-Ulp) (19)

In this section, the metric used to predict users QoE was discussed. Next section
covers the obtained results from experiments conducted.

5. Experiment and results

In order to test the efficiency of proposed model, experiments were conducted
using the SimGrid [11] simulator. This simulator was chosen due their scientific
community importance. The mentioned simulator are widely used in academic works
in the area of distributed systems for determining a flexible test platform, which can
provide hundreds of resources to be used in several experiments. The experiments
were carried out aiming to verify the proposed model behaviour considering different
workloads, numbers of users and context parameters.

The experimental evaluations, section 5.2, were conducted aiming at perfor-
mance and QoE. The experiment, aims to insert an exhaustive workload in the
tasks submission, and discusses the QoE and the performance of the environment.
The QoC was obtained in experiments from the equations proposed in the 3.1
section, using as values for variables, the computational capacity for processing
and network, number of processes, workload, and communication latency. The
value of Eq. (1), CP; corresponds to the value of the resource i requested by each
workload, and the value to CP; corresponds to the capacity of the requested
resource available on a given node j.

The mentioned values were extracted from the simulation in the SimGrid
environment. Programming codes were inserted into the simulation in order to
collect data to simulate the Context-provider. The QoE for each workload was
calculated according to the metric discussed in the 4 section. The QoE was
obtained through the resulting QoC considering the parameter Corvectness, and
from the execution and waiting times.

The objective of this experiment according is to analyze the performance of pro-
posed model and perform QoE estimates, when the model is subjected to thousands of
jobs of different characteristics considering a well-defined interconnection grid, in the
SimGrid environment. The SimGrid simulator provides a complete simulation envi-
ronment to simulate point-to-point interconnection between computers in a grid. The
SimGrid simulator has better support for managing links when compared to others
simulators. In SimGrid it is possible to manage the allocation parameters addressed
(Cpu speed, number of processes, transmission rate, latency) peer-to-peer. In general,
SimGrid has support for simulating data transmission over the network. In this
experiment, files in mrc format were used as input to specify the set of tasks to be
simulated, and as output were generated trace files in mrc format containing execu-
tion data and QoE and QoC estimates. In this experiment, the execution times of the
jobs and the QoE estimates obtained by user were analyzed. In addition, the central
tendency and dispersion of the data were analyzed, as well as the outliners generated
by the proposed model.

9
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5.1 Infrastructure and workloads

The environment that configures the simulated infrastructure determines a
heterogeneous test platform, aiming to measure the performance of our model. For
this, 10 grid resources were configured, each feature is determined by a computational
grid with the following specifications in Table 1:

Resource Machines available Mips per process
0 200 50
1 200 50

Baud Rate 1000000: Network between resources 0 and 1

2 200 150
3 200 150
4 100 150

Baud Rate 500000:Network between resources 2, 3, and 4

5 100 300
6 100 300
7 100 300

Baud Rate 200000: Network between resources 5, 6, and 7

8 50 800

9 50 800

Baud Rate 100000: Network between resources 8 and 9

Table 1.
Simulated resources description.

The environment configuration used aims to represent a heterogeneous set
of resources. This type of environment is similar to those found in fog
computing environments. The jobs used in this experiment aim to establish a
diversified workload, in order to explore the features of the model proposed in this
work. Therefore, a number of 20 different types of jobs were used, which are
described in Table 2.

The environment used as a platform for carrying out the tests was the platform.
xml file available along with the simulator. SimGrid is an ideal testing platform for
resource allocation policies involving networks, as it has simulation classes that
implement point-to-point communication mechanisms. The connection between the
various nodes of a computational grid can be specified in SimGrid. The proposed trace
file records the times obtained with the execution of jobs, together with the estimated
QoC and QoE. The context-broker receives the file mrc as input, which must contain
the description of tasks by users, which are:

* Category: Category of the application, cpu or network oriented, sequential or
parallel;

* Process_amount_req: Number of processes required by the user;

10
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Type of task Process required MIPS required Type

1 200 200000 CPU/Network bound

2 200 200000 CPU/Network bound

3 200 1000 Network bound

4 200 100 Network bound

5 100 500 Network bound

6 100 500 Network bound

7 100 500 Network bound

8 100 100000 CPU bound

9 50 800 CPU/Network bound

10 50 100000 CPU bound

1 50 100000 CPU bound

12 50 50000 CPU bound

13 20 50000 CPU bound

14 20 100 Network bound

15 20 500 Network bound

16 10 50000 CPU bound

17 10 50000 CPU bound

18 10 50000 CPU bound

19 5 5 Network bound

20 5 200 CPU/Network bound
Table 2.

Workloads description.

* Computation_amount_req: Amount of computation in FLOPS estimated by the user;

* Communication_amount_req: Amount of communication in bits estimated by
the user;

* Execution_time: Estimated execution time by the user.

The workloads were synthesized by generating random values for the mentioned
parameters above, in order to simulate the unpredictable behavior of a real distributed
system. A workload was generated with 3000 tasks randomly distributed among 20
fictitious users represented by numbers (IDs) from 1 to 20. The tasks (or jobs) were
synthesized using the random function of the GCC library. The system clock time was
used to calculate and generate the random numbers.

5.2 Results

The absolute values obtained by running the workloads using the algorithm
Round-Robin and proposed model context-based strategy are shown in Tables 3
and 4, respectively.

11
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The smaller standard deviation represents a smaller dispersion in the resulting
runtimes. The users’ QoEs are shown in the graphs in Figures 1 and 2. The graphs
present the average QoE values for each user’s identifier represented in the ID_users
axis. The number of users for the graphs in Figures 1-4, is fixed and equal to 20, with
the QoE and standard deviation resulting from each user as the workload on the
system increases.

The surface generated by the data referring to the average QoE of users when using
the model proposed in this work. Figure 1, shows a global trend of QoE values around
90% of user satisfaction. This behavior is reinforced by the graph in Figure 3. It is

Number of tasks Average Standard deviation
100 31028.43 63988.94
200 35732.46 68043.18
300 35076.89 68064.07
400 36377.30 68674.47
500 37436.61 71239.62
600 38791.38 72928.67
700 38329.13 71744.08
800 38329.13 70564.11
900 37032.33 70093.15
1000 36626.69 69546.43
1500 37604.74 70032.94
2000 36255.30 69071.16
2500 36158.03 68628.92
3000 35713.19 67863.07
Table 3.

Average runtime of Round-Robin.

Number of tasks Average Standard deviation
100 31979.29 27697.15
200 32031.66 27756.22
300 30226.01 27179.46
400 29601.41 27145.35
500 30676.16 27611.36
600 30342.75 27571.99
700 30068.66 27620.44
800 30065.64 27616.27
900 30136.01 27558.11
1000 29872.54 27565.27
1500 30086.24 27400.14
2000 30270.34 27406.40
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Number of tasks Average Standard deviation

2500 30507.55 27418.29

3000 30400.25 27429.05
Table 4.

Average proposed model runtime.

important to note that the values are shown in the range between 0 and 1 to represent
a QoE from 0 to 100%.

The graph in Figure 2 shows several QoE spikes revealing an imbalance in terms of
user satisfaction with the Round-Robin and Dijkstra policy. Another situation
observed in Figure 2 is the instability of the Round-Robin and Dijkstra policy for QoE.
According to the graph in Figure 2, users tend to be more dissatisfied when the task
set increases. According to Figure 2, for a workload with a size of more than 1500
tasks, the users’ QoE starts to decrease more sharply.

The graph in Figure 3, represents the estimated QoE standard deviation. The graph
shows that as the number of tasks submitted to the system increases, the standard
deviation becomes more linear. The graph in Figure 3 reveals a more uniform surface
for workloads with a quantity above 1000 tasks. This is because users’ QoE tend to
decrease with variability in resource states (totally free, fully occupied), especially
when there are few tasks. For large numbers of tasks, resource variability occurs more
“smoothly” and distributed over time.

The fairness generated by adequate load balancing, which respects the users’
needs, is a determining factor in the overall QoE experience. This situation is shown in
the graphs of Figure 1. The graph presents the average QoE values for each user’s
identifier represented on the Users_ID axis. The number of user’s for the graphs in
Figures 1 and 3 is fixed and equal to 20, with the QoE and the resulting standard
deviation of each user being shown as the workload on the system increases. The
surface generated by the data referring to the average user’s QoE, Figure 1, shows a
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Figure 1.
QoE per user from proposed model.
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Figure 3.
Standard deviation for QoE per user from proposed model.

global trend of QoE values around 90% of user satisfaction. This behavior is
reinforced in the graph of Figure 3. It is important to note that the values are shown
between 0 and 1 to represent a QoE between 0 and 100%.

The graph in Figure 4 displays the standard deviation of the estimated QoE using
Round-Robin policy with Dijkstra. The graph reveals a greater variation in users’ QoE
when compared to our proposal. The standard deviation surface of the graph in
Figure 4, presents irregular characteristics for the QoE of all users. For task sets of
sizes 100, 200, and 300, the standard deviations are low, however, the values for QoE
for these task sets have lower QoE for all users.
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Figure 4.
Standard deviation for QoE per user from Round Robin and Dijkstra.

The proposed model presented better results and stability for QoE and standard
deviation when compared to the Round-Robin and Dijkstra based strategy, which
does not consider the context to provide resource allocation.

Figure 5 shows the number of tasks that were submitted by each user. The graphs
in Figures 6 and 7 shows the data dispersion in relation to the proposed model QoE.
The graphs of Figures 6 and 7, reveal that although the model is efficient in a global
perspective, it is subject to undesirable outliners generated by unsatisfactory QoE. The
box plot in Figure 6 confirms the trend of user satisfaction between 80 and 100%, but
reveals the cases in which these values did not occur. The same happens for the graph
of Figure 7. The graph of Figure 7 shows the values of the QoEs obtained by each user.
According to the graph, it is possible to observe that values close to 100% and close to
0% are not concentrated in specific users, but distributed among all users. Thus, it is
possible to carry out a qualitative analysis, concluding that the model established
(fairness) to resource allocation.

Number os Tasks

Usér ID

Figure 5.
Number of tasks submitted per user.
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Scatterplot for (QoE x amount of tasks) per user.

The objective of this experiment was to analyze the relationship between perfor-
mance and QoE established by proposed model, when the model is submitted to
thousands of jobs of different characteristics considering a well-defined interconnec-
tion grid, in the SimGrid environment. From the results obtained with experiment, it
was concluded that the model proposed in this paper has better performance when
compared to the Round-Robin algorithm with the routing based on the Dijikstra
algorithm. For the workloads submitted to execution, QoE estimates were performed.
The proposed model obtained average results between 80 and 100% of satisfaction for
each user, and a standard deviation adherent to a flat surface for workloads with a
large amount of tasks. In this way, the proposed model showed stability in terms of
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the QoE obtained. The results obtained also show that the proposed model established
fair behavior, fairness, in resource allocation.

6. Related works

Messina [12] proposes an agent-based model to provide System Level Agreement
negotiation. The authors use an ontology to establish the resources needed for each
submission. Ontologies are used to provide knowledge to the environment. Therefore,
it is possible to establish a more adjusted allocation of resources according to the
application’s input parameters. Ontologies generate knowledge about the semantic
rules to perform the correspondence between the requested resource and the available
resource. The work proposed in [12] uses an ontology to provide knowledge, however
this approach does not handle situations not foreseen by the ontology well. The
context-based strategy of the model proposed in this article provides the best config-
uration for running applications based on the updated state of the system. The
approach proposed in this article performs the allocation of resources considering, in
addition to the performance of the application, the performance of the system, which
does not happen in the work proposed by [12].

Das uses a resource scheduling policy based on [13] artificial intelligence. How-
ever, Das uses the Teaching-Learning Based Optimization learning algorithm as a
basis for his proposal. The justification given by the authors for the adoption of the
learning algorithm in the context of resource allocation in computational grids is that
Teaching-Learning Based Optimization is considered a light and efficient algorithm to
find the global solution to optimization problems. Another work based on artificial
intelligence is presented in [14]. The authors use an approach centered on estimating
values for various data transmission parameters, such as latency and use of links. The
approach used in [14] is applied only to provide service guarantees, based on QoS
prediction through fuzzy logic. Parameters, or formulations, for controlling overall
performance are not specified.

In [15] a dynamic resource allocation method, is proposed for load balancing in fog
environments. For this, the method has a scheduler capable of performing dynamic
migration of services to achieve load balancing for computing systems in fog. Negative
aspects related to migration, QoS degradation, and QoE, are not considered in the [19]
work. In the works [16, 17] scheduling strategies with real-time constraints are
discussed. In [16], aspects of QoE and QoS are addressed but not in depth in order to
propose directives to measure and improve these attributes. In [17], the authors
develop a work in order to investigate how utility is affected by performance param-
eters in environments focused on fog aimed at healthcare applications. To evaluate the
use of a fog data center, the resources of the iFogSim tool were used. In the work [18],
a new resource allocation algorithm based on stable correspondence is proposed, in
order to benefit users and providers in the fog environment. However, the authors do
not clearly show how the aspects involving user satisfaction and the performance of
the environment are treated. Table 5 shows that our proposal establishes a model that
meets QoE and makespan together. This tradeoff is not achieved in the works ana-
lyzed so far being our main contribution.

In [19] is proposed a pricing policy based on the QoE. This QoE is expressed from
result of the allocation and try to optimize resource allocation from statistical infor-
mation of the computational requests. This mentioned strategy is implementable in
real-time brokers according to the authors. optimal dynamic allocation rule based on
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Reference Addresses a QoE model Makespan How implements resource allocation
policy

[12] Yes. SLA model No Knowledge model from Ontologies

[13] No Yes Teaching-Learning Based Optimization

[14] No. QoS only No Fuzzy logic to provide QoS

[15] No Yes Dynamic Load Balancing

[16] Yes. Aimed to Real-Time No Neural Networks and Fuzzy Logic
tasks

[17] No Yes. Based on Algorithm based on stable correspondence

utility

[18] In a non-detailed indirect ~ Yes Cost Load-Balancing Strategy
way

[19] Yes No Statistical and real-time approach

[20] No Yes Energy-Aware Load-Balancing Strategy

Our Yes Yes QoE/QoC Tradeoff Model

Model

Table 5.

Comparison between proposals.

the The developed solution is statistically optimal, dynamic, and implementable in
real-time. The proposal in [20] is based on an energy and collaborative model in load
balancing. The proposal in [19] is based on a statistical and dynamic model aiming
users QoE. In [20] is proposed an algorithm to both: meeting the application latency
requirements and providing energy efficiency in the heterogeneous edge tier. To the
algorithm proposed in [20] implements a collaboration strategy at the edge of the
network aiming at heterogeneous environment characteristics. According [20] is pos-
sible to reduces the waiting time for meeting requests. The proposal in [20] is based on
an energy and collaborative model in load balancing. Table 5 summarizes related
work and shows a comparison with our proposal in terms of QoE, environment
performance (makespan), and technical approaches to implementation.

7. Conclusions

The scheduling techniques to resource allocation in distributed systems do not
generally meets jointly the user satisfactin and throughput. The QoE emerges as a
differentiated paradigm to fill this gap. The QoE approach is particularly important
for resource allocation, since the resource allocation adjusted to users needs must to
consider contextual parameters. The use of QoC to make the resource allocation
allows an efficient management, resulting in a performance gain achieved by a strate-
gic load distribution, improving the level of users QoE. Aiming to act in this men-
tioned scenario was proposed, and evaluated through experiments, QoC-based
approach to provide resource allocation in fog computing. The proposed model per-
forms management decisions based on a QoC policy. The QoC is used also to predict
the user’s QoE. Our model quantifies resource feasibility considering an application
demand. An experiment was conducted to analyze the performance of the proposed
model. From the results obtained it was concluded, that our model shows a lower
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standard deviation, when compared to well-known strategies. From the use of the
proposed QoC-based policy, was obtained average QoE scores between 80 and 100%
considering each user. The resulting QoE values adhere to a flat surface for workloads
with large amounts of tasks. Thus, our model shows a stable behavior considering
obtained QoEs. Results show that the proposed model established fair behavior (fair-
ness) in resource allocation. Our QoC-based policy stands out, especially when there
are excessive workloads and a lack of resources. Among the works mentioned in
related works, there are approaches to allocate resources considering the performance
of the environment and user satisfaction. Although the related proposals aim to meet
user demands, the authors do not provide metrics for effective measurement of user
satisfaction. In addition to all that has been mentioned, the works found in the
literature on resource allocation are generally applied to specific environments, which
do not consider orchestrating different paradigms of distributed systems. Therefore,
the main contributions of this work are a solution to the existing gap between user
satisfaction and environmental performance (makespan) for distributed systems.
Although this work aims to meet the needs of the system and the users, it does not
guarantee the QoE individually for the users, it only proposes to improve the average
satisfaction. Another limitation of the work is that although the model has been tried
in specialized simulators, this model has not been implemented in a physically robust
fog environment.

Abbreviations

GB Gigabytes

GBps Gigabytes per second
QoS Quality of Service
QoC Quality of Context
QoE Quality of Experience

IoT Internet of Things

MoS Mean Opinion Score

DCP Dependent Context Parameters
CCP Conditional Context Parameters
AVR Average

ENV Environment

MIPS Million Instructions Per Second
HPC High Performance Computing
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Chapter 2

A Hybrid Genetic, Differential
Evolution Optimization Algorithm

Peter Stubberud

Abstract

This chapter presents a heuristic evolutionary optimization algorithm that is
loosely based on the principles of evolution and natural genetics. In particular, this
chapter describes an evolutionary algorithm that is a hybrid of a genetic algorithm and
a differential evolution algorithm. This algorithm uses an elitist, ranking, random
selection method, several mutation methods and both two level and three level
Taguchi crossover. This algorithm is applied to 13 commonly used global numerical
optimization test functions, including a spherical, three hyper-ellipsoid, the sum of
different powers, Rastrigin’s, Schwefel’s, Griewank’s, Rosenbrock’s valley, Styblinski-
Tang, Ackley’s Path, Price-Rosenbrock, and Eggholder’s functions. This algorithm is
applied 1000 times to each of the 13 test functions, and the results shows that this
algorithm always converges to each of the 13 test function’s global minimum.

Keywords: optimization algorithm, differential evolution, genetic algorithm, hybrid,
Taguchi crossover

1. Introduction

Optimization algorithms are systems that determine an optimal set of parameters
that minimize or maximize a cost, or objective, function subject to constraints. Opti-
mization applications are common in engineering and other scientific and mathemat-
ical fields. For a typical engineering optimization application, a cost, or objective,
function mathematically describes a metric of the error between a desired perfor-
mance and actual performance over a constrained solution space. For such applica-
tions, optimization algorithms would determine an optimal set of parameters that
minimize the cost function subject to physical constraints, such as the optimal
parameters result in a stable system. As computing power has increased, many multi-
modal optimization problems have been solved using heuristic evolutionary optimi-
zation algorithms. An evolutionary algorithm is an optimization search algorithm that
is loosely based on the principles of evolution and natural genetics and uses operators
such as reproduction, selection, recombination and mutation [1]. Popular evolution-
ary algorithms include genetic algorithms [2], differential evolution [3], particle
swarm optimization [4], simulated annealing [5] and colony optimization [6, 7].
Although no algorithm can solve all types of optimization problems [8, 9], genetic
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algorithms and differential evolution algorithms have become popular in engineering
optimization applications because these method are simple, effective and flexible.

Because no algorithm can solve all types of optimization problems [8, 9], hybrid
algorithms that combine the elements of an evolutionary algorithm with one or more
evolutionary algorithms or search algorithms have been developed and have been
shown to be effective search algorithms [10]. Because genetic algorithms and dif-
ferential evolution algorithms have become popular in engineering optimization
applications, this chapter presents a hybrid genetic, differential evolution algorithm.
The algorithm uses an elitist, ranking, random selection method. Elitist selection
methods assure the survival of the fittest individual, which is the candidate solution
with the best optimization criterion cost, during the selection process. The fittest
individual is also assured selection in all recombination and mutation operations.
Except for the fittest individual which is guaranteed selection, the candidate solu-
tions that survive the selection process are randomly selected for a differential
evolution operator to improve convergence, a differential evolution mutation oper-
ator to improve diversity and a recombination operator that improves both conver-
gence and diversity. The selection probabilities for the mutation and recombination
operators are dynamic and change each generation, or algorithm iteration, to main-
tain a constant population size. After generating new candidate solutions using these
operators, the new candidate solutions are added to the set of candidate solutions
that survived the selection process. Except for the fittest individual (which is
guaranteed selection), candidate solutions are randomly selected for Taguchi cross-
over [11] which is an effective recombination operator that creates near optimal new
candidate solutions from two or more parent candidate solutions. Section 2 of this
chapter describes the basic elements of genetic and differential evolution algorithms.
Section 3 describes this chapter’s algorithm in detail. In Section 4, this algorithm is
applied to 13 commonly used global numerical optimization test functions, including
a spherical, three hyper-ellipsoid, the sum of different powers, Rastrigin’s,
Schwefel’s, Griewank’s, Rosenbrock’s valley, Styblinski-Tang, Ackley’s Path, Price-
Rosenbrock, and Eggholder’s functions.

2. Elements of genetic and differential evolution algorithms

Genetic algorithms and differential evolution algorithms are evolutionary algo-
rithms that typically define objective functions so that the set of parameters being
optimized are represented in a vector [3]. Parameter constraints are implemented by
restricting the available solution spaces for each parameter in the vector. The basic
design strategy for such genetic and differential evolution algorithms is to determine
evolutionary operators that balance the algorithm’s ability to both effectively search
the solution space and converge to an optimal solution.

Genetic algorithms and differential evolution algorithms typically begin by ran-
domly selecting K(0) vectors, called candidate solutions or individuals, in the solution
space. This initial set of candidate solutions is called the initial population. A subset of
M(1) of these initial candidate solutions, or individuals, are selected as a function of
their fitness, or cost, when evaluated with respect to the optimization criterion.
Although many selection operators exist [12, 13], selection operators are typically
designed to select a subset of M(1) candidate solutions from the population in a
manner that should improve the overall fitness of the population. The candidate
solutions that survive the selection operator form the initial mating pool of M(1)

24



A Hybrid Genetic, Differential Evolution Optimigation Algorithm
DOI: http://dx.doi.org/10.5772 /intechopen.106204

individuals where 1 <M(1) <K(0). Candidate solutions from the mating pool are then
selected for recombination and mutation. Recombination operators create new candi-
date solutions by combining vector elements from two or more of the candidate
solutions from the mating pool. Mutation operators in genetic algorithms create new
candidate solutions by altering elements of candidate solution vectors. In differential
evolution, mutation operators create new candidate solutions by using vector opera-
tions, such as addition and scaling, on two or more of the candidate solutions from the
mating pool. Regardless of the algorithm, the new candidate solutions created by
recombination and mutation are added to the mating pool to create a new population
of K(1) candidate solutions. This process of selection, recombination and mutation
forms one generation, or iteration, of a genetic or differential evolution algorithm.
This process iterates until a convergence criteria is met and an optimal solution is
determined. A generic genetic algorithm or differential evolution algorithm can be
summarized as follows:

Initialize population {K(0) candidate solutions)}

n«—0

repeat
n—n-+1
Select M(n) candidate solutions using a selection operator
Generate new candidate solutions using a mutation operator
Generate new candidate solutions using a recombination operator
Add the new K(n) — M(n) candidate solutions to the mating pool
until convergence condition is met

where 7 is the algorithm’s iteration number.

Genetic operators such as recombination and mutation generate a combination of
new candidate solutions that can be either similar or diverse from the candidate
solutions in the mating pool. Controlling the ratio of the diversity and similarity of
new candidate solutions added to a population each generation is a fundamental
design parameter of any search algorithm [14]. Creating diversity, or exploration, is
the process of generating candidate solutions that lie in previously unevaluated
regions of the search space. Creating similarity, or exploitation, on the other hand, is
the process of generating candidate solutions within a neighborhood of previously
visited points so as to converge to an optimal point in the neighborhood. Exploration
and exploitation are typically conflicting processes of a search algorithm because a
lack of diversity can result in a population converging to a local minima or maxima
and a lack of similarity can impede convergence. Therefore, every search algorithm
needs to design an effective ratio of exploration and exploitation of a search space. In
general, an optimal ratio of diversity and similarity is not only dependent on the
search algorithm but also the cost, or objective, function. For example, determining
the optimal solution of a unimodal objective function typically requires less explora-
tion than determining an optimal solution of a multi-modal objective function that
typically requires more exploration. Also, different generations, or iterations, of a
search algorithm typically have a different optimal ratios of exploration and exploita-
tion. For example, a search algorithm’s early generations require more exploration
than exploitation until the neighborhood of the optimal solution is found. After the
neighborhood of the optimal solution is found, a search algorithm’s generations
require more exploitation and less exploration. Therefore, the goal of any search
algorithm is to design a ratio of adding diverse new candidate solutions and similar
new candidate solutions to each generation so that the algorithm can effectively
determine optimal solutions for different types of objective functions.
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Genetic algorithms and differential evolution algorithms typically use three oper-
ators, selection, mutation and recombination, for controlling the ratio of adding
diverse and similar new candidate solutions to their populations. Selection operators
control the ratio of exploration and exploitation by varying the selection process. A
selection operator that is designed to select the most fit candidate solutions, the
candidate solutions with the best costs when evaluated with respect to the optimiza-
tion criterion, biases the selection process away from exploration and towards exploi-
tation. A selection operator that is designed to select the least fit candidate solutions
biases the selection process away from exploitation and towards exploration.

Mutation operators for a typical genetic algorithm or differential evolution algo-
rithm randomly modify individuals from the mating pool to increase the diversity of a
population. As a result, a typical mutation operator increases the exploration of
unevaluated regions of the search space. However, some mutation operators only
slightly alter individuals from the mating pool. In such cases, these types of mutation
operators can be classified as an exploitation operator because most of the mutated
individual is preserved and the mutated individual still remains in the neighborhood
of the parent candidate solution. A recombination operator for a typical genetic
algorithm or differential evolution algorithm combines two or more parent individ-
uals, or candidate solutions, from the mating pool to generate a new and possibly more
fit candidate solution. As a result, a typical recombination operator generates new
candidate solutions within a neighborhood of the parent candidate solutions. From
this perspective, a recombination operator increases exploitation and improves the
convergence of the algorithm. However, when recombination uses a mutated candi-
date solution, recombination can create a new candidate solution in a previously
unevaluated region of the search space. In such cases, recombination operators can
improve exploration of the search space. In most cases, mutation operators improve a
population’s diversity and recombination operators improve an algorithm’s conver-
gence rate; however, in practice, the combination of selection, mutation and recom-
bination determines the ratio of exploration and exploitation in both genetic
algorithms and differential evolution algorithms.

3. A hybrid genetic, differential evolution algorithm

This hybrid genetic, differential evolution algorithm determines a best solution
with respect to an optimization criterion that has a solution space which is the subset
of an N dimensional hyper-rectangular solution space although the algorithm can be
adapted for other types of N dimensional spaces. The algorithm generates an initial
population of K(0) candidate solutions by randomly selecting K(0) candidate solu-
tions within the solution space. Each candidate solution in the initial population is
evaluated by an optimization criterion and ranked. Except for the top ranked candi-
date solution that is assured selection, a subset of these candidate solutions are ran-
domly selected as a function of their rank. The surviving M(1) candidate solutions
solutions from the initial mating pool, where 1 <M(1) <K(0), are randomly selected
and employed in creating new candidate solutions using a differential evolution oper-
ator to improve convergence, a differential evolution operator to improve diversity
and a crossover operator that improves both convergence and diversity. To ensure
that the new candidate solutions lie in the solution space, one of two methods is used
to move any unfeasible candidate solutions into the solution space. All the new
candidate solutions are then added to the mating pool and candidate solutions from
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this set are randomly selected for Taguchi crossover, a type of recombination opera-
tor. After Taguchi crossover, the population should have an average of approximately
K(0) candidate solutions. After the Taguchi crossover operation, each candidate in the
population is evaluated, ranked, and randomly selected for the next iteration. The
algorithm can be summarized as follows:
Initialize population {K(0) candidate solutions)}
n+—0
repeat
n—n-+1
Ranking and stochastic selection {M(n) candidate solutions}
Differential evolution operator to improve convergence
Differential evolution mutation operator to improve diversity
Recombination operator to improve convergence and diversity
Ensure new solutions are in the solution space
Taguchi crossover {K(n) candidate solutions}
until convergence condition is met
where 7 is the algorithm’s iteration number.

3.1 Population initialization

To generate the initial population of K(0) candidate solutions, candidate solutions
are randomly selected so that the population is uniformly distributed over the solution
space. For a hyper-rectangular solution space, an initial population of candidate
solutions can be generated in Matlab using

G(0) = kron(X,, ones(1, K(0)))

+diag(X;) * (rand(N, K(0)) — 0.5); )

where G(0) is a matrix containing the K(0) initial candidate solutions, X, is a vector
containing the solution space’s center in rectangular coordinates, X; is a vector
containing the solution space’s size for each dimension in rectangular coordinates, and
N is the solution space’s dimension. For example, for a two dimensional (N = 2) hyper-
rectangular solution space of [0 —1]" <x<[6 1], X, =[3 0] andX, =[6 2].

This selection of initial candidate solutions can be adapted for other types of N
dimensional spaces. For example, the initial population of K(0) candidate solutions for
a hyper-ellipsoid solution space can be generated in Matlab using

G(1:2:N, :) =kron(X,, ones(1, K)).*rand(ceil(N/2), K);

G(2:2:N, :) =2"pi*rand(floor(N/2), K); @

where X, is a vector containing the the hyper-elliptical solution space’s radii, the
terms, G(1:2: N, :), represent the magnitudes of each candidate solution and the
terms, G(2:2: N, :), represent their respective phases. If the solution space is not

centered at the origin, then candidate solutions of the form [# 6]" and centered at
[0 0]" canbemovedto[R ©]" and centered at [y y]" using the transformations,

R=\/r?+7r]+2rrgcos (0 —7)

rsin (6) 4 7o sin (y) ®
rcos (8) + 7o cos (7’)) '

® = arctan (
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If appropriate, these initial candidate solutions could be converted to rectangular
coordinates using

xr =Rcos® and xj, = Rsin®. (4)

3.2 Ranking and stochastic selection

This algorithm uses an elitist, linear ranking, random selection method. Because
the selection operator is elitist, the fittest individual, or the candidate solution vector
with the best optimization criterion cost, is guaranteed to survive the selection pro-
cess. Elitist selection algorithms can increase an algorithm’s exploitation and therefore
increase the algorithm’s ability to converge, especially when steady-state
misadjustment is significant [15]. Linear ranking selection methods evaluate each
candidate solution by the cost function and rank the candidate solutions according to
their costs [16, 17]. Starting with the candidate solution with the best cost, each
candidate solution is assigned a selection probability in linearly decreasing increments
so that all candidate solutions have a nonzero probability of selection. This method of
selection allows diverse candidate solutions that might contain useful vector elements
but have a poor cost to survive the selection process. This can improve an algorithm’s
exploration and prevent the algorithm from converging in a local minima or maxima.

The selection operator is the first operation performed for each generation, or
iteration of the algorithm. At the start of the algorithm’s nth iteration, the selection
operator evaluates the K(n) candidate solutions, x; (%), with respect to the cost
function, /, and ranks the candidate solutions according to their cost. For a minimiza-
tion problem, the ranked candidate solutions are sorted from highest cost to lowest
cost and are assigned consecutive integers from 1 to K(#) so that x;(n) is candidate
solution with the highest, or worst, cost and x(,) (%) is assigned to the candidate
solution with the lowest, or best, cost. After ranking, each candidate solution is
assigned a selection probability, P(x(#)), so that

k
P(xc(n)) = Y _ Ap, ©)
m=1
where
1 _ .om—1
Apm:m[’? + " =n )K(n)i—l}’ (6)

n' is a constant, and 7~ is a constant that is selected so P(x1(n)) = n~ /K(n) which
is the selection probability of the worst candidate solution [16, 17].

Because this algorithm uses an elitist selection method, the best candidate solution
is assured survival during the selection process which implies that

P(XK(W) (ﬂ)) =1. (7)
Substituting Eq. (6) into Eq. (5), and the resulting equation into Eq. (7),

K(n) m—1

mz::lm {’7_ + (" - ’1_)[—<(n) —| =1 (8)
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Solving Eq. (8), an elitist selection method requires that
n=2-n 9)
where 0 <y~ <™.

The set of surviving candidate solutions are referred to as the mating pool. After
this selection method, the mating pool’s mean size is

=~

(n
EM(n)] = » P(xi(n)) =
1

=

2+t

(K (n) +1) (10)

=
I

where E is the expectation operator and M(#n) is the number candidate solutions in
the mating pool after selection during the #th iteration. Because this algorithm uses an
elitist selection method, Eq. (10) can be simplified by substituting Eq. (9) into
Eq. (10) which results in

EM(n)] = 2 +6’7_ (K(n) +1) (11)

which is the expected number of candidate solutions that survive this elitist linear
ranking selection process during the nth iteration. Ref. [17] shows that setting #~~0.9
often provides an adequate balance between selective pressure which allows for
exploitation of the objective function and population diversity which allows for
exploration of the objective function.

3.3 Differential evolution operator to improve convergence

Differential evolution algorithms generate new candidate solutions by adding a
weighted difference between two randomly selected candidate solutions to a third
randomly selected candidate solution. For this algorithm, the differential evolution
operator to improve convergence generates a new candidate solution, v, using

v = %;,(n) + R % (n) — x;(n)] (12)

where x;,(n) is the candidate solution randomly selected for differential
evolution, x,,(n) and x;(n) are two randomly selected candidate solutions from the
mating pool, and R is a uniformly distributed random number from the interval
[0,1]. The two candidate solutions, X,,(n) and x;j(n), should be distinct and chosen
so that x,,(n) # xj(n); however, this can become difficult when the algorithm is
converging.

Because this algorithm is an elitist algorithm, the best candidate solution, Xk (%),
is always selected for this differential evolution operator. The other candidate solu-
tions are selected randomly for differential evolution with a probability of Ppg; (7).
Because R in Eq. (12) is a uniformly distributed random number from the interval
[0,1], the value R attenuates the difference between the two randomly selected
candidate solutions. When this attenuated difference is added to the candidate
solution selected for differential evolution, it creates a new candidate solution within a
neighborhood of the candidate solution selected for differential evolution. As a result,
this differential evolution operator improves the algorithm’s ability converge to an
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A J(x1,xy) = constant

/

A=x,(n)- X; (n)

> X

Figure 1.

A plot showing an example of the differential evolution operator that improves convergence for a two dimensional
cost function, J. The plot shows the contour lines of the cost function and the candidate solution vectors involved in
the differential evolution operation.

optimal point in the neighborhood. Figure 1 shows a plot of the contours of a two
dimensional cost function, J, and three candidate solutions selected for differential
evolution. The figure illustrates how this differential evolution operator creates
candidate solutions within a neighborhood of the candidate solution, x (%), selected
for differential evolution.

On average, this operator creates

(M(n) — 1)Pp1(n) +1 (13)

new candidate solutions.

3.4 Differential evolution mutation operator to improve diversity

Because differential evolution algorithms generate new candidate solutions by adding
a weighted difference between two randomly selected candidate solutions to a third
randomly selected candidate solution, the differential evolution operator creates new
candidate solution vectors that contain elements that are different from the candidate
solutions that formed the new solution vector. As a result, the differential evolution
operator is often referred to as a mutation operator whether the operator creates
similarity or diversity. In this chapter, the differential evolution operator that
increases diversity is referred to as the differential evolution mutation operator.

For this algorithm, the differential evolution mutation operator generates a new
candidate solution, v, using

v =x(n) + %diag(R)diag(XS) (X (1) — x;(n)] (14)

where x; (%) is the candidate solution randomly selected for differential evolution
mutation, x,,(n) and x;(n) are two randomly selected candidate solutions from the
mating pool, R is a vector whose elements are uniformly distributed random number
from the interval [0,1], and X, is a vector containing the solution space’s size for each
dimension in rectangular coordinates or the diameters of an elliptic solution space.
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Again, the randomly selected candidate solutions, x,, (%) and x;(n), should be distinct
and chosen so that x,,(n) # x;(n).

Because this algorithm is an elitist algorithm, the best candidate solution,
Xg(n)(n), is always selected for this differential evolution mutation operator. The
other candidate solutions are selected randomly for differential evolution with a
probability of Ppg(n). Because the term, %diag(R)diag(XS), in Eq. (14) is a
diagonal matrix with uniformly distributed random numbers from the interval
zero to % the size of each dimension of the solution space, the term,
1diag(R)diag(X,), typically increases each dimension of the difference between the
two randomly selected candidate solutions randomly. As the entire population
begins to converge and the differences between any two randomly selected can-
didate solutions begins to decrease, the term, $diag(R)diag(X;), increases these
small differences and these increased differences are added to the candidate solu-
tions selected for differential Evolution. Therefore, the new candidate solutions
typically lie outside the neighborhood of the candidate solutions selected for
differential evolution. As a result, this differential evolution operator improves the
algorithm’s diversity until the entire population begins to converge within very
small differences.

The mean number of mutant solutions created by this process is

(M(n) — 1)PDE2(V!) +1. (15)

3.5 A recombination operator to improve convergence and diversity

Taguchi crossover can greatly increase convergence rates [11, 18]. As a result,
when the differential evolution operators discussed earlier are combined with Taguchi
crossover, this algorithm can converge too quickly. To prevent this algorithm from
converging too quickly into a local minima or maxima, a recombination operator that
creates a pair of new candidates is added to this algorithm. To improve convergence,
this recombination operator generates a new candidate solution, v, by averaging the
selected candidate solution, x; (), with another randomly selected candidate solution,
Xn(n), from the mating pool so that

v = [x:(n) + % (n)]/2. (16)

To improve diversity, this recombination operator generates the another candidate
solution by circularly shifting the elements of the newly formed candidate solution, v,
by a uniformly distributed integer and then randomly changing the signs of the
elements. In Matlab, this new vector, w, can be created by

w = sign(randi(2, N, 1) — 1.5). " circshift (v, randi(N)). (17)

Because this algorithm is an elitist algorithm, the best candidate solution, xi,)(n),
is always selected for this recombination operator. The other candidate solutions are
selected randomly with a probability of P,,.(n). On average, this operator creates

(M(n) —1)2P,,(n) +2 (18)
new candidate solutions.
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3.6 Solution space

A candidate solution is considered infeasible if it does not lie within the solution
space. If a new candidate solution is infeasible, that solution is made feasible by one of
two methods. If a convergence operator, such as the differential evolution for con-
vergence or the recombination operator for convergence, creates an infeasible candi-
date solution, the infeasible solution vector is moved to the nearest edge of the
solution space by changing the vector’ elements that lie outside solution space to the
nearest edge of the solution space. This method attempts to generate feasible solutions
within the neighborhood of the original infeasible solution so that the intent of the
convergence operator that created the infeasible solution is maintained.

If a diversity operator, such as the differential evolution mutation for diversity
operator or the recombination operator for diversity, creates an infeasible solution,
the infeasible solution vector is moved into the solution space by performing a spa-
tially circular shift of the infeasible solution vector’s elements. For example, if an
infeasible solution, v, is created by a diversity operator in a hyper-rectangular solution
space, the infeasible solution vector is moved into the solution space using

v = mod[v — (X, — 0.5X,), X,)] + (X, — 0.5X,) (19)

where X, is a vector containing the center of the solution space in rectangular
coordinates, and X, is a vector containing the size of each dimension of the solution
space in rectangular coordinates. Similarly, if an infeasible solution, v, is created by a
diversity operator in an elliptical solution space centered at the origin, the infeasible
solution vector, v, expressed in polar coordinates, ré?, is moved into the solution
space using

Ve = 1em (Ve Temax ) 20)
O =60, +n

where rem is the remainder function, 7, is a radius that places the candidate
solution outside of the solution space, 7 max is the maximum value of 7, that keeps the
candidate solution inside the solution space and 6 is the angle associated with the
radius, 7. This method attempts to generate feasible solutions away from the neigh-
borhood of the original infeasible solution so that the intent of the diversity operator
that created the infeasible solution is maintained.

3.7 Taguchi crossover

A crossover operator is a recombination operator that combines the elements from
two or more parent candidate solutions to generate a new offspring candidate solu-
tion. Taguchi crossover generates new candidate solutions by intelligently selecting
elements from the two or more parent solutions vectors [11]. Taguchi crossover is a
simple design of experiments method that creates a near optimal candidate solution
from the parent candidate solutions. Consequently, Taguchi crossover can greatly
increase an algorithm’s rate of convergence [11, 18].

Before selecting candidate solutions for Taguchi crossover, all new candidate solu-
tions created by the other operators are added to the mating pool. The mean number
of candidate solutions in the mating pool at this stage can be obtained by summing
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Eq. (14), Eq. (15) and Eq. (18) which implies that the mean number of candidate
solutions in the mating pool at this stage is

M(n) + (M(n) — 1)Ps(n) + 4 (21)

where P3(1’l) = PDEl(n) + Pl)Ez(n) -+ 2PCV(1’[).

Because this is an elitist algorithm, the best candidate solution is always selected
for Taguchi crossover. The other candidate solutions from the mating pool are selected
randomly for Taguchi crossover with a probability of Pr.. For two level Taguchi
crossover, crossover involving two parent solutions, one other candidate solution is
selected randomly from the mating pool. For three level Taguchi crossover, crossover
involving three parent solutions, two other candidate solutions are selected randomly
from the mating pool.

On average, the Taguchi crossover operator creates

[(M(n) —1)(1+ P3(n)) + 4]Pr. +1 (22)
new candidate solutions.
3.8 Managing population size

Because the selection operator, the differential evolution operators, the recombi-
nation operators and Taguchi crossover operator generate a random number of new
candidate solutions, the population size and mating pool size vary each generation, or
iteration of the algorithm. After the Taguchi crossover operator, the average number,
E[K(n)], of the candidate solutions can be calculated by adding Eq. (21) and Eq. (22)
which results in

E[K(n)] = [(M(n) — 1)(1+ P3(n)) + 4](1 + Pr;) + 2. (23)

To maintain the population’s size, K(n), at the population’s initial size, K(0), the
probabilities of at least one of the operators must vary so that

E[K(n)] = K(0). (24)
Substituting Eq. (23) into Eq. (24) and solving for P3(n),

K(0) — 6 — 4P,

P30 = G ) - 1)

-1 (25)

where Pr, is assumed to be fixed and P3(n) varies. In this algorithm, the require-
ment in Eq. (25) is met by fixing Ppg1(n) and Ppg; (%), and letting

Pﬂ(n) = [P3(7l) — PDEl(n) — PDEz(n)]/2. (26)

4. Optimization test function results

To evaluate this algorithm’s ability to solve optimization problems, the algorithm
was applied to 13 commonly used global numerical optimization test functions.

Table 1 lists these 13 cost functions, J;(x) through J;5(x), where x =
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Function Solution space x;, € [», *]
Ja(x) = Y x? [-5.12, 5.12]
Ja(x) = Yl [~5.12,5.12]
J3(x) = Sy (e — 5k)] [-500, 500]
Jax) =N _ S x2 [-65.536, 65.536]
Js(x) = Sy ba* 1,1

Jo(x) = 10N + 33, [x7 — 10 cos (27x)] [-5.12, 5.12)
J(x) = 418.9828872724338N — >0 x; sin (v/Jx]) [~500, 500]
Ja(x) = 1+ X gk — [y cos [ %] [~600, 600]
Jo(x) = YN [1oo(x,§ — )+ (o — 1)2] [5, 10]

Jro(X) = 39.16616570377142N + S, (xf — 1632 + 5x;) (-5, 5]

Ju(%) = 20 + ¢ — 20 OVALA _ oY, con(ams) [32.768, 32.768]

Jia(x) = 100(x; = x3)” + [6.4(x2 — 05)" —x; - 0.6}Z =5, 3]

J13(%) = 959.640662720851 — x4 sin (\/ ber — 27 — 47|) [-512, 512]

—(x2 + 47) sin ( ‘% +x, + 47‘)

Table 1.
Optimization test functions and their solution spaces.

[x1 X2 .. XN ]T, and their solution spaces. These functions include a spherical,
three hyper-ellipsoid, the sum of different powers, Rastrigin’s, Schwefel’s, Griewanks,
Rosenbrock’s valley, Styblinski-Tang, Ackley’s Path, Price-Rosenbrock, and
Eggholder’s functions. The first 11 functions, /;(x) through J;;(x), are
multidimensional functions and are tested for two dimensions (IN = 2) and 35 dimen-
sions (IV = 35). Functions J;,(x) and J;3(x) are two dimensional functions and were
only tested for N = 2. For all 13 functions, J,,;, = 0 where J ., is the global minimum
value of the cost function. Figure 2 shows a plot of the two dimensional Schwefel
function and Figure 3 shows a plot of the two dimensional Eggholder function.

For all functions and dimensions, the initial population, K(0), was set to 50, ~ =
0.9, Ppgi1(n) = 0.16, Ppga(n) = 0.2, Pr.(n) = 0.22 and P,,(n) was set each iteration
according to Eq. (18). The algorithm was applied 1000 times to each function, and the
algorithm was assumed to converge when a solution, X,,;, was determined so that
J (%Xopt) <J;os Where J,,; for each function is listed in Table 2. Table 2 lists the mean and
standard deviation of the number of iterations that the algorithm required to converge
for two level (L = 2) and three level (L = 3) Taguchi crossover for each function.
Table 2 also lists the means and standard deviations of the number of cost function
evaluations that the algorithm required to converge for two level (L = 2) and three
level (L = 3) Taguchi crossover for each function.

The number of cost function evaluations that the algorithm required to converge
can also be calculated as a function of the algorithm’s average population size, average
mating pool size and operator probabilities. For example, 2-D functions require four
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Schwefel's Function

Figure 2.
A plot of the two dimensional Schwefel’s function.

Eggholder's Function

Figure 3.
A plot of the two dimensional Eggholder’s function.
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Cost Fn Jool N=2 N=2 N=35 N=35
Mean Iter Mean J Evals Mean Iter Mean J Evals
St Dev Iter St Dev Evals St Dev Iter St Dev Evals.

L=2 L=3 L=2 L=3 L=2 L=3 L=2 L=3

J1(x) 107300 43 30 3950 4250 130 105 58,000 90,300
2 17 2000 2400 4 3 2600 4200
J>(%) 107300 45 31 4150 4300 137 110 61,000 94,400
22 17 2050 2400 4 3 2500 4300
J5(x) 108 44 39 4000 5450 1170 975 5.3¢5 8.3¢5
15 20 1350 2800 1540 1650 7.0e5 1.4¢6
J4(x) 10300 68 71 6200 9950 6917 2990 3.1¢6 2.5¢6
34 33 3150 4700 1520 765 6.9¢5 6.6¢5
J5(x) 107300 42 33 3800 4700 922 343 4.1e5 2.9¢5
17 15 1600 2200 108 47 48,550 40,200
Jo(x) 107300 31 24 2800 3300 84 65 37,500 55,400
12 10 1150 1450 4 3 2420 3450
J5(%) 1071 40 33 3650 4500 155 100 69350 86,350
6 5 550 650 12 7 6200 6600
Js(x) 107390 39 35 3550 4900 90 77 40,300 65,700
19 18 1750 2600 4 4 2500 4650
Jo(x) 10710 65 67 5950 9500 14,325 5776 6.5¢6 4.9¢6
82 88 7500 12,500 6920 4804 3.1¢6 4.1¢6
J10(x) 1071 31 26 2850 3650 105 70 47,000 60,000
3 3 300 450 6 3 2650 3250
Ju(x) 1075 40 28 3700 3900 110 72 49,600 61,400
2 16 2050 2250 17 16 7400 14,200
Jn(x) 1072 19 18 1750 2550 NA NA NA NA
24 19 2200 2700 NA NA NA NA
J13(%) 1071 869 881 7.9¢4 1.2¢5 NA NA NA NA
1068 1162 9.7¢4 1.6¢5 NA NA NA NA
Table 2.

Results for the optimization of the 2-D and 35-D test functions where K(o) = 50, = = 0.9, Ppg; = 0.16,
Ppg, = 0.2 and Pr, = 0.22 for two level (L = 2) and three level (L = 3) Taguchi crossover. Results are averages
over 1000 runs.

cost function evaluations for two level Taguchi crossover and nine cost function
evaluations for three level Taguchi crossover. Therefore, the average number of cost
function evaluations per algorithm iteration is

K+4+4Pr.[(M—1)(1+Ps) + 4] (27)

for two level Taguchi crossover and
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K+9+ 9P [(M—1)(1+Ps) + 4] (28)

for three level Taguchi crossover where K is the average population size, M is the
average mating pool size after selection and P; is the average of P3(n).

Similarly, for the 35-D functions, two level Taguchi crossover requires 40 cost
function evaluations, and three level Taguchi crossover requires 81 cost function
evaluations. Therefore, the average number of cost function evaluations per algorithm
iteration is

K + 40 + 40P [ (M — 1) (1 + P3) + 4] (29)
for two level Taguchi crossover and
K+ 81+ 81Pr [ (M — 1) (1+ P3) + 4] (30)

for three level Taguchi crossover.

Although no algorithm can solve all types of optimization problems [8, 9], the data
in Table 2 shows that the algorithm converged below the specified J ,,;, for 100% of
the 1000 runs for all the test functions. The data in Table 2 also shows that this
algorithm requires significantly more iterations to converge for Eggholder’s function,
J13> and for Rosenbrock’s valley, Jo when N = 35 which implies that the algorithm has
not been optimized for all types of cost functions. The data also shows that although
the three level Taguchi crossover algorithm typically converges using few iterations
than the two level Taguchi crossover algorithm, the two level Taguchi crossover
algorithm typically requires fewer cost function evaluations than the three level
Taguchi crossover algorithm.

5. Summary and conclusions

This chapter presents a hybrid genetic, differential evolution algorithm that
represents the set of parameters being optimized in a vector. The algorithm uses an
elitist, ranking, random selection method to generate a mating pool. Candidate solu-
tions from the mating pool are randomly selected for two differential evolution oper-
ators, and two recombination operators. The new candidate solutions generated by
these operators are added to the mating pool. Candidate solutions from this expanded
mating pool are selected randomly for Taguchi crossover.

To evaluate this algorithm’s ability to solve optimization problems, the
algorithm was applied to 13 commonly used global numerical optimization test
functions, including a spherical, three hyper-ellipsoid, the sum of different
powers, Rastrigin’s, Schwefel’s, Griewank’s, Rosenbrock’s valley, Styblinski-Tang,
Ackley’s Path, Price-Rosenbrock, and Eggholder’s functions. The algorithm was
evaluated using two and three level Taguchi crossover. For both two and three
level Taguchi crossover, the algorithm converged below the specified J ,;, for
100% of the 1000 runs for all the test functions. Although the three level Taguchi
crossover algorithm typically converged using fewer iterations than the two level
Taguchi crossover algorithm, the two level Taguchi crossover algorithm typically
required fewer cost function evaluations than the three level Taguchi crossover
algorithm.
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Although this algorithm required significantly more iterations to converge for
Eggholder’s function and for 35-D Rosenbrock’s valley function, ref. [19] shows that
this algorithm has been successfully used to design digital infinite impulse response
(IIR) filters with arbitrary magnitude responses. As a result, it can be expected that
the simple optimization algorithm described in this chapter can be used successfully
for similar engineering optimization applications.
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Chapter 3

A Big Data Analytics Architecture
Framework for the Production and
International Trade of Oilseeds
and Textiles in Sub-Saharan Africa

(SSA)

Gabriel Kabanda

Abstract

Among the most revolutionary technologies are big data analytics, artificial intel-
ligence (AI) and robotics, machine learning (ML), cybersecurity, blockchain technol-
ogy, and cloud computing. The project was focused on how to create a Big Data
Analytics Architecture Framework to increase the production capability and global
trade for Sub-Saharan Africa’s oilseeds and textile industries (SSA). The infrastruc-
ture, e-commerce, and disruptive technologies in the oilseeds and textile industries, as
well as global e-commerce, all demand large investments. The pragmatic paradigm
served as the foundation for the research approach. This study employed a review of
the literature, document analysis, and focus groups. For the oilseeds and textile sectors
in SSA, a Big Data analytics architectural framework was created. The Hadoop plat-
form was created as a framework for big data analytics. The open-source Hadoop
platform offers the analytical tools and computing capacity needed to handle such
massive data volumes. It supports E-commerce and is based on the Hadoop platform,
which offers the analytical tools and computing power needed to handle such massive
data volumes. The low rate of return on investments made in breeding, seed produc-
tion, processing, and marketing limits the competitiveness of the oil crop or legume
seed markets.

Keywords: big data analytics, machine learning, Al, cybersecurity, E-commerce,
oilseeds, textile industry, Hadoop

1. Introduction

Massive amounts of data are produced in the Internet of Things (IoT) age from a
number of heterogeneous sources, such as mobile devices, sensors, and social media.
Among the most revolutionary technologies are big data analytics, artificial intelli-
gence (AI) and robotics, machine learning (ML), cybersecurity, blockchain
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Figure 1.
Big data characteristics.

technology, and cloud computing. The two basic features of machine learning are the
automatic analysis of large data sets and the creation of models for the broad relation-
ships between data (ML). Analyzing large amounts of data to find information—such
as hidden patterns, correlations, market trends, and customer preferences—that can
assist organizations in making strategic business decisions is known as big data ana-
lytics [1, 2]. Volume, value, variety, velocity, and veracity are the five characteristics
that define Big Data, as shown in Figure 1.

Legumes, shea butter, groundnuts, and soybeans are significant crops in Sub-
Saharan Africa (SSA) because they offer a range of advantages in terms of the economy,
society, and the environment. Sub-Saharan Africa contributes a relatively little amount
to global agricultural output despite having over 13% of the world’s population and
about 20% of its land area being used for agriculture, claims the [3]. The research paper
is purposed to develop a Big Data Analytics Architecture Framework for the Production
and International Trade of Oilseeds and Textiles in Sub-Saharan Africa (SSA).

1.1 Background

More over 950 million people live in Sub-Saharan Africa (SSA), accounting for
roughly 13% of the global population. Oilseed production in SSA is expected to increase
by 2.3 percent per year to 11 Mt. by 2025, accounting for barely 2% of global production.

Although expected increase in Southern Africa is more modest at 16 percent, the
base is significantly greater, and Southern Africa accounts for the largest proportion of
additional protein meal use in absolute volumes. Southern (1.4 percent per year) and
Eastern Africa (1.2 percent per year) are expected to grow at the quickest rates to
2025. Protein meal use is increasing across most of SSA as livestock industries
strengthen in the future years, with Western Africa (43 percent) and Eastern Africa
(43 percent) seeing the largest rise (32 percent). Oilseed production in SSA is
expected to increase by 2.3 percent per year to 11 Mt. by 2025, accounting for barely
2% of global production. Nonetheless, total imports into SSA are expected to grow at a
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2017/18 2018/19 2019/20 2020/21 2021/22
Production
Copra 5.78 5.82 5.7 5.59 5.86
Cottonseed 45.25 42.97 43.55 40.81 42.75
Palm Kernel 18.69 19.46 19.32 19.03 20.05
Peanut 47.15 46.71 48.14 50.25 50.29
Rapeseed 75.28 72.85 69.6 73.59 7118
Soybean 343.74 362.44 340.15 368.12 349.37
Sunflowerseed 48.01 50.66 54.2 49.25 57.38
TOTAL 583.9 600.91 580.65 606.64 596.87
Imports
Copra 0.13 0.2 0.15 0.08 0.08
Cottonseed 0.87 0.73 0.81 0.83 0.97
Palm Kernel 0.18 0.16 0.14 0.15 0.17
Peanut 3.08 3.53 4.34 431 4
Rapeseed 15.72 14.64 15.71 16.66 13.97
Soybean 154.11 146.02 165.12 165.47 154.46
Sunflowerseed 2.38 2.89 3.34 2.73 22
TOTAL 176.47 168.17 189.61 190.24 175.86
Exports
Copra 0.16 0.18 0.28 0.1 0.13
Cottonseed 0.89 0.84 0.88 0.96 1.16
Palm Kernel 0.16 0.07 0.08 0.06 0.05
Peanut 3.51 3.83 4.95 4.89 4.64
Rapeseed 16.53 14.62 15.92 17.98 13.84
Soybean 153.27 148.97 165.21 164.51 155.57
Sunflowerseed 2.75 3.24 3.66 291 2.59
TOTAL 177.28 171.75 190.97 191.41 177.97
Crush
Copra 5.67 5.83 5.56 5.52 571
Cottonseed 33.73 32.75 33.62 31.95 33.2
Palm Kernel 18.62 19.42 19.29 19.01 20.08
Peanut 18.15 18.05 19.24 19.86 20.1
Rapeseed 68.45 68.03 68.41 71.45 70.2
Soybean 295.44 298.61 312.31 315.08 313.68
Sunflowerseed 44.17 46.52 49.31 45.13 47.34
TOTAL 484.24 489.2 507.73 508 510.31
Ending Stocks
Copra 0.12 0.1 0.05 0.05 0.07
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2017/18 2018/19 2019/20 2020/21 2021/22
Cottonseed 1.96 1.82 1.61 1.41 1.42
Palm Kernel 0.23 0.26 0.24 0.25 0.23
Peanut 5.16 5.08 4.67 4.89 4.33
Rapeseed 8.14 9.93 7.81 5.96 4.27
Soybean 99.84 114.19 94.66 99.91 85.24
Sunflowerseed 2.79 2.57 2.92 2.56 7.61
TOTAL 118.24 133.95 111.96 115.02 103.16
Source: https://apps.fas.usda.gov/psdonline/circulars/oilseeds.pdf
Table 1.
Major oilseeds world supply and distribution (2017-2022) [million metric tons].
World Production of Oilseeds (2017-2022)
TOTAL
Sunflowerseed
Soybean
Rapeseed
Peanut
Palm Kernel :
Cottonseed
Copra |
0 100 200 300 400 500 600 700
m2021/22 m®2020/21 ®2019/20 m=2018/19 m2017/18

Figure 2.
World production of oilseeds (2017-2022).

3.7 percent annual rate, with Nigeria (4 percent per year), Sudan (5 percent per year),

Ethiopia (6 percent per year), and Kenya (3 percent per year) accounting for the

majority. Per capita consumption has grown at a rate of 2.1 percent per year, making it
one of the fastest growing commodities in the region during the last decade. Over the

next decade, Sub-Saharan Africa’s net food imports are expected to rise, however
productivity-boosting investments could counteract this trend. Despite the fact that

agricultural productivity has increased significantly over the last decade, SSA remains

the world’s most food insecure region, with inconsistent progress toward hunger

eradication. The world oilseeds supply and distribution in million metric tons for the
period 2017 to 2022 is shown on Table 1.

The world production of oilseeds for the period 2017-2022 is shown on

Figure 2.

The world oilseeds crush distribution for the period 2017-2022 is shown on

Figure 3.

The focus of the researchers was on how to use and implement Big Data to
improve production for both oilseeds and textile production and international trade

for Sub-Saharan Africa (SSA).

The top 15 textile exporters in Sub-Saharan Africa (SSA) are shown on Table 2

below and illustrated on Figure 4.
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World Oilseeds Crush (2017-2022)
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Figure 3.
World oilseeds crust distribution (2017-2022).
1995 2000 2005 2010 2015 2016
Lesotho 146365.92  408337.98  293625.99  310412.35  304867.13
Kenya 40557.59 46921.64 286480.04  212267.49  381118.11 352218.08
Mauritius 201,844 259,609 175787.13 127105.49  221933.63  203340.45
Madagascar 7475.2 115429.39 293757.75 58139.23 54429.66 108345.99
South Africa 164868.09 187000.1 107985.72 23786.08 26942.7 25108.16
Swaziland 33407.42  168769.77 97887.4 2807.2 1067.87
Tanzania 6084.74 253.87 4437.83 2159.59 27999.56 37883.39
Botswana 9028.59 31459.14 12209.52 8685.86 4981.05
Ethiopia(excl. Eritrea) 971.4 30.98 3829.68 7113.17 18799.72 34457.11
Namibia 196.09 56050.93 47.06 230 122.43
Malawi 2509.89 7653.83 24018.24 10728.07 6437.02 1603.53
Zimbabwe 15484.16 21574.02 3086.21 87.37 130.48 99.08
Ghana 3216.37 718.84 5749.01 1071.03 9620.28 6631.52
Cameroon 2769.28 407.24 749.97 1003.44 342.41
Uganda 5.07 5143.94 461.64 73.47 78.62

Source: World Bank.

Table 2.
Top 15 SSA exporters of textiles and clothing to US (US$‘000).

Many textile and apparel inputs now produced in SSA nations can be made more
competitive by new or increased investment or other methods, especially as output of
these inputs is restricted and diminishing in many cases. New or expanded invest-
ment, as well as other initiatives, could help the industry maintain or expand present
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Figure 4.
The top 15 SSA exporters of textiles and clothing to US (US$‘000).

production and export levels of these inputs, as well as extend the possibility for new
product development.

This paper aims to develop a Big Data Architecture framework for oilseeds and
textile industry production and international trade for SSA.

1.2 Statement of the problem

Organizations struggle to manage and track the growth of both new and old open-
source big-data solutions, which are continually expanding. The considerable volume
of data produced by a wide range of sources, including as information services,
Internet of Things (IoT) devices, social media, and mobile devices, is not only too
large but also moves too quickly and is too complex to be handled and stored by
conventional techniques. The sector is driven by the data’s exponential growth, which
also draws researchers to create new models and scalable methods for handling big
data. A well-known open-source framework for big-data analytics, Apache Hadoop is
made to integrate with a number of other open-source technologies to allow for the
storing and processing of large amounts of data using commodity hardware clusters. A
distributed file system, cluster administration, storage, distributed processing, pro-
gramming, data analysis, data governance, and data pre-processing tools are all
included in the Hadoop Stack. The production and global commerce of oilseeds and
the textile industries should take this into account.
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The African Growth and Opportunity Act (AGOA), a non-reciprocal trade prefer-
ence program, was established by the US Congress in 2000 to assist developing SSA
nations in improving their economies through increased exports to the US. Notably,
the “third-country fabric clause” in AGOA permits US clothing imports from specific
SSA nations to qualify for duty-free treatment even if the clothing products use yarns
and fabrics manufactured by non-AGOA members, such as China, South Korea, and
Taiwan. Furthermore, AGOA trade preferences offer much bigger duty savings for
manmade-fiber products, which are subject to higher U.S. tariffs, even though SSA
nations generate largely cotton-based textile and garment inputs due to a plentiful
availability of local cotton. Cotton yarn, cotton knit fabric, denim fabric, and to a
lesser extent cotton woven shirting fabric appear to have the most potential for
competitive production in SSA countries, either for direct export to or use in down-
stream apparel production for export to the United States, the EU, and similar mar-
kets. However, because the manmade-fiber textile and apparel sectors are
underdeveloped in most SSA countries, it is not possible to produce these products. All
of these products may be competitive in some local and regional markets because
numerous SSA industry sources reported producing textile and garment inputs for
both regional consumption and export beyond the region.

1.3 Research aim

This paper aims to develop a Big Data Architecture framework for oilseeds and
textile industry production and international trade for SSA.

1.4 Research objectives
The objectives of the research include the following:

1.To identify areas of Big Data applications that can help the oilseeds and textile
industries in SSA increase their production and worldwide commerce.

2.To develop a Big Data Analytics architecture framework for usage by
organizations in the oilseeds and textile production industry, as well as
international trade in SSA.

3.To determine the competitive challenges facing Sub-Saharan Africa (SSA) in the
production of oilseeds and textile industry.

4.To evaluate yield production capacity and competitive variables across SSA for
both oilseeds and textile industry.

1.5 Research questions

1.What are some Big Data applications that can help SSA boost its oilseed and
textile output and international trade?

2.How do you create a Big Data Analytics architecture framework to assist and
improve oilseed, textile, and international trade production?
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3. What are the competitive issues in the oilseed and textile industries in Sub-
Saharan Africa?

4.What has been the state of production capacity and competitive factors in the
oilseeds and textile industries across SSA?

2. Critical context
2.1 Literature review

Big Data (Data Intensive) Technologies aim to process (1) highvolume,
highvelocity, high-variety data (sets/assets) to extract intended data value and ensure
high-veracity of original data and obtained information; this calls for cost-effective,
innovative forms of data and information processing (analytics) for improved insight,
decision-making, and process control; all of these call for (should be supported by)
new data models (supporting all data states and stages during the whole data lifecyle)
and infrastructure services and tools. Generally, the term “big data” refers to the
rapidly expanding volume and velocity of data sets that are being accessible and
connected. According to studies, big data may generally be defined using the four (4)
V’s of big data. The five properties of volume, value, diversity, velocity, and veracity
are frequently used to describe big data, which is a collection of data from various
sources. Big data analytics, which some academics define as the capacity to compile
and analyze those fine-grained data sets, is already altering how insurers see sizable
client bases, manage risks, and meet the diverse needs of their clients. Kabanda [4]
defines big data analytics as the straightforward application of analytics approaches to
significant data sets. The five properties of volume, value, diversity, velocity, and
veracity are frequently used to describe big data, which is a collection of data from
various sources. Many significant businesses employ software for machine learning,
artificial intelligence, data mining, cybersecurity, and other big data. Big data analyt-
ics, which some academics define as the capacity to compile and analyze those fine-
grained data sets, is already altering how insurers see sizable client bases, manage
risks, and meet the diverse needs of their clients. OECD-FAO [4] defines big data
analytics as the straightforward application of analytics approaches to significant
data sets.

The types of analytics applicable in the oilseeds and textile industries are shown on
Figure 5 and are briefly explained below:

a. Descriptive analytics - Descriptive analytics aims at describing and analyzing
historical data collected on students, teaching, research, policies and other
administrative processes. The goal is to identify patterns from samples to report
on current trends.

b. Predictive analytics - Predictive analytics can provide organizations with
better decisions and actionable insights based on data. Predictive analytics aims
at estimating likelihood of future events by looking into trends and identifying
associations about related issues and identifying any risks or opportunities
in the future. Predictive analytics could reveal hidden relationships in
data that might not be apparent with descriptive models, such as
demographics, etc.
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Figure 5.
Types of analytics.

c. Prescriptive analytics - Prescriptive analytics helps organizations assess their
current situation and make informed choices on alternative course of events based
on valid and consistent predictions. It combines analytical outcomes from both
descriptive and predictive models to look at assessing and determining new ways
to operate to achieve desirable outcomes while balancing constraints indicated
that prescriptive analytics enables decision makers to look into the future of their
mission critical processes and see the opportunities as well as presents the best
course of action to take advantage of that foresight in a timely manner.

Machine learning is a method for instructing computers to learn (ML). Big data
analytics is known to be automated using machine learning, which also creates models
of the fundamental relationships in the data. The way we teach, learn, and study in the
educational setting could be completely changed by machine learning (ML). Locali-
zation, transcription, text-to-speech, and personalisation are just a few of the ways
that machine learning is expanding the reach and impact of online learning content
[5]. Data mining can be handled through machine learning. According to Truong [6],
there are three types of ML:

I.Supervised learning: where training examples are given to the methods in the
form of inputs labeled with corresponding outputs;

I1.Unsupervised learning: where unlabeled inputs are given to the methods;

III.Reinforcement learning: where data used is in the form of sequences of actions,
observations, and rewards.

Machine Learning essentially includes programming analytical model construction
and is a technique of big data analytics [7].

Data mining is the process of discovering anomalies, trends, and correlations in
large data sets in order to predict outcomes [8]. Data mining is most usually
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characterized as the process of searching massive sets of data for patterns and trends
using computers and automation, then translating those findings into business
insights and predictions. Data mining is an important element of data analytics and
one of the fundamental disciplines in data science, in which advanced analytics tech-
niques are used to extract meaningful information from large data sets. While both are
valuable for spotting patterns in enormous data sets, they work in quite different
ways. The practice of detecting patterns in data is known as data mining. And, while
data mining is sometimes used as part of the machine learning process, it does not
necessitate continual human engagement (e.g., a self-driving car relies on data mining
to determine where to stop, accelerate, and turn).

Computer systems that imitate human intellectual processes, such as learning,
reasoning, and self-correction, are referred to as artificial intelligence (AI). The ability
of Al to arrive at a solution based on facts rather than a predetermined series of
procedures is what most closely mimics the human brain’s thinking function. Artificial
intelligence (AI) is defined by its ability to replicate human behavior and cognitive
processes, to capture and preserve human expertise, to respond swiftly, and to
manage large amounts of data quickly.

As a result, cyber security has become an important concept in everyday life,
and cyber security knowledge is critical in preventing cyber attacks on people and
systems. With the rise of a global and borderless information culture, the internet
has brought and continues to present new opportunities to all countries globally, as
technologies play a key role in social and economic development [9]. With the rise of
a global and borderless information culture, the internet has brought and continues to
present new opportunities to all countries globally, as technologies play a key role in
social and economic development [9]. Cyber security refers to strategies used to
secure sensitive data, computer systems, networks, and software applications from
cyberattacks, according to [10]. The cyber security concept’s main purpose is to
protect data confidentiality and integrity while also providing data availability when
it’s needed. However, as the nature of cyber threats changes, so does public concern
about cyber security issues like social engineering and phishing.

The foundation of Big Data architecture is infrastructure. In every Big Data
project, having the correct tools for storing, processing, and analyzing your data is
critical [11].

3. Oilseeds and textile production competitive challenges in SSA

Certain competitive challenges affected nearly all the SSA countries, as described
below.

* Insufficient demand from the apparel sector

A healthy and thriving garment industry offers the stable market demand for
textile and apparel inputs that is required to support capital expenditures that take
longer to recover than apparel investments.

* Lack of knowledge of regional and international market opportunities

Many industry experts pointed to a lack of marketing and business contacts, both
within the SSA region and in international markets. According to industry sources, the
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USAID has aided in the development of regional and international market potential,
but further assistance is needed.

o Insufficient supply of reliable electricity at competitive rates

Many nations in the SSA region have among of the highest electricity tariffs in the
world, and many countries have an unstable electrical supply, which adds to pro-
ducers’ expenses. Electricity outages also diminish efficiencies and lower quality in
yarn and fabric production.

* Insufficient supply of clean water and wastewater treatment facilities

Many countries lack access to clean water, which is required for the
manufacturing of yarn and fabric, particularly for finishing and dyeing activities.
Intraregional trade is further hampered by a lack of adequate transportation networks
within SSA.

* Lack of access to capital at competitive rates

When capital is available, the high cost of capital not only discourages new invest-
ment in yarn, fabric, and other inputs, but it also raises the costs of existing produc-
tion. The finished products created on this machinery, particularly woven textiles, are
often not of adequate quality for export to the United States, the EU, or similar
markets, or for use in downstream commercial garment production for export to these
countries.

* Scarcity of trained/skilled labour

According to industry sources, there is a shortage of trained workers in the textile
and garment industries, particularly in nations without a substantial manufacturing
base.

4. Conceptual framework on adoption of big data analytics
The study is guided by the conceptual framework shown on Figure 6 below:
4.1 Research methodology

The study’s research philosophy, as well as the research design, research approach,
data collection instruments, target population, sampling method, and data processing
techniques, are all explained in the Research Methodology. The research philosophy,
approach, strategy, choice, time horizon, and techniques and processes constitute the
layers, as shown on Figure 7.

The Mixed Method Research and the Pragmatism paradigm utilized in this study
are closely related on a philosophical level (MMR). A worldview or paradigm known
as pragmatism ought to guide the majority of mixed-methods studies. It is a
problem-focused attitude that holds that the best research techniques are those that
contribute most significantly to the solution of the research topic. When conducting
social science research, this frequently entails combining quantitative and qualitative

51



Ubiquitous and Pervasive Computing - New Trends and Opportunities

Organisational Big Data
Analytics

Internal
Organisational

External

Technological

Figure 6.
Conceptual framework.

methodologies to assess various facets of a research subject. The pragmatic worldview
served as the foundation for the Mixed Methods Research technique. A mixed-
methods strategy was used in this study, combining qualitative (Focus Group discus-
sions) and quantitative techniques (a questionnaire). System logs, document analysis,
and a literature review were also utilized in this study.

The purpose for the Focus Group discussion was to research and determine on
how to use and implement Big Data to improve production for both oilseeds and
textile production and international trade for Sub-Saharan Africa (SSA). The Focus
Groups were derived from 10 Groups of Masters students at the University of
Zimbabwe in the 2021 cohort who then were tasked to conduct surveys and interview
the management of various corporates in Zimbabwe and other nearby Southern
African countries involved in the oilseeds and textile industries. Secondary data was
collected form the World Bank, FAO [FAOSTAT, www.faostat.org] and US Depart-
ment of Agriculture (https://apps.fas.usda.gov/psdonline/circulars/oilseeds.pdf) for
analysis.
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Figure 7.
Research onion (Saunders et al., 2009:138).

5. Results and analysis
5.1 Critical challenges around the application of big data
5.1.1 Analytics in the oilseeds and textile industries

The Critical challenges around the application of big data analytics in the oilseeds
and textile industries as obtained from the participants of the focus group are:

* Lack of Talent - While there is a massive demand for experienced data
experts, there simply is not enough supply. Unfortunately, this deficit has not yet
been addressed by most top universities as data science programs are still lacking.

* Storage and Scalability Issues - The volume of data being generated exceeds the
processing power of currently accessible Big Data tools. This can cause significant
issues and force systems to crash or slow down, leading to a negative experience
and a reduced quality of the analysis.

* Security - Security protocols were not built for a Big Data world and need to be
reworked to account for the volume of data that Big Data uses in its analysis. The
cybersecurity systems in most of the organizations in the oilseeds and textile
industries is still in their infancy stages of development.
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5.1.2 Implementation of an Al Chatbot and E-commerce

Huge investments are required in the infrastructure that is inclusive of AI Chatbots
and E-Commerce for all the corporates and entities involved in the oilseeds and textile
business. Machine learning is a key feature of Al chatbots since it allows them to learn
and improve based on their experiences. Electronic business can allow an organization
to implement cybercash, Electronic Data Interchange (IDE), electronic advertising,
business to business and business to customer online transactions on a worldwide
scale. Small businesses can compete with well-established and capital-rich businesses
on a global level thanks to electronic commerce and sound strategy and policy
methods. From a business process standpoint, electronic business is the application of
technology to the automation of company transactions and workflow. Electronic
trading of goods and services, on-line delivery of digital content, electronic fund
transfers, electronic share trading, electronic bills of lading, commercial auctions,
collaborative design and engineering, on-line sourcing, public procurement, direct
consumer marketing, and after-sales services are all examples of transactions in the
global information economy.

The eight Unique Features of E-commerce Technology required includes the
following:

1. Ubiquity

2.Global reach

3.Universal standards

4.Information richness

5.Interactivity

6.Information density

7.Personalization/customization

8.Social technology

Each of the corporates involved in the oilseeds and textile industries is encouraged

to invest extensively in Al Chatbots and E-Commerce in order to build a basis upon
which to successfully implement a Big Data Analytics Framework.

5.1.3 Data analysis of oilseeds production in SSA

1.Soybean

Soybean is a vital crop for at least one million African smallholder farmers. Other
factors have contributed to rising soybean demand, such as the need for
domestic processing to meet rising domestic demand for soybean meal,
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Figure 8.
Soybean world production and yield/ha.

especially for the poultry feed industry, and the favorable outlook for edible oil.
The United States, Brazil, and Argentina, as the world’s top three soybean
exporters, will continue to account for approximately 90% of global soybean,
soybean meal, and soybean oil exports in the coming decade. The soybean
production levels and yield per hectare for the world, Sub-Saharan Africa (SSA)
and other countries are shown on Figure 8 below. Both area expansion and yield
growth have contributed about equal amounts to the reported growth in soybean
output in SSA, with yearly growth rates of 3% in area and 3.5 percent in yield.

2.Groundnuts

After oil palm, soybean, rapeseed, and sunflower, groundnut is the world’s fifth
most important oilseed crop. Groundnut is a major oil, food, and feed legume
crop that is produced in over 100 countries, covering 25.44 million hectares and
producing 45.22 million tons of pods in 2013. Despite Africa’s declining share of
the global groundnut market, the crop still accounts for a large portion of export
revenues in several countries (for example, 8% in Senegal and over 84 percent in
Gambia in 2002). Groundnut is a nutritious food that helps to improve the
health of rural people. Groundnut haulms, which contain 8-15 percent protein,
1-3 percent fats, 9-17 percent minerals, and 38-45 percent carbs, are used as
cattle feed in both fresh and dried form, as well as for making hay and silage.
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SSA Cowpea production and yield/ha
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Figure 9.
SSA cowpea production and yield/ha.

3.Cowpea

About 95 percent of global cowpea production is produced in Sub-Saharan
Africa (SSA), with West Africa producing over 80 percent of Africa’s share.
Over 65 percent of cowpea is produced by poor households in Nigeria, meaning
that cowpea is primarily produced by the poor, who stand to benefit from
cowpea research and extension. The basic analysis shows the production of
cowpeas and yield production per ha shown on Figure 9.

Despite these encouraging signs, cowpea yields remain low due to a variety of
production restrictions as well as a lack of adoption of improved varieties and
agronomic approaches.

4.Shea Butter

Shea grows over an estimated 1 million km? between western Senegal and
northwestern Uganda in the Sudan zone’s dry savannas, woods, and parklands.
According to OECD-FAO [3], Nigeria has the greatest potential for shea nut
production, with high production zones in Benin, Burkina Faso, Cote D’Ivoire,
Ghana, Mali, and Nigeria. Because producers, particularly women, and the
private sector in nations where production capacity is not fully utilized, the
potential of production capacity is not fully realized. Because producers,
particularly women and the private sector in countries where shea trees grow,
are not completely participating in the value addition sales of the nuts or butter,
the potential of the production capacity is not fully realized. When Ghana’s shea
production potential is completely realized, this amount is predicted to
quadruple.
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6. The key recommendations for the oilseeds and textile industries is the
need to attend to the problems for each of the following areas

1.Poor access to improved seeds

A multitude of issues contribute to the existing seed system’s failure to offer
improved varieties of oil crop and legume seeds to smallholder farmers. Many
farmers have grown accustomed to receiving free seed from non-governmental
organizations (NGOs) and are unappreciative of the investment necessary.
Based on lessons learned in other regions of the world, establishing a Foundation
Seed Enterprise committed to the production and distribution of foundation/
basic seed can aid seed companies interested in commercializing enhanced
publically developed varieties.

2.Lack of farm machinery

Despite the development of yield-enhancing technologies over the last three
decades, labor-intensive farming practices continue to prevail, and crop
products are still processed manually at home. However, due to poor input
marketing arrangements, inorganic amendments are rarely available in cheap
quantities to farmers.

3.Low soil fertility

However, due to poor input marketing arrangements, inorganic amendments
are rarely available in cheap quantities to farmers.

4.Input market constraints

Improved seed, fertilizers, crop protection products, and novel agronomic
practices are all examples of science and technology that can help accelerate
agricultural growth. Because of a lack of oversight, pesticides that are old or
contaminated are widely used.

5.Output market constraints

Because of a number of structural and institutional obstacles that impede market
participation, smallholders have not been able to respond effectively to potential
soybean market possibilities. Low quality grain, insufficient supply, and high
cleaning costs restrain processors and traders, whilst market intermediaries suffer
high assembly costs, high market risk, and cash flow issues. Improving smallholder
farmers’ market access and competitiveness would necessitate new types of market
institutions that allow contract formulation and enforcement, as well as vertical
and horizontal coordination of production and marketing tasks. Farmers’
awareness and access to new information, expected benefits and local availability
of new technologies, market access and opportunities, and access to credit and
other policies that enable farmer investment in new technologies have all been
shown to be major drivers of research product dissemination and adoption.

6.Low levels of technology adoption

A number of socioeconomic and targeting studies (http://www.icrisat.org/impi-
tl-2.htm) demonstrate that new variety acceptance has been slow and sluggish,
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with old varieties launched 15-20 years ago still occupying much of the
production area. Farmers’ awareness and access to new information, expected
benefits and local availability of new technologies, market access and
opportunities, and access to credit and other policies that enable farmer
investment in new technologies have all been shown to be major drivers of
research product dissemination and adoption.

7. Textile production capacity and competitive factors

The textile production capacity and competitive factors for each top country is
summarized on Table 3, indicating the competitive advantages and disadvantages of
each country.

Group 1 Textile and apparel input production Competitive factors
Countries
Ethiopia The Ethiopian textile sector includes eight ~ Competitive advantages:
vertically integrated textile mills, along with ¢ large potential domestic apparel market
stand-alone spinning mills for yarn and * domestic production of raw materials
thread production. Most of the yarn spun in  (cotton, silk)
Ethiopia is used in the production of woven ¢ stable political and business environment
cotton fabric. In addition to cotton yarn and e access to Ethiopian government-supported
woven fabric, Ethiopia’s textile sector also investment incentives and financial
produces acrylic yarn, nylon fabric, woolen  assistance
and waste-cotton blankets, bedsheets, and Competitive disadvantages:
sewing thread. Ethiopia currently produces *import competition from used clothing
cotton and silk yarn for domestic hand- * low cotton production; cotton
loomed production of niche products, such  contamination
as home furnishings, for export to the * poor transportation infrastructure ¢
United States, Canada, and Europe. underutilized industrial capacity
« outdated machinery and equipment
* low labor productivity
* lack of skilled labor
Kenya The Kenyan textile industry has contracted =~ Competitive advantages:
since the 1990s and currently consists of * export-oriented apparel industry
three vertically integrated firms and a few e relatively skilled labor
smaller, nonintegrated firms. Kenya’s Competitive disadvantages:
vertically integrated firms produce cotton ¢ poor roads
(including organic) and synthetic yarn, and ¢ high-cost electricity
knitted and woven fabric for use in apparel ~ « limited and high cost of financing for new
exported to the United States and the EU. equipment
Some yarn and fabric is also sold regionally.
Lesotho Lesotho has one vertically integrated denim  Competitive advantages:

textile mill that spins cotton yarn, dyes the
yarn, weaves the fabric, and cuts and sews
the finished denim jeans. The mill
reportedly produces 10,800 tons of
openended ring-spun cotton yarn, and 18
million yards of denim fabric a year for
regional apparel manufacturers producing
for the export market. Lesotho primarily
exports woven fabric to other apparel-
producing African countries. The vast
majority of Lesotho’s apparel exports are to
the U.S. market.

« export-oriented apparel industry

* government investment support for plant
acquisitions

Competitive disadvantages:

* poor water/wastewater and internal
transport infrastructure

* low labor productivity

* high HIV/AIDS prevalence rates

* lack of skilled labor
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Group 1 Textile and apparel input production Competitive factors
Countries
Madagascar The Malagasy textile industry consists of one Competitive advantages:
large vertically integrated woven textile and e export-oriented apparel industry
apparel firm that consumes most of its own availability of skilled and productive labor
fabric production, two small knit apparel * government investment incentives and
firms that produce their own knit fabric, and support
another firm that weaves fabric for blankets. Competitive disadvantages:
The Malagasy apparel sector is geared to * diminishing supply of domestic cotton
supply the U.S. and EU markets. * high-cost, unreliable electricity
* political instability
* high cost of capital
* poor road infrastructure
Mauritius ~ The Mauritian industry is concentrated Competitive advantages:
among 10 large textile and apparel groups ¢ export-oriented apparel industry
that collectively account for 75 percent of * market linkages with EU apparel buyers
total textile and apparel exports. The textile e favorable business environment
and apparel input industry in Mauritius * government support in product and market
produces yarn and knit fabric mostly for diversification
vertical operations, but also for local and « relatively modern machinery and
regional apparel manufacturers. Mauritius ~ equipment
exports textile and apparel inputs to the « shorter lead times to the region and to some
region and finished apparel primarily to the EU customers
EU. « availability of skilled labor
Competitive disadvantages:
« small domestic apparel market
« increased labor costs due to labor shortages
* long lead times to the United States and to
some EU customers
* increasing land and energy costs
« additional costs associated with geographic
isolation
Nigeria The Nigerian textile industry has contracted Competitive advantages:
since the 1990s and currently consists of 20  « large potential domestic apparel market
or fewer factories. Some larger textile firms < history of cotton and integrated textile
are vertically integrated from cotton ginning production
to spinning, weaving, dyeing, printing, and e availability of skilled labor
finishing. The major textile firms produce a Competitive disadvantages:
variety of products, including polyester * lack of a developed apparel industry
staple fiber and filament, yarn, greige cloth, increased import foreign competition
and wax prints. Nigerian printed fabric is (ethnic cloth and used clothing)
sold as loose cloth, rolls, or pieces to the * cotton quality issues
domestic market. Nigerian textile exports * poor infrastructure, particularly electricity
are focused on the EU market.
South The South African textile sector is relatively Competitive advantages:
Africa large and encompasses the full range of * large domestic apparel industry

manufacturing operations, including
production of fiber, thread, yarn, knit and
woven fabric, nonwovens, trim and
accessories, and dyeing and finishing
operations. There are currently 11 firms in
South Africa producing yarn. Five firms
manufacture nonwovens, and reportedly
seven firms produce trim, including elastic,
buttons, zippers, and similar items.
Approximately 16 firms produce woven
fabric, while 15 companies produce knit

* developed infrastructure (transport, power,
water)

¢ favorable and stable business environment
« large and developed textile industry
Competitive disadvantages:

« high labor costs

¢ inflexible labor market

* lack of skilled labor in the industry ¢ lack of
management, marketing, and technical skills
¢ lack of investment
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Group 1 Textile and apparel input production Competitive factors
Countries
fabric. Of the country’s textile producing * long lead times from order to delivery
firms, nine are vertically integrated, « highly volatile exchange rate
manufacturing either yarn through fabric,
yarn through finished apparel, or yarn
through household textiles. Cotton, wool,
mohair, manmade fibers, and natural fibers
are used in the domestic textile industry.
Swaziland  Swaziland has one integrated textile Competitive advantages:
producer that dyes, spins, and knits cotton ~ * export-oriented apparel industry
fabric (including organic), and then sews * government incentives for foreign direct
the fabric into apparel for export. The firm  investment in the textile and apparel industry
produces yarn for internal consumption and e reliable electricity supply
for export to the region and the EU. Competitive disadvantages:
Swaziland has an internationally branded « small domestic apparel market
zipper producer that supplies local and * limited amount of local raw materials
regional apparel manufacturers. « labor unrest
« high HIV/AIDS prevalence rates
Tanzania ~ The Tanzanian textile sector consists of one Competitive advantages:
independent spinning mill and several « availability of good-quality domestic cotton
integrated firms. The industry spins mostly  « history of cotton yarn exports to the EU
cotton yarns for both knit and woven fabric. * stable political and economic environment
A few fabric mills also blend cotton with Competitive disadvantages:
polyester or other synthetic fibers; however, < lack of a developed apparel industry
all synthetic fibers must be imported. « unreliable and costly electricity
Tanzanian textile mills sell these textiles « port delays and congestion
regionally, or minimally process and print e« lack of skilled labor
fabric to be sold locally as final products. * lack of market knowledge
* low labor productivity
Zambia The Zambian textile sector consists of an Competitive advantages:
estimated four knitting/weaving firms and ¢ domestic availability of high-quality cotton
four vertically integrated firms that spin * open trade regime
their own yarn for use in finished textile and Competitive disadvantages:
apparel production. Zambia’s textile sector ¢ small domestic apparel market
produces primarily 100 percent cotton yarn, -« insufficient access to affordable credit
along with small quantities of manmade- « outdated machinery and equipment
fiber yarn, including poly/cotton and acrylic e lack of skilled labor
yarn. Most of the yarn produced in Zambia e« low labor productivity
is exported, but a small share is used « high transportation costs and time ¢
domestically in the production of woven unreliable electricity supply
fabric used to manufacture niche apparel
articles such as uniforms and mining work
wear, primarily for the local or regional
market.
Table 3.

Summary of selected SSA textile and appavrel input producers.

Changes in the volume by country are illustrated graphically on the Figure Al on
Appendix 1.
The African Value Chain is highly fragmented and is illustrated by Figure 10 below.
The 4 leading countries on imports of apparels from SSA to USA under AGOA
are Kenya, Lesotho, Madagascar and Ethiopia. Opportunities for development of the
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African textile value chain is highly fragmented
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The African textile value chain.

textile-cotton industry in SSA depend on the following critical success factors. African
countries face 5 key opportunities to develop the cotton-textile sector and these are:

1.Restructuring (Shift of industry from China to other developing and LDC's;
consolidation and upgradation; economic imperative, etc.)

2.Endowment (Availability of abundant raw material; Africa’s labour pool; Land;
Water, etc.)

3.Market access (Preferential market access to the EU and US; RTA’s/
AfCFTA; etc.)

4.Global initiatives (Belt & Road Initiative; other international projects, etc.)
5.Sustainability (Guidance from the 17 SDGs).

These opportunities require policy actions in the following areas:

1. Enabling environment

2.Market access

3.Raw material

4.FDI

5.Capacity building
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The textile industries of Ghana, Nigeria, Uganda, and other nations have been
destroyed by cheap Chinese imports. According to the Industrial and Commercial
Workers Union in Ghana, only four out of thirty textile enterprises are still active
(ICU). The organization claims that the country used to produce yarn for garments
marketed domestically and in Sub-Saharan Africa, but that this is no longer the case.

8. Conclusion and recommendations on the cotton and textile industry

in SSA

Apparel manufacturing is particularly labour-intensive, with minimal start-up
costs and readily transferable technologies. As a result, several nations with low labour
costs, particularly in South and East Asia, have gained significant market share in the
recent four decades.

Main policy recommendations for LIC governments, industry associations and

clothing firms can be summarized as follows:

1.Improve productivity, skills, and capabilities within fi rms and develop from
cutmake-trim (CMT) to full package suppliers.

2.Increase backward linkages and reduce lead times.

3.Improve physical and bureaucratic infrastructure.

4.Improve labour and environmental compliance.

5.Diversify end markets to fast-growing emerging markets.

6.Increase regional integration.

7.Build locally embedded clothing industries.
8.1 Big data analytics framework model for oilseeds and textile production in SSA

From the concept of a Big Data strategy to the technical tools and capabilities that a
company should have, there’s a lot to consider. The following are the key advantages

of using a Big Data framework:

1.The Big Data Framework provides a framework for businesses looking to get
started with Big Data or improve their Big Data capabilities.

2.The Big Data Framework encompasses all aspects of an organization’s structure
that must be considered in a Big Data environment.

3.The Big Data Framework is not tied to any particular vendor. You can expand the
data storage by adding more nodes.

The Big Data Framework’s Structure.
When establishing a Big Data organization, organizations should consider the Big
Data framework, which is a structured approach that comprises of six basic
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RESULTS AND ANALYSIS

Big Data Analytics Framework Model for Qilseeds and
Textile Production in SSA
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Figure 11.
Big data analytics framework model for oilseeds and textile production.

capabilities. The following is a diagram of the Big Data Framework shown on
Figure 11. The Hadoop Architecture layout is shown on Figure 12.

When establishing a Big Data organization, organizations should consider the Big
Data framework, which is a structured approach that comprises of six basic capabili-
ties. It’s a people business when it comes to big data. Even with the world’s most
modern computers and processors, businesses will fail if they lack the necessary
knowledge and skills. As a result, the Big Data Framework strives to broaden the
expertise of everybody interested in Big Data. The modular method, as well as the
supporting certification scheme, attempts to create Big Data knowledge in a similar

Hadoop’s Architecture: MapReduce Engine

Figure 12.
Hadoop’s architecture.
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organized manner. The Big Data framework is a comprehensive approach to Big Data.
It examines the numerous elements that businesses should consider when establishing
a Big Data company. Every component of the framework is as important, and organi-
zations can only progress if they give all components of the Big Data framework
similar attention and effort.

9. Conclusion

The Hadoop platform was created as a framework for big data analytics. The open-
source Hadoop platform offers the analytical tools and computing capacity needed to
handle such massive data volumes. The Hadoop Distributed File System (HDFS) and
the MapReduce parallel processing engine are the two primary parts of Apache
Hadoop. Apache Hadoop has been successfully established as an open source option
for distributed systems in the fields of Big Data, cluster, and cloud computing. Scal-
ability, availability, and fault tolerance to a great degree are promised by the master/
slave design. By simply adding existing hardware, it is possible to obtain cost-
effectively extra memory, increased I/O capacity, and improved performance. A
technology called Map-Reduce allows for the concurrent processing of sizable data
sets across many nodes in sizable clusters. Map-Reduce at the level of “Distributed
data processing” coupled with the database “HBase” can be taken into consideration
since the processing and management of data are two things that are naturally in
direct connection.

Because they are self-pollinated crops and farmers can keep and recycle grain from
past harvests, the competitiveness of oil crop or legume seed markets is limited by the
poor rate of return on investments in breeding, seed production, processing, and
marketing. One way to do this is to persuade commercial seed companies to invest in
seed production of publicly developed varieties, and to work with them and other
stakeholders to improve coordination along the value chain in order to provide
farmers with the necessary incentives to invest in improved seed and other comple-
mentary inputs to increase productivity and improve quality. The major textile firms
produce a variety of products, including polyester staple fiber and filament, yarn,
greige cloth, and wax prints.
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Changes in the volume of production by country.
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Chapter 4

How Is the Internet of Things
Industry Responding to the
Cybersecurity Challenges of
the Smart Home?

Sara Cannizzaro and Rob Procter

Abstract

In this article, we investigate the privacy and security challenges of the smart home
as perceived by the industry, with findings relating to cybersecurity awareness,
transparency on legal data use, malicious data use, regulation issues, liability, and
market incentives for cybersecurity; we also reveal how the industry has been responding
to these challenges. Based on survey findings, we outlined a series of socio-technical
challenges to smart home adoption. To understand these findings in more depth, we
investigated qualitatively how these challenges were perceived and responded to by
organizations in the Internet of Things (IoT) sector. We interviewed seven experts
from six organizations involved in the design, development, or review of consumer
IoT devices and services including both businesses and NGOs. Thematic analysis
focused on two main themes, that is, responses to privacy and responses to security
challenges of smart home adoption. Our study revealed that industry stakeholders are
looking to address these adoption challenges by providing new technical solutions to
mitigate the privacy and security risk of the smart home, producing new standards
and influencing regulation, as well as building up communities of learning surround-
ing common issues. With this knowledge, industry stakeholders can take steps toward
increasing smart home acceptability for consumers.

Keywords: [oT, smart home, industry stakeholder, acceptability, adoption,
thematic analysis, privacy, security

1. Introduction

Smart home technologies are marketed to enhance consumers’ home life. The
“smart home” can be defined as the integration of the Internet of Things (IoT, i.e.,
Internet-enabled, digital devices with sensors) and machine learning in domestic
environments. The aim of smart home technologies is to provide enhanced entertain-
ment services, easier management of the home, domestic chores, and protection
from domestic risks. They can be found in devices such as smart speakers and hubs,
lighting, sensors, door locks and cameras, central heating thermostats, and domestic
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appliances. The European market for smart home devices is expected to boom in the
next 5 years [1], but amid such positive expectations, there looms the productivity
paradox identified by scholars of social informatics—that technology alone, even
good technology, is not sufficient to create social or economic value and strategies of
computerization do not readily produce expected economic and social benefits in a
vast number of cases [2].

Currently, businesses are actively promoting positive visions of what the smart
home means for consumers (e.g., convenience, economy, and home security).
However, at the same time, consumers are actively comparing their smart home expe-
riences against these visions and some are coming up with different interpretations
and meanings from those that business is promoting [3, 4]. Hence, if the expected
growth of the smart home market is to be realized, it is important for smart home
device manufacturers and service providers to understand consumer reactions and
thereby reduce the chance that the technology may not be valuable or meaningful
to consumers.

Previous studies have found that UK consumers are not convinced that they can
trust the privacy and security of smart home technologies [3, 5]. Cannizzaro et al.

[3] predicted that the potential for security incidents happening through smart home
devices would be a significant obstacle to smart home adoption. They also showed
that consumers are unconvinced that their privacy will not be at risk. Consumers’
perceived risk of using the Eco-friendly smart home (ESHM) reduces their intention
to adopt IT [6]. This means that there are issues with the acceptability of smart home
technologies; hence, it is highly likely that privacy and security concerns will impact
negatively on their future adoption [7]. Proof of robust cybersecurity and low risk
of privacy breaches will be key in smart home technology companies persuading
consumers to invest in their products. Businesses and policymakers need to work
together in order to increase consumers’ trust [3] and ensure consumers’ safety and
well-being while using these devices. However, the smart home business community
is not likely to act speedily to address consumers’ concerns without a strong regula-
tory incentive. However, other incentives for businesses, other than regulation,
would clearly include the reputation of having products that do not violate users’
privacy. At the same time, some argue that the rapid pace of IoT development mili-
tates against effective policy interventions [8]. The UK government has produced
the Code of Practice for Consumer Internet of Things Security [9] with 13 voluntary
recommendations, but debate is currently open as to whether to enforce some of
these on the UK market [10].

When it comes to understanding the implications of issues, such as the privacy
and security risks of smart home devices, it is important to consider the views of a full
range of stakeholders [11]. In this article, we report the findings of our IoT industry
stakeholder study, which was conducted as part of the Petras research programme,
the UK’s Research Hub for IoT". In addition to representing the voices of consum-
ers, we sought to discover the opinions of industry stakeholders (such as small and
large businesses), as well as NGOs (including community and IoT interest groups),
to understand how these stakeholders influence the smart home development in the
UK and respond to the challenges that have been reported. Our aim is to enrich our
understanding of the socio-technical context in which the technology is being pro-
moted. We argue that this can help businesses to harness the economic opportunities
of the smart home, while increasing the technology’s acceptability for consumers.

! https://petras-iot.org/.
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2. Literature review
2.1 Technology adoption and acceptability

Social informatics studies the relationships between people, digital technologies,
and their contexts of use [12]. In this approach, the focus is on the relationship
between technology and society from a perspective that does not privilege either [2]
but examines, as they put it, the hyphen in the “socio-technical” expression. Adoption
studies can be a practical application of social informatics approaches because, to be
able to study and promote adoption, an understanding of the possibilities harnessed
by the materiality of the technology—as well as the value that the technology brings
into people’s lives—is necessary. It is an approach that contrasts with an a priori
promotion of technologies that occasionally work well for people, occasionally are
valuable, are sometimes abandoned, are sometimes unusable, and thus incur predict-
able waste and inspire misplaced hopes [13].

Adoption is a process “starting with the user becoming aware of the technology,
and ending with the user embracing the technology and making full use of it” [14].
Awareness has been seen as the key to developing new ICT infrastructures [15] and as a
key determinant of consumers’ adoption behavior [16]. Lack of awareness was identi-
fied as an obstacle to mobile phone adoption [17] and in the IoT landscape, our survey
showed that the less aware people are of the expression “Internet of Things,” the higher
the odds (1.3 times) that they will not want to use the technology in the future [3].
Furthermore, security and privacy can influence the adoption of smart home tech-
nologies. For example, in their investigation of trust in the cybersecurity-preserving
capabilities of smart home devices, Cannizzaro et al. [3] revealed how anxiety about
the likelihood of a security incident in IoT for the home, emerged as a statistically sig-
nificant factor influencing the adoption of smart home technology. Lipford et al. [18]
outlined how IoT technologies introduce challenging privacy issues that may frustrate
their widespread adoption, whereas Guhr et al. [19] emphasize how privacy concerns
directly and indirectly influence the intended smart home usage.

Adoption studies are typically carried out by what Rogers [20] calls “change
agencies,” whose short-term goal is to facilitate the adoption of innovations and who
often follow a segmentation strategy of least resistance to innovations. This logic of
pursuing economic gain and sidelining wider societal interests also appears in recent
key IoT adoption studies (e.g., [21-24]), which justify adoption purely through
economic arguments and do not mention the societal risks that the technology may
raise. The underlying economic model of the new wave of digital innovations has
been dubbed “surveillance capitalism” [24], defined by the harvesting of data and its
analysis for the commodification of human activity. In response, Helbing [25] states
that we must ensure the ethical use of new digital technologies. Hence, acceptability
is a way to mitigate this one-sided approach to adoption and can help to understand
the impact of unintended consequences, for example, the erosion trust in technol-
ogy, privacy [12], or the rate of acceptance of the smart home in older adults [6, 26]
Technology acceptability is “the degree of primary users’ predisposition to carry out
daily activities using the intended device” [27]. Philosophically, technology accept-
ability is a judgment that prescribes the way in which the technology examined ought
to be desirable [28]. Acceptability is a popular perspective in health and assistive
technology-related IoT services and products, where, for example, Shahrestani [29]
defines acceptability as “guidelines to evaluate how a particular approach or technol-
ogy is working for the elderly or people with disability,” thus relating acceptability to
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the general process of evaluation. In regard to the IoT, Taylor et al. [30] define accept-
ability in conjunction with “attitudes,” for example, “Policymakers need to investigate
the attitudes of the public if acceptability of 10T is to be understood” ([30], emphasis
added). Hence, “acceptability” feeds on evaluations, predispositions, and attitudes
toward a given technology, foregrounding the user in the user-technology relation. As
such, acceptability has the potential to give consumers a voice and thus rebalance the
business-consumer relationship. The socio-technical approach intrinsic in acceptabil-
ity can encourage a discovery process that helps designers effectively understand the
relevant life worlds and work worlds of the people who will use their systems [2].

Outside of academia, acceptability-related studies are rather popular and are often
carried out by interest groups [31, 32] or organizations defending consumers’ rights
(e.g., [5]). Trust is fundamental to consumer technology where the transmission of
personal and sensitive information is involved.

De Poel and Verbeek note how science and technology scholars have shied away
from explicit normative or ethical discussions [33], but with the advent of the IoT,
and the smart home being marketed to the wider population, ignoring technology
ethical-acceptability concerns and disregarding consumer trust is no longer possible.

Trust in privacy and security are key factors affecting the acceptability of the
smart home [3, 34]. To date, there have been few nontechnical studies of security and
privacy concerns of smart home device users [35].

3. Methodology
3.1 Interviews as survey follow-up

In previous work [3], we confirmed one of the social informatics’ key lessons, that
is, the effects of technology are always unequal, in other words, “that some social
groups will benefit more than others from the uses of digital technologies” [12]. We
also found that the privacy and security-preserving capability of devices are the
most significant challenges to smart home adoption. Hence, we further investigated
how organizations in the sector perceive and respond to these challenges. This
study involving Human Subject Research received full approval by the University
of Warwick ethics committee on May 29, 2019 (ref. no BSREC 51/18-19). The meth-
odology consisted of a series of semi-structured interviews: seven experts from six
organizations involved in the design, development, or review of smart home devices
and services (Table 1)%. We adopted a semi-structured interview format as this is
more likely to ensure that valid and reliable data can be obtained from interviewees
[36]. Also, semi-structured interviews provide respondents with enough flexibility to
build and expand on the initial guiding topic, which, in turn, allows the researcher to
analyze the dataset with different degrees of depth.

In order to achieve a balance of views, a broadly equal proportion of business and
nonbusiness organizations were included in the sample with four experts from NGOs
and three experts from businesses. Respondents from interviews [2, 3, 7] are business
respondents, whereas those from interviews [4, 5, 8] are NGO respondents. Interview
[5] includes two NGO experts from the same organization (see Table1).

% Ethical approval for the study was secured from the Biomedical and Scientific Research Ethics Committee
(BSREC) at the University of Warwick on 29 May 2019.
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Organization Location Type of IoT product/  Target Respondent
type approach developed represented  role within the
organization
Interview Business UK Telecommunication Innovation consultant
(ref. 1) products
Interview Business UK Developing innovative CEO
(ref. 2) solutions, advisory,

and management
activities

Interview NGO UK Social purpose Consumers Advisor
(ref. 3) corporation
Interview NGO Worldwide Online community Smart home Co-founder
(ref. 4) industry
business
leaders
Interview NGO Worldwide Online community Smart home Chief operations
(ref. 4) industry officer
business
leaders
Interview Business Germany Auditing, testing Business development
(ref. 5) (UK office) services, and product manager
certification
Interview NGO Worldwide Consumer group Consumers Digital advocacy
(ref. 6) (UK office) manager
Table 1.

Details of sample composition consisting of business (product provided and respondent role) and NGO (target
represented and respondent vole) organizations.

We sought to include policy-side views on the security threats in smart home
adoption. The majority of our respondents were from large organizations but we
sought to include at least one small business among them.

The sample of interviewees arrived through suggestions made by Petras project
colleagues. Interviews were conducted face-to-face and by video conference call and
lasted between 30 minand 1 h.

To ensure rigorous data collection, we followed the guidelines set by Braun and
Clarke [37] concerning planning thematic analysis. Hence, in devising the interview
questions, we first clarified the scientific method upon which the analysis would rest and
opted for a broadly deductive approach, constrained by the survey findings and adoption
challenges of the smart home identified in Cannizzaro et al. [3] and listed below:

i. Overall, fairly low levels of trust.

ii. Overall, levels of satisfaction are still uncertain despite the prolonged presence
of IoT in society.

iii. Younger respondents’ low-risk awareness.
iv. Older respondents’ resistance to IoT.

v. Less-educated respondents’ resistance to IoT.
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Our questionnaire was developed based on these challenges that allowed us to
formulate a question guide. Each question topic was formed of guiding questions
as well as some follow-up questions [38] (see Appendix A). The interviews were
transcribed and a thematic analysis via coding was conducted on the transcripts. The
thematic analysis was based on Braun and Clarke’s [37] principle of realism. These
questions were rotated according to the background of the respondents, particularly
whether they were businesses or NGO organizations. Topics forming the questions
guide included general background questions to allow participants to respond to
questions about their roles within the organization and break the ice; followed by the
topics pertaining to the most significant factors affecting IoT adoption, as previously
explored quantitatively in [3, 39], such as IoT and smart home awareness, risks and
benefits of 10T for both organizations and consumers, trust, digital divide in IoT adop-
tion, future and change in the sector, including responses to IoT challenges (see Appendix
A). The interviews were transcribed and a thematic analysis via coding (based on the
topics above) was conducted on the transcripts. In order to reach the saturation point,
we then examined the transcripts further using Social Construction of Technology
(SCOT), a mid-ground theoretical framework, which is outlined below.

3.2 Theoretical framework: SCOT’s interpretive flexibility

Within innovation studies, approaches to understanding meanings range from
technological determinist (e.g., [40]) to social constructivist (e.g., [41]). Occupying
a conceptual middle ground is the SCOT framework [42]. In SCOT, a key concept is
“interpretive flexibility” [43], which recognizes that the “meaning” of an innova-
tion may be initially contested by different stakeholders or social groups before
“closure”—and hence its use-value—is reached [44]. According to Orlikowski [43],
interpretive flexibility is an attribute of the relationship between people and technol-
ogy, a function of the material artifact, the characteristics of the human agents, and
the institutional context in which technology is being introduced [45]. The social
groups involved in interpreting the meanings of the technology include producers,
engineers, designers, marketers, and investors; those who have a direct relationship
with technology and develop an artifact—advocates—policymakers, lobbyists, and
academics; those who are indirectly related with technology and work on policy-
making, lobbying, and research; and also, users and bystanders [46]. Elle et al. [47]
contend that, in most cases, interpretive flexibility diminishes when the social groups
reach an agreement on an interpretation.

Initially, SCOT perspectives originated in studies of organizational innovation
processes. Unsurprisingly, Rowland [48] argues that SCOT emphasizes the role of
large business corporations, whereas Burns et al. [49] see innovation within a context
of receptivity and institutionalization. However, some argue that in the current con-
text where digital innovation is a largely available consumer commodity, SCOT needs
to be translated to the consumer digital technology marketplace, and hence it requires
a new framework variant, Social Construction of Digital Technologies (SCODT). The
SCODT framework posits that dimensions of innovation ought to be considered in
light of digital advances [50, 51]. This implies that the social groups involved interact
in different ways from those involved with technological innovation—traditional
employees-employers’ hierarchies typical of the workplace are replaced by consumer-
seller relationships, where power relationships occur in an always connected, and
competitive, digital context. Wellman et al. [52] argue that digital technology users
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are connected in a specific way, that is, by means of networked individualism: frag-
mented, opportunistic, fast connecting individuals, and organizations forming tem-
porary relevant social groups. Furthermore, SCODT posits that interaction switches
from interpersonal to interpersonal, person-technology, technology-technology, and
technology-physical environment interactions [50], where it is also artificial agents
(sensu [53]) in addition to human agents that take decisions within such relationships.

4. Findings

Through thematic analysis, we identified three key themes in the dataset: (1)
IoT awareness, including both industry and perceived public awareness; (2) trust
in privacy and trust in security as industry challenges; (3) responses to privacy
and security challenges of the IoT. Table 2 shows how the challenges and the
responses map.

Challenges Industry responses to the challenges
Privacy Data collection is always on Trials to find new ways to protect people’s privacy
* uncertainty and insecurity surrounding * working on a safety program involving the
data use practice of obscuring personal data
* transparency of the smart device in regard Public campaigns
with how it collects data and uses * “Trust by Design for IoT products”
llegal, malicious data use * designing a new standard for “Privacy by
* impact of a privacy breach Design” in smart home devices and services as
part of the ISO PC 317 standard
Security ~ Lack of security awareness in the public Security as a default setting
+ average person does not understand the C(')n}:p;mes to deveflop standards and. gul'delmes
security risks associated with IoT devices wit t_ € supp.ort of consumer organizations
Security labeling to help consumers make
« difficulty in gauging which device hasmore  jnformed choices
security at the point of making a purchase Regulation enforcement to be made clear for
* lack of education on how to make security consumers
judgments Developing specific technical security solutions
. . . External review and independent testing of
* Not understanding the impact of security devi
breaches on smart home devices cvices
reac. es‘o Governments to take responsibility for the
Regulation issues . .
security of smart home devices
* Lack of regulation Responsibility for the security of smart home
* lack of focus and fragmentation of govern- devices should be transnational
ment’s efforts and responsibility
* regulatory efforts not being sufficient since
they rely on voluntary compliance
Liability for the consumer
Problem at the market level
* security not being a priority because it lacks
a sufficient market incentive
Table 2.

Summary of the cybersecurity challenges of the smart home as perceived by the IoT industry, and of the industry’s
responses to these challenges.
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4.1 Awareness
4.1.1 IoT awareness: connectedness and the problems IoT can solve

Businesses tended to provide general definitions of IoT—one in terms of the shape
of communication it entails, its abstract structure, that is, IoT stands for “connected
to everything everywhere” [3], and another in terms of its material structure, or “bare
bones” [7], that is, “a piece of electronic equipment with a radio in it, in a box” [7].
NGO organizations, instead, defined the IoT less in terms of its shape and structure
but more in terms of its function:

For most people it is the smart speaker, it’s the home hub, it’s the thing that does lots
of tasks, which don’t really add much — remove much friction from your daily life but
they’re nice to have. I don't really think they think about the move advanced areas that
do actually vemove friction. [4]

In this case, the function of IoT, “not removing much friction” points at consum-
ers’ IoT identity coinciding with something superfluous—perhaps a luxury product
of a consumeristic society.

The case of IoT being purely functional was made even stronger by this NGO
respondent, who explained that a “true” IoT is “the problem that that device or that
product is trying to solve” [5]. Also, the respondent elaborated on the idea of IoT as
benign primarily represented by its function:

We’re purists as an organisation, we want to see IoT for the veal purpose of IoT
rather than it being IoT washed if you like, where everyone is just putting a sensor on
something or connecting something to call it IoT. I think that’s the false IoT. [5]

In this view, definitions of IoT simply based on structure, shape, network, and
connections, do not fully represent the “real” IoT. Furthermore, both business
organizations and NGOs point to privacy and security being issues that are intrinsic
to IoT’s identity.

4.1.2 Perceived public awareness

Business respondents were in agreement that public awareness of IoT was low: “I'd
imagine there’s still some people who won’t know what IoT stands for” [3]. Also, they
thought that while the public may be familiar with services such as Alexa (introduced
in 2016 in the UK) they did not connect them with IoT, for example, “lots of people
have got Alexa, lots of people have got Google Home, but they don’t know that that’s
actually part of the IoT” [7]. Furthermore, the lack of awareness is also related to the
need to have specific knowledge and skillset to be able to grasp IoT identity: “I don’t
think anybody I know that is not an engineer works for this industry understands
what the IoT is or have heard of it” [7].

Regarding awareness of privacy and security issues, a business respondent stated
that “I don’t think people understand exactly what privacy is and what it means asa
consumer.” This view was echoed by an NGO respondent:

You see the stories of murder cases that use a small bit of audio from an Amazon Echo
recording or how someone has been able to play a song in someone else’s room when
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they shouldn’t have. And they’re funny, they’ve intriguing, they’re engaging, but as I
mentioned earlier, it’s not tangible until it happens to you. [4]

The “Stories” mentioned by the respondent point to the role of media reports of
security incidents potentially shaping risk perception. However, these may be insuf-
ficient for the public to understand the risks more fully. The respondent explained
that direct experience of working with IoT gives a more realistic idea of the extent to
which security is an intrinsic aspect of IoT’s identity:

there are much morve concerning areas to it that I in my job ave fully aware of and I
would never have a smart home hub in my house, ever, and I wouldn’t let my house mate
bring his into my house because I just didn’t like the idea of that thing being on. [4]

4.2 Privacy

A prominent challenge pertaining to the smart home industry was privacy.
Industry respondents pinpointed some examples of privacy issues pertaining to the
smart home and also provided responses to these challenges.

4.2.1 Privacy challenges perceived by the IoT industry

In general, the context surrounding privacy issues was defined as a tradeoff
between privacy versus productivity and a response concluded that “We’re in a bit
of a catch 22 scenario.” Zubiaga et al. [4] explained the NGO respondent represent-
ing consumers. Smart home privacy issues were raised in unison across the industry
spectrum since there was not a marked distinction between business organizations
and NGOs in the kind of privacy issues being recollected.

Both NGO and business respondents referred to a privacy-problematic aspect of
smart home devices, that is, data collection being always on: “Alexa, for example, has
had a bad rep to the fact she’s always listening” [3] and “every single word, every single
tone, every single character is being referenced and archived for the evolution of AI for
Alexa” [5]. This creates uncertainty and insecurity surrounding data use. The business
respondent providing consultancy and design solutions, highlighted the central role of
trust in the transparency of the smart device in regard to how it collects data and uses
it, in other words, its integrity: “Not only the collection of data, what are you going to
do with that data? Are you going to do what you're saying? And even if you do what
you're saying, what does that mean for me?” [2]. This industry view displays awareness
of how key a concern trust is in systems’ integrity for successful smart home adoption.

Illegal, malicious data use is also a concern according to a respondent who reported
the example of remote control wireless plugs used to control an appliance that was
then discovered to be sending data to a server in China. A business respondent
outlined the general lack of awareness in regard to the meaning and consequences of
privacy breach: “People are not bothered if somebody can see their light going off”
[7]. However, the respondent suggested that public attitudes can change when they
become aware of the potential impact of a privacy breach:

It’s when people understand what that privacy data that’ getting out there means in a
different context, and it starts to worry them. [...] what happens if somebody breaks
into your system and there’s a guy theve with the crowbar that knows that when the
light’s turned off you’ve gone to bed, and then he comes and breaks your back door? [7]
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4.2.2 Responses to privacy challenges

In order to respond to the privacy challenges of the smart home, business
respondents reported experimenting with trials to find out the extent to which data
can be collected and used. A business organization respondent providing services
and products explained how they were having to be cautious of problems that are
raised with the smart home in terms of what data can be shared and that they are
experimenting with “workaround” trials to find new ways to protect people’s pri-
vacy [3]. Specifically, they were working on a safety program involving the practice
of obscuring personal data, thereby relying on partial data use: “what we’ve done is
for that particular trial, we would hide parts of their journey so they can’t actually
be identified” [3].

An NGO respondent representing smart home consumers described two initia-
tives aimed at protecting privacy: the campaign “Trust by Design for IoT products”
to make consumers aware of security risks in products such as IoT baby monitors,
and principles and recommendations to make consumer rights, privacy, safety,
and security key features of smart home devices; and designing a new standard for
“Privacy by Design” in smart home devices and services as part of the ISO PC 317
standard [8], “Consumer protection: privacy by design for consumer goods and
services” [54].

A service and product provider business respondent outlined that there are
others in the sector, like service providers, who bear responsibility for protect-
ing privacy: “providers, like the voice assistants like Google and Amazon, I think
people are quite wary of. [...] So, I think they have a certain level of responsibility to
reassure people and let people know where that data is going” [3]. The importance
of integrity for increasing consumer trust is underlined by the business respondent
who argued that it is service providers that have the greatest responsibility toward
data integrity:

They need to do more and at least be open and honest what that data is being used
for, because obviously the cases where you see an advert has been personalised for them
from what it’s heavd in the home, then the data is being used for other purposes than
what it stated. So, it does need to be move honest. [3]

NGOs take responsibility for improving industry practices in regard to protect-
ing privacy, while also calling for collaboration with external, noncommercial, and
nongovernmental players as academic institutions and researchers:

theve is certainly better than evil being done with AL It is up to folks like us as a com-
munity, you all with your research, to participate in trying to help create this balance
or expose the visk but expose the value of the technology. So that we don’t have binary
decisions. We want to make adjustments to ensure privacy that don’t hinder the ongo-
ing development and capability of things like Al [5]

In other words, the NGO respondent clearly declared their own responsibility but
also the need to work alongside other players “as a community” to improve industry
practices, persuade businesses to be more transparent about data use, and increase
consumers’ trust.
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4.3 Security
4.3.1 Security challenges perceived by the IoT industry

Both NGO and business respondents believe there is a general lack of public aware-
ness of smart home security issues. An NGO respondent representing the business
community reported not feeling confident that the average person understands the
risks associated with the security of IoT devices [5]°. A business respondent provid-
ing testing and certification also agreed that the public lacks security awareness and
that “the consumer doesn’t really understand [...] how important it is to have a secure
device..” [7]. The NGO respondent recollected a famous case of a hack of a smart
home device in a Las Vegas casino, one of the most commercially secure areas as there
can be, which allowed hackers to gain entry into their entire network and download
its “high roller” database [5]. The underlying problem here is that the consumer finds
themselves in a difficult position when having to gauge which device has more security
at the point of making a purchase: “the end user ends up trying to make a decision, ‘do
I want to buy this for twenty dollars a person or do I want to buy this for fifty dollars
aperson?’” [5]. A business respondent pointed to a lack of a communication strategy
to help the consumer make their choices in regard to the security of devices: “The way
of explaining to them [the consumers] how secure a device is, is secure or isn't, there’s
no real way of demonstrating that by say a cybersecurity mark” [7]. An NGO respon-
dent outlined how this lack of awareness of security issues of smart home devices
coupled with a lack of education on how to make security judgments, creates a “ticking
timebomb” situation: “[if ] we put a whole bunch of IoT devices out there that are not
secure, we're just creating a botnet army for the cyber guys” [5].

Furthermore, as with privacy, there may be a gap in regard to understanding the
impact of security breaches of smart home devices. As a business respondent put it:
“some people just don’t even care. I know a number of people that have these cameras
at home and they say they don't care... But I would hazard a guess that they would care
if they were to find that their camera was livestreaming on the internet and they could
see it themselves” [7].

Another key problem for both NGO and business respondents is the lack of regula-
tion. For one NGO respondent, security standards are difficult to implement because
of alack of focus and fragmentation of the government’s efforts and responsibility,
for example, “security, for example, it’s fragmented across government [...] it’s with
the National Security Secretariat, it’s with DCMS, it’s with Cabinet Office” [4]. For a
business respondent, there was a sense that existing regulatory efforts are not suf-
ficient, since they rely on voluntary compliance. This business respondent stated that
businesses are slow to take action: “But the biggest problem I’ve noticed when I speak
to customers is that cyber security is not yet mandated in products and because of
that, people will not pay for that work to be done” [7].

An NGO-specific security concern is a liability for the consumer, for example,

“I don’t know about the UK but in the United States... If the hack goes through your
network, known or unknown to you, you have a level of legal liability” [5].

3 This reference number refers to the interview reference code used to preserve the businesses’ anonymity
in Table 1.
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From a business perspective, however, security may not be a priority, as this
business respondent stated: “When I speak to customers [product makers] their
idea of security is, well, it’s something we want and something we’re thinking
about, but it’s not a priority” [7]. Furthermore, there is a sense in the industry that
security is not a priority because it lacks a sufficient market incentive: “Whether
[cybersecurity] it’s a marketing point 'm not really sure. And I would even be not as
sure to go towards a no.”

4.3.2 Responses to security challenges

Responses to security challenges differ between NGO and business respondents.
An NGO respondent representing the business community stressed the importance
of security being a default setting of devices that prevents security issues rather than
reacts to them: “we want to see secure by design IoT devices out there rather than
people thinking about security as an afterthought when it comes to just getting the
product to market” [5]. Another NGO respondent representing consumers stated
that standards and guidelines developed by companies with the support of consumer
organizations can provide transparency of how IoT products should be developed
[8]. As for a consumer-centered approach, a respondent stressed the need for security
labeling that could help consumers to understand what kind of levels of privacy,
security, and trust they could have in that product [5] and help them to make more
informed choices. Also, in response to the challenge of fragmented regulation and
lack of regulation enforcement, an NGO respondent stated that clarity about enforce-
ment needs to be made clear for consumers: “regulation should be designed with
consumers at the heart... [and] clear guidance needs to be set out on how policy and
regulation will be enforced, and the measures need to be clear” [8].

Business respondents, on the other hand, reported working on specific techni-
cal security solutions such as blockchains in security and quantum key distribution
and were “confident that the smart home will be protected through the use of these
security technologies” [3]. Another business respondent providing consultancy and
design solutions also stressed the need for external review and independent testing of
devices to ensure security:

we would provide information about how secure we believe their product is, and then
they would take that information and through some kind of dialogue work out some
kind of solution on what they want to do to make the actual product more secure. [2]

NGO respondents representing consumers stressed that, ultimately, the responsi-
bility for ensuring the security of smart home devices lay with the government:

I think it’s veally up to the government to think more broadly about how you change
the discourse around security, about preparing for things that go wrong, rather than
Just reacting to them. [4]

That smart home security is seen as the government’s responsibility is significant
because it is unlike privacy, where responsibility seems to be down to the user to
consent to data collection and use: “it really shouldn’t necessarily be solely down to the
consumer to become security-savvy, to have to be the one that protects their device.
The device should have some adequate level of protection to the consumer from the
get-go” [5] stated the respondent representing the business community.
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Another NGO respondent representing consumers stressed that such responsibil-
ity toward ensuring the security of smart home devices is transnational:

The responsibility for ensuring that consumers’ rights are protected online, and
autonomy and personal freedom are upheld, cannot be managed by one country
alone. It vequires international collaboration across governments, international
organisations and businesses. [8]

For this respondent, given the cross-border nature of data flows and the size of
technology companies that are major market leaders in the development of smart
home devices, national efforts should link to international approaches.

5. Discussion

The discussion of results centers on revealing the interpretive flexibility and
closure of meaning that characterizes smart home devices. When technology is
interpretively flexible, it means that the “interaction of technology and organizations
is a function of the different actors and socio-historical contexts implicated in its
development and use” [43].

In terms of awareness, business respondents tended to provide definitions of IoT in
terms of its structural properties, that is, connectedness. NGO respondents, instead,
defined the IoT more in terms of its function and the problems the IoT can solve. In
this view, the IoT’s identity is intrinsically connected to its pragmatic aspect, that is,
its role in a context or “situatedness.” This might explain why the wider UK popula-
tion awareness is greater for the expression “smart home” (90% of people are aware
of “smart home”) than for the expression IoT (47% of people are aware of “IoT”) [3],
since “smart home” indicates a recognizable context for use of these devices.

Business respondents are uncertain about the public awareness of IoT. This finding
was also reflected in [3]. A deeper awareness of IoT examples and functions may be
crucial. Zeng and Roesner [55] point out in fact some of the limitations of current smart
home devices design, for example, in regard with the management of multiple users
and sometimes lacking basic access control. Hence, promoting awareness of function-
alities of this kind may also stimulate adoption in the home, and different players in the
industry may need to act in concert to stimulate this functional awareness.

The lack of awareness is also related to the need to have specific technical knowl-
edge and skillsets to be able to grasp both the connectedness and functionality of IoT.
This requirement for a technical mindset and expertise could place adopting the IoT
beyond the reach of the layperson, particularly those who are less well-educated since
usually, it is the “more highly educated individuals who tend to adopt innovations
sooner” [56]. Also, [3] survey showed how those with high and medium levels of
education were early adopters of smart home devices, though those with less educa-
tion were catching up.

Business and NGO respondents feel privacy and security issues are not sufficiently
part of IoT awareness for the wider public, which is consistent with the finding that
59% of the wider population are not aware of media reports of security incidents
involving smart home devices [57].

Previous research [58] showed that the smart home industry is insufficiently
emphasizing measures to build consumer confidence in data security and privacy.
The industry respondents we recruited, felt they possessed the skillset to judge the
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security-preserving capacity of smart home devices, but were unsure about the public
possessing adequate skillsets. This suggests there is a perceived need to educate the
population in regard to security issues pertaining to IoT. This is consistent with the
survey finding that consumers’ security concerns are likely to impact negatively

on [oT adoption. In regard to privacy, both business and NGO respondents raised
privacy issues as an industry-wide IoT concern. Hence, privacy as an obstacle to the
adoption of the smart home emerges as a stable and established meaning of the smart
home. The specific issues respondents raised concern data collection being always on,
the uncertainty of data use, illegal malicious data use, and legal but harmful data use.
Particular emphasis was placed on the importance of trusting smart home systems’
integrity—the belief that the entity is honest and will fulfill its promise to the client
[59]—for successful smart home adoption; this view reflects the finding that public
trust in companies ot using data produced by smart home devices without consum-
ers’ explicit consent, was fairly low [3]. Significantly, the issue of the influence of
friends and experts may have on Privacy Decision Making (e.g., allowing or denying
data collection) was not mentioned by any of the participants but this was shown to
be an important factor for IoT adoption [60].

One respondent outlined what was perceived to be the neutral position of the
public in regard to the likelihood of privacy breach, which was also reflected in our
survey [3]. However, in our survey, the public’s neutrality changed when the emphasis
was placed on understanding the impact or consequences of a privacy breach. Again,
this emerging feeling was consistent with our survey finding that the UK public tends
to agree that the impact of privacy-related incidents is high [3].

Actions in the form of responses to privacy challenges revolved mainly around
taking responsibility for mitigating privacy-related risks. This is key because it has
been shown that even when users do indeed trust device manufacturers to protect
their privacy, they do not verify that these protections are in place [61]. For business
respondents taking responsibility to address privacy-related risks involved taking
direct action and experimenting with the technology in order to find new ways to
protect privacy. Business respondents felt that a big part of the responsibility toward
guaranteeing data integrity was with big service providers. On the other hand, NGO
respondents responded to privacy challenges by emphasizing standards, applying
pressure to improve industry practices toward data use, and persuading consumers
that their data is properly curated and looked after. They also called for collabora-
tion with external, noncommercial, and nongovernmental players, such as academic
institutions and researchers. Synergy among industry or industry-relevant stakehold-
ers emerges in this view as the key mechanism toward responding to the privacy
challenges of the smart home. When it came to security, both NGO and business
respondents associated security issues with the public’s lack of awareness of security
and uncertainty over making security judgments about a device, which is consistent
with the survey finding that people seem to be more concerned about the likelihood
of a security incident rather than its impact [3] (unlike for privacy, where it is the
other way round), suggesting that there is an education gap in regard to the practical
consequences of security breaches.

NGO and business respondents alike thought that security risks were exacerbated
by problems at the level of regulation. Specifically, NGO respondents felt that the
issue is with a fragmented security-regulation effort, with security being too thinly
spread as an issue across government, which is therefore unable to provide a solid
answer to this challenge. Steps have been made toward providing a unified approach,
with the UK government producing the Code of Practice for Consumer Internet
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of Things Security [9]. However, this effort may not be sufficient to unify security
improvement practice in the sector. Brass et al. [62] point to the proliferation of
non-governmental de facto standards for smart home cybersecurity produced by
businesses, trade associations, and interest groups, as well as NGOs themselves. For
businesses, the issue with regulation is felt through a lack of enforcement.

Addressing a specific security concern, one NGO respondent felt that liability may
be exacerbated through the public-wide lack of awareness of security issues of smart
home devices. Businesses felt that a key security issue is the lack of a marketing incen-
tive for smart home cybersecurity, a feeling that reflects a wider trend with cybersecu-
rity in the private sector in general. Gordon et al. [63] underline how, in general, firms
invest in cybersecurity activities at a level below what would be optimal. The issue is
particularly significant in regard to small to medium enterprises (SMEs), which are
deemed to be potentially the ones most at risk [64], as they often neglect cybercrime
prevention [65] and do not possess adequate knowledge in cyber security [66].

In terms of actions, we found NGOs to be leading with the range of responses
to the security challenges posed by smart home devices, as they primarily aim to
make security a default positioning of devices. They stressed the key role of gov-
ernment in changing the discourse around smart home security. The choice of the
socio-philosophical term “discourse” refers to the fact that it is both ideas and actions
[67] around security that should be promoted and performed, a task for which the
government is held to be both capable and responsible for. This perception underlines
how it is important that the consumer does not feel he or she is solely responsible for
smart home security. However, this feeling contrasts with the attitudes of the public,
who ranked the service provider (e.g., Google, Amazon, and Apple) as the main actor
responsible for the security of smart home devices, followed by the consumer and
the manufacturer, with the government ranking fifth only [57]. This misalignment
of perception across NGO experts and consumers may represent an opportunity for
intervention for a number of players in the smart home ecosystem. Finally, the global
marketplace for smart home devices reminds us that responsibility toward ensuring
the security of smart home devices requires an international effort.

6. Conclusions for adoption and acceptability of the smart home

The aims of this project were to investigate smart home adoption from a socio-
technical perspective that holds that people and the technologies they use are
“co-constitutive” [12]. To this end, we qualitatively interrogated the survey findings
pertaining to the most significant factors affecting smart home adoption, as previ-
ously flagged up quantitatively in [3]. Our objective was to understand how industry
stakeholders interpret and influence smart home’s development in the UK and
respond to the socio-technical challenges that smart home adoption flags up. The
following findings reflect the different levels of interpretive flexibility regarding the
challenges of smart home adoption

* Businesses are uncertain about the level of public awareness of IoT, particularly
about privacy and security issues.

* Industry-wide concerns surrounding the privacy issues of smart home, concern
data collection being always on, the uncertainty of data use, illegal malicious
data use, and legal—yet harmful—data use.
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* To respond to smart home privacy challenges, businesses are providing new
technical solutions, whereas NGOs are producing standards and encouraging
synergy amongst industry stakeholders at various levels and academia.

* Industry-wide concerns surrounding key security issues of a smart home are
public uncertainty over how to make security judgments when purchasing a
device, fragmented regulation for NGOs, and lack of regulation enforcement for
businesses; an NGO-specific security concern is a liability; a business-specific
concern is the lack of marketing incentive for security.

* In terms of actions, NGOs were found to be leading businesses in regard to the
variety of responses to smart home security challenges as they aim to make
security a default positioning of devices by underlining the need to change the
discourse around security, to make the effort transnational, and to not make the
consumer feel solely responsible for the security of smart home devices.

Overall, the smart home industry is responding to the smart home adoption
challenges by providing new technical solutions to mitigate the privacy and security
risk of smart homes, producing new standards and influencing regulation and
building up communities of learning. These findings reveal that there is awareness
in the industry of the need to improve sector practices by mitigating privacy and
security risks of smart homes in order to increase consumers’ trust and promote
sector growth.

In terms of implications for the management of smart home adoption, this
stakeholders’ picture of smart home adoption in the UK and worldwide may
help influence future business models and regulatory frameworks. Our study
contributes to building awareness of obstacles to adoption and of ethics of data so
that new, adaptable, and ethical business models can be proposed; policymaking
by providing evidence of stakeholders’ opinions toward regulation for common
security or data interchange standards. With this knowledge, an open challenge for
the smart home is the ethical concerns it may raise, in regard, among other things,
cybersecurity. Hence future directions for this work may include the identification
and specification of ethical principles relevant to assessing the ethical impact of
the smart home and steps that can be taken toward increasing smart home accept-
ability—that is, the ethical and instrumental desirability for consumers of adopt-
ing new technologies.

The study has some limitations that can provide avenues for further research. We
strived to achieve a balance of businesses and NGOs in our sample, and included one
SME among the business respondents quota. Despite efforts taken to ensure a bal-
anced sample, the small number of interview participants may still introduce bias in
the results. Hence, to improve the approach taken in this work, the sample size could
be increased in order to include: (1) a higher number of SMEs as these provide new
ideas for products and services which can disrupt the sector’s business models yet can
also exacerbate security and privacy risks; also, this work does not address the voice
of non-Western organizations involved in the development and management of the
smart home. Hence future work could include the voice of more non-Western organi-
zations to balance and achieve a more culturally diverse sample on the cybersecurity
of the smart home. Of particular importance would be to also include representatives
from developing countries, for whom the cybersecurity challenges of the smart home
will be no less prominent, if not more, in the years to come.
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Appendix A. Interview questions guide

Awareness

1. What do you think the IoT means to the public?

2. What do you think “smart home” means to the public?
Risks and benefits of IoT

For the organization

3. Can you summarize the business opportunity that these products and/or services
represent for your company? What is your company’s business model? (BUSINESS)

4.How easy has it been to promote IoT products and/or related services to the
British public? (BUSINESS)

5.How big do you expect the market for your company’s products and/or services
to be in the future a) 5 years, b) 10 years’ time? (BUSINESS)

6.How easy has it been for your organization to achieve your objectives in the IoT
sector? (NGO)

For consumers

7. Why should consumers adopt a smart home device? What do you think are the
key benefits of your product and/or service that make it desirable to adopt?

8. Why might they not adopt it?/ What do you think are the main issues that might
make people reluctant to adopt your company’s products and/or services?

9.Is your organization taking any steps to deal with these issues? Which ones?
10. Are there new risks for the public specifically related to (your) IoT (products)?
Trust
11. Should consumers trust smart home devices?

12. Do you think the risks for privacy and security posed by smart home devices are
acceptable?

13. What kind of actions would be necessary to improve public trust in smart home
devices?

Digital divide/technology rejection

14. Are you aware of which groups are less likely to adopt smart home technology?
What can your organization do about it?
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15. These are some of the results of our survey. Do any of these come as a surprise? If
so, why?
i. Overall fairly low levels of trust

ii. Overall, levels of satisfaction are still uncertain despite the prolonged presence
of IoT in society

iii. Younger respondents’ low-risk awareness
iv. Older respondents’ resistance to IoT
v. Less-educated respondents’ resistance to IoT

16. Would these results be a concern for your company/organization and, if so, how
might it respond?

Future and change

17. Do you think your company’s business model/organization’s strategy may need to
adapt to deal with any of the challenges of IoT adoption?

18.If your organization was in charge of the whole sector, what would you change?

19. Are there any actions that the IoT industry as a whole should take to be able to
encourage the adoption of IoT products and services?

20. Does your company welcome new policies and regulations for IoT products and
services?
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Abstract

Infrastructures based on fog computing are gaining popularity as an alternative to
provide low-latency communication on executing distributed services. With cloud
resources, it is possible to assemble an architectub re with resources close to data
providers and those with more processing capacity, achieved through internet links.
In this context, this book chapter presents the first insight regarding fog-cloud archi-
tecture for the healthcare area. In particular, we address vital sign monitoring in
sensor devices and provide intelligent health services that reside both in the fog and
the cloud to benefit the end-users and the public government. The preliminary results
show the advantages of combining fog and cloud and critical applications and high-
light some points of attention to address system scalability and quality of service.

Keywords: healthcare, architecture, smart services, smart city, fog computing, cloud
computing

1. Introduction

Over the last few years, the health sector has understood that the internet can be an
essential support instrument in searching for a better quality of life and conditions for
patient care [1]. Among other advantages associated with using the internet in the
health field, the analysis, and processing of data in real-time through remote servers
have been highlighted. A smart model that provides storage and processing of appli-
cations over the internet refers to the idea of cloud computing. The cloud can be
described as a collection of software and hardware services that are delivered through
the network to end-users. The users will have resources (both from hardware and
software perspectives) with increasing capacity without requiring significant financial
capital investments to acquire, maintain, and manage such resources.

Cloud computing acts as a support to enable the Internet of Things (I0T) applica-
tions. IoT environments are composed of hundreds or thousands of devices that
constantly generate requests for collected data to be later analyzed. This process
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naturally generates heavy requests that would be sent to a central processing
server, flooding that server’s network, and requiring computational power that a
single computer would often not be able to supply. Here, cloud computing can be
used as a processing medium for IoT scenarios to leverage its scalability and pay-
as-you-go business model. However, sending requests from an IoT device to a
cloud server adds network latency overhead to the communication that cannot be
accepted in some cases. For example, we can cite some e-health scenarios, such as
those addressing remote electrocardiogram (ECG), where data collecting and
processing times are critical to the correct system functioning. We often cannot
wait for a message to be sent, processed in the cloud, and returned, as the time
involved in these procedures is prohibitive and can influence essential aspects such
as a person’s life or death. Furthermore, even with a highly scalable cloud com-
puting environment, scaling it to serve many requests would result in additional
power consumption.

To allow better scalability of IoT systems, it is necessary to design new archi-
tectures and solutions that simultaneously handle many devices and requests,
maintaining the Quality of Service (QoS). Aligned with this sentence, fog com-
puting expands the services the traditional cloud model offers to be closer to the
data generators. Also, edge computing enters here to enable some processing and
decision support precisely on the network’s border, that is, close to the IoT device
itself. Computing in fog or edge has as its main characteristics low latency, better
support to collect the geographic distribution of data, and mobility over many
nodes in the network. Thus, with predominantly wireless access, we have the
execution of applications in real-time and more significant support for device
heterogeneity. Data read by the sensors is collected, processed, and stored in a
temporary database instead of delivered to the cloud, avoiding round-trip delays
in network traffic.

A combination of cloud, fog, and the edge is especially pertinent to provide an
architecture to answer pandemic research such as the case of COVID-19. More signif-
icantly, we are entering a period where long-COVID-19 research is mainstream,
where the purpose is to continuously monitor the vital signs of those who were
contaminated by the virus beforehand [2]. Most vital sign monitoring systems follow a
generalized three-tier architecture composed of sensing devices, a gateway, and a
cloud. By analyzing the current initiatives in the literature, they do not address all
issues concomitantly as follows: (i) person’s traceability, both in terms of historical
view of vital signs or places visited in a smart city; (ii) artificial intelligence to execute
health services proactively, generating value for end-users, in addition to hospitals
and public sector; and (iii) state-of-the-art mechanisms to address QoS, elastic
processing capability and an efficient and scalable message notification system.

In this context, this book chapter:

* We introduce an architecture that combines edge, fog, and cloud to address
healthcare services.

* We also show how we can deploy health services over this architectural
organization.

Our idea is to show details of the proposed architecture, detailing the modules and
how multiple edge instances interact with fog nodes. In particular, we will offer vital
signs-based services in the fog nodes and the cloud. These services can target a single

98



On Defining and Deploying Health Services in Fog-Cloud Architectures
DOI: http://dx.doi.org/10.5772 /intechopen.109570

person, generating personal insights and notifications, and multiple persons. In this
last case, we provide health information regarding a community or district of a city
[3]. Thus, we capture data from the citizens and process them in the edge and fog
nodes, generating appropriate notifications. Finally, we show future directions
regarding healthcare services (in particular to monitor long COVID-19 situations),
which will execute in a combination of edge and fog resources depending on person
priority and service priority (for example, teens and older people, and critical services
like ECG or non-critical services like fever detection). We understand the new era of
5G communication will burst and favor scalable IoT data collection, bringing pertinent
issues such as reliability, performance, and scalability to the assembly of the proper
digital health in intelligent cities.

2. Vital signs remote monitoring

This section details some vital signs and how they are captured from the body.
Vital signs monitoring is essential to observe how healthy a person is. Logically, we
have lower and upper thresholds for each vital sign, that is, limits that a particular
metric should operate. Also, these thresholds variate in accordance with the age of the
person, their health status, if they have chronic diseases, and so on. The vital signs
discussed here are relevant to give us insights sequels regarding the long COVID-19,
which is especially important for patients with chronic diseases. The literature shows
us that five health parameters are essential vital signs to detect the evolution of
COVID- 19. Figure 1 depicts them appropriately. They are: (i) heart rate; (ii) heart
rate variability; (iii) body temperature; (iv) peripheral oxygen saturation; and (v)
respiratory rate.
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Five vital signs ave captured: (1) respivatory rate; (2) heart vate and heart vate variability; (3) body temperature;
and (4) peripheral oxygen saturation.
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2.1 Vital sign 1: respiratory rate

This vital sign analyzes the breathing rate per minute (BRPM). The literature states
that an expected respiratory rate is between 12 and 20 BRPM. Regarding the idea of
reducing the BRPM, there is a more significant change that a particular person has
COVID-19. This occurs because COVID-19 attacks the lungs, turning challenging to
breathe well and regularly. A wearable device collection can monitor BRPM through
piezoresistive and inertial sensors [4]. Moreover, when analyzing the literature, we
observe that most approaches require sensors in the patient’s chest, abdomen, neck, or
nose. We also observe the growth of new solutions that explore algorithms to derive
the respiratory rate from optic sensors embedded in smartwatches and wristbands.

2.2 Vital sign 2: temperature

Body temperature is one of the most used signals to understand a person’s health.
The temperature is primarily used to observe that a person has an inflammation
process, the starting of a disease, or particle reactions against viruses or bacteria [5].
Thus, fever is the second most common symptom of a COVID-19 infection. Usually, a
body temperature over 37.3°C characterizes fever. As said, this could indicate that the
body is trying to fight an illness or infection. Body temperature is captured in different
ways: axillary, orally, and rectally using traditional thermometers.

Recent solutions use technologies that can measure skin temperature too. The skin
temperature frequently varies to regulate and stabilize the core temperature. The use
of imaging and infrared devices became common to fastly check the body tempera-
ture of individuals in a touchless manner. Other strategies apply skin carbon nanotube
(CNT) printed adhesives that provide more precise temperature detection. However,
CNT-based sensors require a computing unit to acquire data from them to make them
available for processing.

2.3 Vital sign 3: heart rate

Heart rate measures the beats per minute (BPM) of an individual’s cardiac cycle
[6]. It varies throughout the day physiologically in a healthy individual, according to
physical activity, consumption of caffeinated foods, and emotions, for example.
However, the appropriate heart rate range for an individual at rest is from 50 to 90
BPM, which may be lower in people who practice physical activities [7]. Segundo [8]
with a 1°C rise in body temperature, there is approximately the same amount as an 8.5
BPM increase in heart rate. For example, traditional methods for measuring heart rate
include the electrocardiogram (ECG) and radial pulse palpation. However, such
methods, in addition to depending on a professional to be measured, also have little
mobility for access and difficulty monitoring daily activities. The ECG is an accurate
method, but it needs to be in a specific place to perform it since the measurement
through the radial pulse can be imprecise. Thus, current initiatives seek to explore
different strategies of bioelectric sources to measure heart rate accurately. Smart
bands often use photoplethysmography (PPG) to measure heart rate [9]. When the
heart beats, capillaries expand and contract based on changes in blood volume. PPG is
a non-invasive optical technique capable of measuring blood volume variations in the
capillary structure [10]. Thus, continuous monitoring can predict some pathologies,
such as arrhythmias, anemia, and hyperthyroidism. In the context of COVID-19, the
heart is one of the organs affected by the virus. It can attack the organ of someone who
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already has a previous cardiac pathology or even an acute form of a healthy heart [11].
Thus, some pathologies such as myocarditis, arrhythmias, and cardiac arrest may be
present in infected patients [12]. Thus, early detection of heart rate can help in the
perception of a sign of severity in patients with the disease, in addition to facilitating
the early detection of symptoms at home and in hospitals.

2.4 Vital sign 4: heart rate variability

Heart rate variation (HRV) is the variation between the time interval between two
beats in the cardiac cycle and is one of the main ways to assess the proper functioning
of the heart and the regulation of the autonomic nervous system [13], so it is a relevant
measure to identify and assist in the prognosis of various pathologies. It has a large
interpersonal variation, and a high value represents a more significant resistance to
stress, while a low value may indicate illness, stress, depression, or anxiety, and low
values may provide an early indication that the individual is suffering from infection
[14]. In the context of COVID-19 infection, it is a relevant parameter to indicate how
the patient’s prognosis will be. Recent studies carried out with patients over 70 years
old showed that those with high HRV had greater survival and low HRV showed
greater survival. Intensive care unit admission rate [15]. The main way to detect HRV
is through continuous monitoring in the hospital or the ward through the electrocar-
diogram. Hence, the lack of mobility is the main difficulty in continuous monitoring.
In this way, wearable smart bands that rely on heart rate measurements, calculating
the root mean square of successive differences between normal heartbeats (RMSSD),
it is possible to determine and measure HRV using heart rate measurements, and thus
help to monitor patients both in hospital and domestic environments, mitigating the
problem of mobility [16].

2.5 Vital sign 5: oxygen saturation

Blood oxygen saturation (SpO,) level measures the percentage of oxygen carried
by hemoglobin molecules in an individual’s peripheral blood. It may be decreased
when an infection occurs, such as COVID-19, in which inflammatory cytokines pre-
vent the efficient gas exchange from occurring in the respiratory membranes. Rates
below 95% of oxygenated blood indicate a warning that the individual may be starting
to become short of breath. Oxygen levels commonly remain at the same rate during all
daily activities. Standard approaches to compute SpO, use PPG signals composed of
red and infrared light sensors applied to the extremities of the body [17].

3. Fog-cloud architecture to monitor vital signs in smart cities

Employing several sensor devices to monitor the health parameter of people daily
is crucial to track and monitor the spread of new diseases. We developed a monitoring
infrastructure for intelligent cities to enhance public health topics. Figure 2 depicts
our vision of an innovative city architecture, where we focus on mobile health, vital
signs collection, and artificial intelligence services. In the considered architecture,
citizens use wearable devices (such as smart bands or standalone sensors) to send their
vital sign parameters into the public health data center in real time. By combining fog
and cloud computing, we offer a collection of health services to patients/users in a
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Figure 2.
Smart city architecture focuses on monitoring patients’ health parameters. People wear sensors that transmit health
parameters to a fog-cloud infrastructure that provides health services.

new paradigm. Here, the public health system provides intelligent services in proac-
tive and on-demand services.

We envisage the functioning of the services by using both artificial intelligence and
inferential statistics. The main idea is to enable a set of capabilities for end-users. The
most used functionality is event prediction, which analyzes a collection of data in the
past (where each element represents a vital sign data and a timestamp), employs a
prediction engine, and presents as output a forecast of an event for the future. We can
implement event prediction using logistic and linear regression, ARMA, ARIMA,
random forest, or neural networks. The second type of event refers to correlations.
For example, they can be implemented using confusion matrices, cosine’s rule, and
Pearson’s coefficient. The third type of service uses data classification. Here, we have a
learning process that helps build a learning model, enabling us to classify health
situations. Classification is commonly deployed with Support Vector Machine and
k-nearest neighbors.

Yet, pattern recognition is another type offered in the proposed architecture of
health services. The main idea is to analyze raw data to perceive clusters with standard
features. To implement pattern recognition, at this moment, we plan to use Neural
Networks and K-means clustering. For example, a health surveillance system can
forecast the health disorders of a person wearing smart bands. Thus, the system can
proactively call an ambulance and schedule appropriate human resources in hospitals
to support a patient. Using pattern recognition, we can identify sections of a city with
a more considerable risk of a particular disease. Moreover, by blending vital signs and
a geolocation system, we architecture can analyze the efficiency of lockdown policies.
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Edge architecture and deployment proposal.

In addition, in the case of a pandemic scenario, we can generate cost-efficient pro-
cedures to reopen cities in a secure and timely way.

Our architecture can support different wearable devices, each functioning with a
particular IoT protocol. In this way, we present in the Edge Controller a middleware to
support device heterogeneity. It acts as a gateway, receiving different types of inputs
and outputting a uniform protocol for the upper layers. We can consider a collection
of factors that need to be considered when deploying health monitoring devices for
remote patients. For example, some topics that should be considered are user authen-
tication, data regulations, data privacy, API availability, data extraction mechanism,
data processing system, and information transmission (including direct and indirect
communication directives and intermediary brokers).

In our architecture, an Edge Controller is placed near the patient to collect, process,
and transmit data to the Fog infrastructure. Also, the architecture envisages a mobile
Edge Controller, enabling a user to change effortlessly from one Fog Node to another.
Figure 3a illustrates the Edge Controller architecture and possible deployments at the
patient’s site. Figure 3a presents a collection of components and their communication to
process sensor data. In addition, a viable deployment is depicted in Figure 3b.

4. Data processing in fog and cloud instances

To execute the health services, we plan to use two functionalities: (i) serverless
computing; and (ii) vertical elasticity. In serverless computing, the user is in charge of
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submitting a collection of functions to the cloud using the HTTP protocol. Thus, the
cloud, in its turn, is responsible for allocating an adequate number of virtual instances
(containers or virtual machines) to execute the functions correctly. The name
“Serverless,” therefore, refers to the ability of the user does not take care of the
number and configuration of resources to execute their demands. Vertical elasticity is
used to reconfigure the resources with resizing. Taking as a starting point the physical
resources, we can slice them into virtual parts (vCPU, vDisk, vMem, for example).
The main with vertical elasticity is to adapt this virtual slice at runtime, allocating
more or fewer resources by the demand. This strategy is pertinent to use the resources
better, enabling us to pass resources from one health service to another (for example,
from one that does not require so much processing power to another that is CPU
hungry).

In addition to serverless computing and vertical elasticity, our architecture also
uses data compression. Here, we employ two types of compression. First, we perform
the following tasks: dynamic tune the interval for data collection for each person and
each observed vital sign; adapt the changes on captured values to postpone data
acquiring, so saving network latency. For example, the times to take data from an
older adult could be different from a mid-age one. Also, if a person has a particular
chronic disease or is passing through a health treatment, the time interval to analyze
their vital signs should be reduced compared to that of healthy people. In addition to
this first type of compression, we employ traditional lossless data compression. This
compression is taken at the border to the Edge Controller. Considering that we are
encapsulating vital sign data in JSON format, which is ASCII-based clear text, it is
possible to use either LWW or Huffman Code algorithm to reduce the number of
bytes transmitted through the network. These last two examples are known in the
literature as being very efficient in dealing with text messages.

Privacy is another concern handled in the project. Our architecture deals
with privacy by using federated learning and homomorphic cryptography
concepts. With federated learning, data always stays close to the users. The user
is in charge of training the ML algorithm, and only the gradients (the result of the
ML model) are passed through the network. We can tune and update a global
machine-learning model by collecting all user gradients. Homomorphic
cryptography, in its turn, helps perform some action with a vector of data without
exposing names or character data inside the vector. Homomorphic encryption can
only be used over integer data by performing a particular arithmetic formula (for
example, mean, maximum, and minimum, standard deviation). Thus, we can create
insights into a specific district of a city. For instance, we can verify the number of
people with fever, the mean temperature of a collection of people, and if they have
heart disorders.

Our organization for information data flow is presented in Figure 3b. We can use a
single board computer (such as Arduino or Raspberry Pi) to collect data from a family
or people that work in a company. Also, the own smartphone can act as a gateway
since it is commonly employed to collect that from smart bands. Employing an SBC or
a smartphone depends on the use case. An SBC sends data to the internet via connec-
tivity or an ISP provider and can interact with as many sensors as available at the
patient’s house. The smartphone has the advantage of online monitoring no matter
where the patient is. At any moment, the user can receive notifications regarding their
health status. The main idea here is to enable a proactive architecture, where we can
alert the users about an eventual problem in the future, allowing them to seek timely
treatment.
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5. Proposal of health services

A health service can be understood as a computing service that inputs one or more
vital signs from one or more persons. The output of a health service refers to insights
regarding a particular person or a collection of persons (common health conditions of
citizens of a city district or community). Thus, the heart rate sensors can detect and
predict whether this rate is increasing or decreasing and whether it is falling to the
point of causing heart failure [18, 19]. Under normal conditions, a person’s heart rate
varies between 60 and 100 bpm. Critical situations are considered when the heart rate
is less than 40 bpm or greater than 150. In this case, the sensors can be used on
patients in the hospital emergency room and patients with chronic cardiorespiratory
diseases who want to monitor at home, using historical data from a single user over
time. It is possible to trigger an alarm warning that the heart rate is decreasing so that
doctors can verify the cause and possibly prevent a cardiac arrest. Not only that but an
alert can be sent to the nearest emergency station, automatically triggering an ambu-
lance to where the person is. Moreover, the same system can perform an alert network
in the hospital environment, whether during observation, hospitalization, or in the
ICU, generating a specific signal to the nearest infirmary, alerting that the patient is in
cardiorespiratory arrest.

Besides, the sepsis prediction could be made too. It is characterized by a
dysregulation of the inflammatory and their stems in response to a microbial invasion
that produces body injury. During sepsis, tachypnea, tachycardia, and the high tem-
perature usually occur. According to [20], two or more of these signs indicate sepsis
temperature >38°C, heart rate >90/min, and respiratory rate >20/min. From the
detection by the sensors, it can be predicted whether the patient is experiencing a
worsening of his condition and getting septic. So, historical data from a single user to
monitor over time can be used. This way, the hospital staff can be notified, and the
patient should receive proper care.

In addition, from the measurement of individuals’ vital signs, it is possible to
follow the progression or regression of the chronicity of disease through the analysis
of baseline reference values of the analyzed vital signs [21]. In chronic diseases such as
cardiac diseases, chronic obstructive pulmonary diseases (asthma, emphysema, bron-
chitis), and renal diseases, all vital signs are usually monitored, as any of them can
worsen and lead to decompensation of the disease. Data from the elderly would be
monitored in a home for the elderly with chronic diseases or homes of an older
population. This data could be saved for them or their caregivers to follow up. In this
case, historical data from a single elderly user is used to monitor over time, and the
underlying disease of the elderly can be followed over time.

Monitoring oxygen saturation in patients with Chronic Obstructive Pulmonary
Disease (COPD) to help decrease respiratory function can be done. Patients with
COPD are more likely to experience a drop in peripheral blood oxygen saturation
(hypoxia) because oxygen entry into the lungs is impaired [22]. This way, neighbor-
hoods, and cities could be monitored to predict a worsening clinical picture. Analysis
of this vital sign can be sent to the hospital caring for that patient. It may indicate the
need for mechanical ventilation or oxygen for the patient or additional treatment.

By measuring oxygen saturation, hypoxemia can be identified. It is characterized
by a decrease in partial pressure of oxygen in the blood, leading to impaired blood
perfusion and cyanosis in more critical cases [23, 24]. It can be measured through
arterial oxygen saturation, characterized by the percentage of hemoglobin saturated
with oxygen. Oxygen levels below 90% describe severe hypoxemia in peripheral blood
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[25]. Some causes of hypoxemia are asthma, chronic obstructive pulmonary disease,
idiopathic pulmonary fibrosis, pulmonary embolism, and COVID-19. Thus, measur-
ing the arterial oxygen saturation becomes helpful in the hospital environment
because once the oxygen saturation level of a patient who has entered the hospital or
even who is already hospitalized is detected as low, it can be predicted whether the
patient should be in an alert or critical state, and should or should not be intubated due
to the need for interventions for mechanical ventilation.

Preeclampsia is a gestational disorder characterized by increased blood pressure
and proteinuria during the third trimester of pregnancy. It is one of the leading causes
of maternal and infant mortality. The diagnosis is based on the presence of hyperten-
sion, with measurements performed at two different times, with systolic blood pres-
sure >140 mmHg and diastolic blood pressure at >90 mmHg, in previously
normotensive patients and proteinuria at >300 mg. Thus, the measurement of blood
pressure in gestational patients through a device can help diagnose the pathology in
pregnant women, with measurement both in the residential and in the hospital or
clinic. The device can send an alert to the hospital or pregnant patient, warning that
the blood pressure is increasing. With this, the doctor who takes care of the patient
can provide adequate treatment to avoid eventual problems.

6. Conclusion

We have presented an idea of a smart city organized in edge and fog nodes to
manage vital signs-based healthcare services. In the future, each citizen will wear a
smart band or smartwatch, which will help monitor vital signs, and input data into the
architecture. With data from the whole city, public sectors can proactively address
healthcare problems in particular districts or develop public strategies destinated to a
particular aging interval. We are confident that the future will combine edge, fog, and
cloud resources with supporting critical and non-critical services. The term critical
here can be understood that services must be executed with high priority, for exam-
ple, when involving older people with diseases or chronic problems or when
addressing health services where the latency time is crucial, like ECG.
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Chapter 6

Mapping of Social Functions in a
Smart City When Considering
Sparse Knowledge

Oded Zinman and Boaz Lerner

Abstract

In recent years, technological advances, specifically new sensing and
communication technologies, have brought new opportunities for a less expensive,
dynamic, and more accurate mapping of social land use in cities. However, most
research has featured complex methodologies that integrate several data resources or
require much prior knowledge about the examined city. We offer a methodology that
requires little prior knowledge and mainly relies on call detail records, which is an
inexpensive available data resource of mobile phone signals. We introduce the
Semi-supervised Self-labeled K-nearest neighbor (SSK) algorithm that combines
distance-weighted k-nearest neighbors (DKNN) with a self-labeled iterative tech-
nique designed for training classifiers with only a small number of labeled samples. In
each iteration, the samples (small land units) that we are most confident of their
classification by DKNN are added to the training set of the next iteration. We perform
neighbor smoothing to the land-use classification by considering feature-space neigh-
bors as in the regular KNN but also geographical space neighbors, and thereby lever-
age the tendency of approximate land areas to share similar social land use. Based only
on a few labeled examples, the SSK algorithm achieves a high accuracy rate, between
74% without neighbor smoothing, and 80% with it.

Keywords: call detail records, classification, computational social science, k-nearest
neighbors, land use, machine learning, mobile phone data, smart cities, urban
computing

1. Introduction

A city is a complex ecosystem and, as such, it is not the sum of its components;
each component contributes but does not form the behavior of the whole [1]. The
modern city is characterized by a sophisticated structure and zones of diverse urban
social function, that is, residential neighborhoods, commercial areas, and industrial
areas [2]. Functional city parts enable better orientation and support people’s different
needs [3, 4]. Rapid urban development has led to larger cities with more complex
social dynamics, and this creates a great challenge for the accurate mapping of urban
land use [5], for example, to promote social equity [6].
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A smart city is a platform to facilitate technological and social innovation that
enhances productivity, sustainability, and livability [7]. It opens the door for research
designated for dynamic and automated identification of social function land use—
understanding and classifying city lands of different social functions. Mapping of
urban land use can be utilized for urban planning and designing of better urbanization
strategies [8-10], urban air quality management [11], promotion of sustainable eco-
cities [12, 13], and green utilization efficiency of urban land [14]. Knowledge of the
function of city parts and their management can help govern a city [15] and contribute
to a better understanding of mobility patterns and interconnections between city
parts, which is crucial for efficient planning decisions within cities, for example,
planning of highways. Moreover, it can serve businesses looking for the right spot for
their business, advertisers choosing a location for enhanced advertisement, and social
recommendations [3].

The digital revolution has brought a great opportunity for social sciences
research in cities; the emergence of enhanced computing power and mobile phones
with built-in sensors and location technologies has created an enormous amount of
data for understanding and monitoring urban life [16]. Data sources, such as remote
sensing imagery, social media data, taxi trajectories, and mobile phone patterns of
usage, have been utilized for cheaper and enhanced social land-use identification
research.

Most research in recent years has offered complex methodologies that require the
integration of several data resources of different types or substantial prior knowledge
about the examined city. The motivation for conducting this research is to offer a
method that requires only sparse knowledge of the examined land and relies on an
inexpensive data resource. Previous works have yet to achieve high accuracy in such
conditions; therefore, research and creative solutions are needed to solve this prob-
lem. Although incorporating several data resources can definitely improve the identi-
fication rate, in this work, we aim to achieve solid land-use mapping with a simple and
efficient methodology that requires one data resource. Our main assumption is that
sparse prior knowledge about the examined city’s functional zones can be obtained by
a local or domain expert at a low cost. We mainly rely on call detail records (CDR), an
inexpensive and available data source routinely collected by telecom operators, and
assume that areas of different social functions cause different typical cellular commu-
nication behavior [17]. For example, one can expect the communication pattern in a
residential neighborhood to have different characteristics than that used for industry;
perhaps at night and in the early morning, there will be more communication in a
residential neighborhood. We utilize this behavior to identify different area categories
with different functions.

This paper presents a semi-supervised algorithm, denoted as SSK (Semi-supervised
Self-labeled K-nearest neighbor), which requires only sparse prior knowledge of the
examined urban area, meaning it assumes we possess only a small number of land-use
labeled areas. SSK combines both the distance-weighted k-nearest neighbor (DKNN)
with a self-labeled iterative technique aimed to enlarge the training set in an iterative
manner. We also perform a neighbor smoothing approach that offers a unique inter-
pretation of neighbors in the context of the KNN process. In addition to considering
feature-space neighbors as in the regular KNN, we also consider the geographical
space neighbors, and thus we utilize the geographical homogeneity of social functions
in urban areas.
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The contributions of this work are as follows:

1. We offer a simple methodology that relies solely on one data resource (CDR).
Previous works dedicated to this problem used more than one data resource and
complex methodologies that integrate them.

2.We offer a method designated to perform in a condition of sparse prior
knowledge about the social functions of the lands in the examined city. Most
works assumed substantial prior knowledge about the examined lands, while
others, such as Pei et al. [18], offered a semi-supervised method that requires
relatively little knowledge about the examined city; however, the accuracy rate
achieved in their work is yet not satisfactory.

3.SSK offers methodological innovations as it combines self-labeling techniques
aimed at the condition of sparse knowledge and a fresh perspective on KNN-a
KNN that considers not only the feature-space neighbors as in regular KNN but
also the geographical space neighbors.

4.The presented methodology although relying only on few labeled samples and
only one data resource, achieves a high accuracy rate, between 74% without
neighbor smoothing, and 80% with it.

The rest of this paper is organized as follows: Section 2 presents recent develop-
ments and research on land-use mapping, Section 3 describes the methodology and
SSK land-use classification algorithm, Section 4 evaluates the efficiency of SSK and
compares its performance with other algorithms that require more prior knowledge
about the examined area, Section 5 presents the neighbor smoothing integrated into
SSK, Section 6 evaluates the usage of neighbor smoothing in SSK and discusses its
merits and drawbacks, and Section 7 summarizes the work, presents conclusions, and
offers directions for further research.

2. Related works

Several techniques have been developed for identifying social land-use functions.
Traditionally, land-use identification was inferred by human trajectory patterns as
reflected by individual travel surveys recorded by respondents [19-21]. However,
self-reported diaries suffer from major disadvantages, including a relatively small
number of respondents, difficulty in obtaining a representative sample of the city
population, and an experimental period that is usually limited to a few days because of
high costs. Moreover, the diaries are self-reported; therefore, they are not considered
to be fully reliable.

Sensing technologies, ubiquitous connectivity, and computing power have brought
a variety of opportunities for smart cities, and specifically to land-use mapping [22].
Data sources, such as remote-sensing imagery, social media data, taxi trajectories, and
mobile phone signals, have been utilized for cheaper and enhanced social land-use
mapping research.
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Some works have used spectral and textural characteristics. For example, Lu and
Weng [23] integrated population density data and remote-sensing systems measuring
land surface temperature and spectral reflectance to classify urban lands. Image
processing and classification techniques of remote-sensing images were used in
numerous research studies to capture physical aspects, such as land surface reflectiv-
ity and texture of urban space [24-26] or to accomplish urban land-use mapping [9].
However, inferring land use by analyzing remote-sensing images tells only part of the
story because they cannot recognize functional interactions between city segments
and social behavior [27-29].

Social media can be seen as complementary to remote-sensing image methodology,
as it is valuable for identifying movement patterns and social dynamics [27, 29, 30]. A
varied collection of social media data, such as social media check-ins, GPS trajectories,
and points of interest (POI), has been used for monitoring urban residents’ land-use
dynamics [31]. Liu et al. [32] offered an unsupervised method that extracts patterns of
temporal activity variations and spatial interactions between places based on taxi
trajectories and discovers the common characteristics of lands of similar social func-
tion. Long and Thill [33] combined one-week period bus smart card data and house-
hold travel survey to analyze jobs-housing relationships in Beijing. Commuting trips
from three typical residential communities to six main business zones were mapped
and compared to analyze commuting patterns in Beijing, and then validated with
those extracted from the survey. Also, Zhou et al. [34] used smart card data. They
investigated how a rider allocates time in the vicinity of metro stations spatially and
temporally to classify space-time activity patterns that may explain inter-personal and
intra-personal behavioral variability. Shen and Karimi [35] used check-in-based data
and analyzed the interaction between places in the city to infer their urban structure
and related socioeconomic patterns. POIs associated with coordinates and a label such
as “restaurant,” “shopping center,” and “theater” have been extensively leveraged for
land-use identification [36]. Their biggest virtue is that they carry semantic informa-
tion. Some methodologies offer to leverage POI datasets to discover regions of similar
social function by classifying together lands of similar POI types’ distribution and
patterns [27, 37]. However, social media data’s main demerit is its sparsity in space
and time [29]. Social information hidden in GPS records allowed Khoroshevsky and
Lerner [38] to discover mobility patterns and predict users’ geographic and semantic
locations alike, with no privacy violation by using only the user’s own data and no
semantic data voluntarily shared by him or by others. By properly selecting an evalu-
ation metric of trajectory clustering and accounting for cluster density, they traded
between prediction accuracy and information, providing more clusters that are
smaller and denser, showing more meaningful locations, but less predictable, and vice
versa. Using semantic mobility patterns determined from POIs in people’s daily tra-
jectories, Ben Zion and Lerner [39] could identify and predict person’s lifestyle both
for a novel trajectory and a novel user.

As all data sources are limited and capture specific aspects of urban dynamics, a
recent movement in the research of land-use identification is to rely on several data
sources of different types. Both the works of Liu et al. [31] and Hu et al. [8] combined
remote-sensing images and social media data. The work of Yuan et al. [3] integrated
POI datasets and datasets of 3 months of GPS trajectories generated by 12,000 taxi-
cabs in Beijing to identify lands of different social functions using an unsupervised
clustering algorithm. The work of Tu et al. [29] integrates a mobile phone signals
dataset with social media data to infer the social function of land use. They
estimated individuals’ “home” and “work,” and then aggregated the individuals
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together with social knowledge learned from social media check-in data into a
collective social land-use map.

Numerous works leverage call detail records (CDR) for capturing spatiotemporal
movement patterns and city dynamics [17, 30, 40]. CDR holds data of mobile phone
signals collected and stored by telecom operators mainly for billing reasons [41]. They
contain communication properties, such as start time and call duration, type of com-
munication (call, SMS, internet), as well as the cell tower from which the communi-
cation originated. CDR also includes the location at which the communication
occurred, calculated by triangulating the signal strengths from surrounding cell
towers [4, 41, 42]. Its greatest virtue, as a location tool for human behavior evaluation,
is that it is routinely produced by the telecom equipment when users make a phone
call, send or receive a message, or browse web pages; hence, it is a low-cost and
efficient location estimation source [43]. The respondents in an experiment are
unaware of it, and are, thus, not interrupted by it, but still, their personal information
is not violated, as the actual user identification is ciphered. CDR contains an enormous
amount of data and covers the major part of civilized areas in the world, depicting a
variety of users. However, CDRs have two prominent limitations as a source for
tracking human activity: First, they are sparse in time because they are generated only
when a user engages in cellular communication. Second, they are coarse in space
because they record location only at the granularity of a cell tower [30, 44]; CDR-
rendered coordinates have a varied inaccuracy of 50-350 m, depending on the density
and arrangement of the towers. Another shortcoming is their lack of semantic
information [30, 45].

Although incorporating several data resources is beneficial for achieving a high
accuracy rate [9], in this work, we focused on achieving solid land-use identification
with a simple and efficient methodology that requires only one data resource and
little prior knowledge that can be obtained by domain experts. We wish to extract the
most out of the information embodied in CDRs, and it can also be integrated with
additional resources in future works. Several other works have already used CDRs as
their main data resource for land-use identification. Toole et al. [40] utilized them for
a supervised land-use classification method with a dataset consisting of CDRs for a
period of three weeks in the greater Boston area. They classified urban space into five
categories—residential, commercial, industrial, parks, and other, and relayed posses-
sion of ground truth land use as obtained by a zoning map. For the classification, they
used Breiman’s [46] random forest classification algorithm and post-processed the
classification results with a neighbor smoothing algorithm. However, even with
smoothing performed, in classifying the five land-use classes, the accuracy was
relatively low, 54%. Pei et al. [18] also relied on CDRs and offered a semi-supervised
algorithm for classifying the land of Singapore into the same five classes as Toole et al.
[42]. They relied on the classification of a small number of labeled places, choosing
200 places to be labeled based on a few criteria aimed to ensure reliable labeling,
and labeled them based on Singapore locals and Google Earth. They used the fuzzy
c-means algorithm [47] and assumed possession of the “real” land-use labels of a small
number of area segments. Their results also showed a relatively low detection rate of
58%. Zinman and Lerner [17] divided the space and time into spatiotemporal units,
derived a varied collection of features to illuminate the social behavior of the units,
and classified, with accuracies ranging from 84% to 91%, units in 62 days of cellular
data recorded in nine cities in the Tel Aviv district according to their land use using
a leveled hierarchy of semantic categories that include different levels of detail
resolution.
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3. SSK methodology

Our dataset consists of CDRs recorded by an Israeli telecommunications company
during a 62-day period, each day between 4 a.m. and 10 p.m., in a region covering a
major part of Israel’s center district, including the city of Tel Aviv and its neighboring
cities. The data include a diverse collection of human activity—a variety of settle-
ments (cities and villages), open areas, highways, and industrial areas.

Our workflow (Figure 1) can be divided into five steps: (3.1) Area selection, (3.2)
Division of smaller units of land with grid-like partitioning, (3.3) Land-use labeling,
(3.4) Feature extraction, and (3.5) Usage of the SSK algorithm for land-use
classification.

3.1 Area selection

We selected 61 areas with varied and known social functions, such as neighbor-
hoods, industrial areas, office areas, highways, commercial streets, and shopping
malls spread over nine cities, all located in the Tel Aviv metropolitan and its sur-
rounding area (Figure 2): Tel Aviv, Holon, Ramat Gan, Petah Tikva, Rosh Haayin,
Ra’anana, Ramat Hasharon, Givatayim, and Kfar Saba.

Space & time —_—
Eg&'__\,ag || Area | | divisioninto | | Ll?sng' Land-use
from 9 cities selection spatlzt;gporal labeling extraction classification

Figure 1.
Workflow of land-use classification using the SSK algorithm.

O

Figure 2.

(. qul"lt) A map of Israel with the area covered in the study marked by a red vectangular. (Right) A zoom-in map of
this area including the Tel-Aviv metropolitan and its surrounding area with nine cities participating in the study
(underlined in red): Tel Aviv, Holon, Ramat Gan, Petah Tikva, Rosh Haayin, Ra’anana, Ramat Hasharon,
Givatayim, and Kfar Saba. Approximately 1 million people are living in this area.
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Figure 3.
Aveas selected in the city of Ra’anana.

For example, see the five selected areas in the city of Ra’anana shown in Figure 3.
Each area is represented as a polygon on the map. Four of the areas are wide; these
cover residential neighborhoods. There is one narrow rectangle representing Ahuza
Street, the main commercial street. It is narrow to include only the street without the
surrounding area.

There is a need to discuss the choice to analyze segments of several cities that were
deliberately chosen. Previous works, such as the works of Yuan et al. [3], Toole et al.
[42], and Sun et al. [9], performed land-use mapping of whole cities, Beijing, Boston,
and Shenzhen, respectively. However, in intentionally chosen areas, the social func-
tions are less mixed. Classifying land of “pure” social function is easier; hence, we
expect implementing this method on a whole city to yield a lower accuracy than
achieved on this dataset. However, the deliberate choice of areas also has some notable
advantages. Analyzing social land uses in their “pure” condition enables us to recog-
nize the core behavior and patterns of the social functions. The areas chosen from
different cities enable the examination of the inter-cities’ resemblance of social func-
tion, as reflected by the use of cellular communication. Deliberately choosing areas
causes the labeling process to be less expensive and time-consuming. More impor-
tantly, the granted labels are more accurate, and it enables more reliable tests and
conclusions. Thus, this dataset enables a careful analysis, which is valuable for the
assessment of the feasibility of the method.

3.2 Division of time and space into basic spatiotemporal units

We divided space and time into spatiotemporal units. The chosen areas were
divided into smaller geographical units in a grid-like manner; we refer to each unit as a
cell. Dividing the land into smaller parts reduces the variety of the social functions
that take place in each; therefore, there is more homogenous land use, which is more
suitable for land-use categorizing. However, using small fixed-size land parts may lose
accuracy when the use of space is dynamic due to a mix of buildings of different uses
in close proximity, or even different uses in the same building on different floors. We
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further note that others [48] found hexagonal cells advantageous over square cells,
although the former are less intuitive for the urban environment, or used census
blocks, where each partitioning system has its advantages and disadvantages [49]. We
preliminary found the square grid suitable for our needs and selected the default size
of the cell as 40,000 m?, shaped as a 200 x 200 m? This is the same cell size and shape
specified by Toole et al. [42] and Pei et al. [18]. However, because 30 of the 61 areas
contained an edge smaller than 100 m, in these areas, we used narrower rectangles.

Land use is dynamic and varies during the day. For example, activity habits in a
residential neighborhood at 7 p.m. (say, eating dinner and watching TV) are greatly
different than the activity habits in the same neighborhood at 3 a.m. (say, sleeping).
Therefore, in addition to dividing space, we also divided the day hourly, that is,
00:00 a.m. to 01:00 a.m. is one time unit, 01:00 a.m. to 02:00 a.m. is another time
unit, and so on.

3.3 Land-use labeling

We labeled each cell per hour with a semantic social function of land use. As
mentioned above, we chose to focus on areas that were relatively easy to label and,
hence, we could label them with the help of a few locals. The labeled areas were then
used as ground truth for training the land use classifier and evaluating its accuracy.

The semantic land-use labels include Residential, Commercial, Industrial, High-
way (arterial roads), Office, Street, and No activity (no human activity is expected in
this cell at this specific time, e.g., in industrial areas before work hours begin).

3.4 Feature extraction

In this work, we used 158 features that include varied aspects of the circadian
nature of the activity in the cell [17]. We divided the features into five types: (1)
Communication volume features measure the degree of communication activity.
These features are designated to capture the difference between the activity volume
typical to a specific social function (e.g., in commercial zones, there is more cellular
communication compared to residential areas). (2) Daily pattern features are calcu-
lated by the calling volume in a specific hour relative to the communication volume at
different hours of the day in the same zone. These features are designated to identify
the circadian pattern of the communication activity typical to that area (e.g., in a
residential area, the communication peak hours are in the mornings and evenings,
while in industrial areas, the peak is during working hours). (3) Weekly pattern
features capture the difference in cellular usage on weekdays compared to the week-
end. Thus, it differentiates between land uses, such as residential, where their inhab-
itants return daily, and those like office zones, where workers do not go on weekends.
(4) Contact features measure the number of different days on which people engage in
at least one cellular communication in cell s in hour h, thus, differentiating between
land uses with frequent visitors and those with occasional ones. (5) Communication
habits features are a collection of features that aim to illustrate the land from the
perspective of typical cellular communication usage habits, for example, call duration
and usage distribution of different types of cellular communications (phone calls and
internet usage). These 158 features were found very successful in land-use classifica-
tion [17]. They predicted residential, industrial, and no activity land uses with F1 (see
Eq. (5) below) values higher than 0.9 and provided average accuracy over seven land
uses between 81% and 90% at any time of the day.
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3.5 Semi-supervised self-labeled k-nearest neighbor

We developed a variation of the k-nearest neighbor algorithm combined with a
self-labeled iterative technique that enlarges a labeled dataset when only a few labeled
samples exist. We call this method the Semi-supervised Self-labeled K-nearest neigh-
bor (SSK).

Gathering land-use labels of a few segments of an urban area is relatively attain-
able. This information can be gathered by inquiring locals. However, getting addi-
tional land-use labels is often out of reach or too expensive. In a condition of only a
small number of labeled samples, the effectiveness of conservative supervised classi-
fication algorithms deteriorates. Therefore, we used the self-labeled technique desig-
nated to generate more labeled samples as an input for the classifier to tackle the lack
of labeled data [50]. The self-labeled technique follows an iterative procedure—in
each iteration, unlabeled data is labeled and added to the training set for the next
iterations. In the first iteration, a classifier is trained based only on the labeled
samples and classifies the unlabeled samples. In every iteration, the samples that
the algorithm is most confident of classifying correctly are added to the labeled
sample pool.

In our implementation, we used the Distance weighted variation of K-Nearest
Neighbor (DKNN) as the classifier. We assumed possessing the “real” land use label of
5% of the samples. In every iteration, 5% of the samples, which the DKNN classifier is
most confident of, are added to the training set. The samples used in the classification
are the basic spatiotemporal unit described in Section 3.2, which we refer to as cell.
We use x; to refer to the cell i’s sample.

We used DKNN, as introduced by Dudani [51]. In the classic version of KNN,
assigning a class to each query sample (unlabeled sample) is determined by its
nearest neighbors in the training set, and each of the k& neighbors has the same impact.
In the distance-weighted version, again the k-nearest neighbors contribute to the
classification of the query sample, but here, the closer the sample is to the query
sample, the more impact on the classification it has. Each of the k& neighbors of the

query sample x,’s gets a weight wéi) that depends on how close it is to the query
sample:

@ —

w, =

S Vi€l ...k, (1)

d(xq’xi)

where d (x4, x;) is the feature-space Euclidean distance between the query sample
x4 and its labeled neighbor x;, and other distance-weighted versions may be consid-
ered as well, for example, the harmonic mean distance [52]. k£ determines the number
of neighbors considered in the calculation. Since training the DKNN does not exist
(all computation is done during prediction), the classifier training time and space
complexities are O(1), and the prediction time complexity is O(knd) for n d-dimen-
sional samples (and the prediction space complexity is also O(1)). Setting the number
of neighbors k and a discussion about the considerations leading to its choice will
follow below.

For example, let us assume that k¥ = 2 and that x,’s two closest neighbors (labeled
samples closest in the feature space to x,) are x, and x;, and that their feature-space
distance from x, are 2 and 3, respectively. Then, according to Eq. (1), the weight of X,
is 4 and that of X, is 4, as x,is closer to x,.
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The SSK algorithm demonstrated in this section comprises the self-labeled
technique and the DKNN classification algorithm. However, we have made some
adjustments to make a version of DKNN that is more suitable for our problem. In
regular classification, the labels used for training are assumed to be correct. However,
this assumption cannot be taken when using the self-labeled technique because only
the labels in the first iteration are ground truth labels, and the labels in the next
iterations are samples that were not labeled but have been classified through the
process. To address this issue, we would like neighbors whose label we are more
confident is correct to have more impact on the classification.

Let O be the set of all cells (samples) and L be the original set of predefined ground
truth labeled cells. The set of cells that are currently labeled in a certain iteration is G,
and its complement set of cells that are not yet labeled Q (Q = O\G). In the first
iteration of the algorithm, G = L. When describing the process, we will refer to the
cell that its class is being considered as the query cell.

We would like to introduce the term land-use array, which is an object that we use
to discuss the method. The number of entries in a land-use array is equal to the
number of land uses. We denote the land-use array of x; as A;. Each array entry in A;
represents a land use, for example, entry 1 would be Residential, entry 2 Commercial,
etc. The value of entry j represents the certainty that cell x; is attributed to class j.
Consider A; = (v1,02, ..., V). v; is a value that represents the confidence we have that
the land use of cell x; is 7. The sum of all entries in A; is always 1. ¢ is the number of
land-use categories.

In the first iteration of the algorithm, the classification of the unlabeled cells is
determined using the predefined labeled cells L, of which we assume 100% confi-
dence. Before the first iteration, we initialize the land-use arrays of all the cells in L.
Let us denote the land-use classes of the cells in L as C, meaning that the label of x; €L
is C;. The initialization of the land-use array of cell x; € L follows—entry number C;
(the class of x;) in A; is set to 1, and all the other entries are set to 0. For example, if
cell x; is labeled as Commercial, and we assume that Commercial is represented in the
second entry, then its land-use array 4; = (0,1,0, ..., 0).

Setting the land-use arrays of the yet unlabeled cells is computed by the land-use
arrays that were already calculated. Thus, the computation of the land-use array A,
for a query cell x, is given by

_ﬁ q€Q, (2)

where k is the number of neighbors configured for x,, and w,? is set by Eq. (1).

In the first iteration, the calculation of the land-use arrays is based only on the
land-use arrays of the cells in L. At the end of the first iteration, the land-use
arrays of the cells that were selected to be added to training set G of the next
iteration will be set according to (2), and they will be used for the calculation of
land-use arrays in the next iterations, and the process repeats itself in the next
iterations.

For example, we will examine an hour with four land-use classes. For simplicity,
let us assume that k£ = 2, meaning that for computing the land-use array A,, we will
consider only the two neighbors closest in the feature space. The two nearest neigh-
bors of the query cell x, are x; and x;. x; is labeled as class 2 and x; is labeled as class 4;
therefore, their land-use arrays are A; = (0,1,0,0) and A; = (0, 0, 0,1). Their
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weights are w; = 6 and w; = 2. Notice, the weights indicate that x; is closer to x, than
x;. Calculating A,:

T fwl) 6+2

0,

_wA;+wy’A; _6(0,1,0,0) +2(0,0,0,1) _ (o 3 1) 3)
’43 4 :

Ay is calculated by the weighted average of the land-use arrays of its feature-space
neighbors. For example, the value of the fourth entry in A, (3), which represents the
fourth land use, is the result of a weighted average of the fourth entry in A; (equals 0)
and A; (equals 1), and it is calculated by %21 — 1. The weighted average value § is
closer to A; (equals 0) than to A; (equals 1) because x, is closer to x;. Notice that (2)
guarantees the land-use array entries always sum up to 1. In the example, the highest
entry value is 3, and its corresponding land-use class is 2; therefore, it is most reason-
able to assign g to class 2. If x, will be added to G at the end of the iteration, then A,
will be used to calculate land-use arrays in the next iterations.

However, we will classify x, to class 2 only if it has high enough classification
confidence, meaning only if we have relatively high confidence that its attribution is
correct, we classify it and add it to the training set of the next iteration. The classifi-
cation confidence of x, is estimated by the entry with the maximal value in the land-

use array:

confidence, = max (Aq). 4)

q

In the example, the classification confidence level of x, is 3 of it being attributed to
class 2. In the example, x, is a candidate for being classified as class 2, and it will be
classified as class 2 if the confidence level 3 is high enough.

In each iteration, we add 5% of all the cells to the training set for the next
iteration. To consider a proper balance between the labels in the training set over the
iterations, we do not blindly add to the training set the top 5% of the samples with the
highest classification confidence. The number of cells added to the training set is
proportional to the number of candidates for each land use in this iteration. For
example, consider a simple case with only two land-use classes. Let us assume that the
number of cells |O] = 1000, and therefore the number of cells added to the training
set G in each iteration is 50 (5% of 1000). If in a specific iteration, 60% of the cells
(600 cells) are candidates for class 1 (i.e., in 60% of the cells, the highest entry in the
land-use array is 1), and the other 40% (400 cells) are candidates for class 2, then
accordingly, 60% (30) of the cells added to the training set will be from class 1 and
40% (20) of the cells from class 2. The cells with the highest confidence are added
to each class separately. In this example, the 30 cells with the highest values in entry 1
(represent class 1) will be labeled accordingly and added to the training set of the
next iteration.

We would like to demonstrate in Figure 4 the process of land-use classification
using SSK with an example. We demonstrate classifying a query cell x, to land use in
the first iteration (Figure 4(top)), and then we demonstrate classifying another
query cell x; in the second iteration (Figure 4(bottom)). The bars in Figure 4
represent the values of each entry in the land-use arrays. In the example, for simplic-
ity, the neighborhood parameter k£ = 2, that is, the classification is based on the two
samples that are closest to the query cell in the feature space. In this example, there are
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Figure 4.

Computing land-use arrays for (top) first and (bottom) second iterations of an example.

four land use classes. The computation of the land-use array of A, in the first iteration
(Figure 4(top)) was already demonstrated in the previous examples. We saw that
after considering x,’s two nearest neighbors x; and x ;, and based on their land-use

arrays A;and A, then A, = (0, 3,0, 3) and confidence;, = 3. Let us further assume that
this confidence level of x, was high enough, and thus x, was labeled by class 2 and
added to the training set for the second iteration.

In the second iteration (Figure 4(bottom)), there is another query cell x;. In the

example, x,’s two nearest neighbors are x, (the cell that was added to the training set
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in iteration 1) and another cell x,, and their land-use arrays are A, = (0, %, 0, %) (as
already computed) and A, = (0, 0,1, 0) and weights are w, = 4 and w, = 1, respec-

tively. The land-use array of query cell A, (Eq. (2)) is:

N w4, +w"”A,  4(0,2,0,1) +1(0,0,1,0) 0 311 ©
OO 4+1 (’5’5’5)'

Figure 4(bottom) demonstrates that the land-use array A, of cell x; is mainly
affected by cell x, (belonging to class 2), which was labeled and introduced into the
training set only in the previous iteration.

There is a need to specify the neighborhood parameter k that specifies the number
of cells considered in the classification of each query cell. k£ controls the volume of the
neighborhood and, consequently, the smoothness of the density estimates; thus, it
plays an important role in the performance of the nearest neighbor classifier [53].
Increasing k decreases variance and increases bias; conversely, decreasing k increases
variance and decreases bias [54]. Since the number of labeled cells gradually increases
during the process of the self-labeled technique, we offer a dynamic k that changes
through the iterations; its value depends on the size of |G|—the number of cells
currently in the training set G. Through the iterations, k grows with the set of cells
(samples) available for training. We used a rule-of-thumb offered by Duda et al. [55],
setting the k value by:

kz\/@. (6)

For example, if the number of labeled cells |G| in the first iteration is 50, then in
the first iteration, k = /50 = 7.07~7, and therefore the closest seven neighbors of
each query cell will be considered in the classification. By the next iteration, 50 cells
are added to G, then |G| = 100 and k = /100 = 10, thus 10 neighbors will be
considered next.

4. Empirical evaluation of SSK

In this section, we evaluate the performance of SSK classification. We compare it
to the results of a classifier that possesses significantly more prior knowledge, dem-
onstrate its performance with a few examples from different cities in Israel, analyze
the process of the self-labeled technique, and discuss its overall accuracy and the
accuracy in each land use separately.

We used the ground truth land-use labels for two purposes—for training the SSK
classifier and for evaluating its performance. Five percent of the cells were randomly
chosen at the beginning of the process, and the labels of these cells were treated as
ground truth and were used for training the classifier. The performance of the classi-
fier was estimated by the labels of the other 95% of the cells. We performed the
classification in each hour separately, and in each hour, repeated the process five
times, each with another randomly chosen 5% of the cells. Thus, using these permu-
tations, we diminished the variance caused by the random aspect.

The accuracy rate of SSK averaged over all permutations and hours using labels for
only 5% of the cells is 74.4%. Compared to the works of Toole et al. [42] and Pei et al.
[18] who also attempted to identify land use based on CDR, our accuracy rate is
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exceptionally high; Toole et al. [42] and Pei et al. [18] achieved 54% and 58% accuracy
rates, respectively. However, it is not possible to make conclusions based on compar-
ing the accuracy rates of these works. The main reason is that these studies performed
land-use mapping of a whole city, Boston in the work of Toole et al. [42], and
Singapore in the work of Pei et al. [18], whereas we deliberately chose areas with a
relatively “pure” and clear land-use function from different cities in Israel. Identifica-
tion of the land use in lands of “pure” social function is an easier process.

Tables 1 and 2 illustrate the classification results in greater detail and the quality of
the classification of each land-use category separately. Table 1 demonstrates the
confusion matrices of the results—predicted (columns) vs. true values (rows)-in dif-
ferent day parts: (a) between 4 a.m. and 7 a.m., (b) between 8 a.m. and 5 p.m., (c)
between 5 p.m. and 7 p.m., and (d) between 8 p.m. and 10 p.m. Notice the set of social

Residential Street Highway No activity
(a) 4 am.-7 a.m
Residential 46.27 1.43 227 0.50
Street 8.40 4.00 1.03 0.60
Highway 3.13 0.67 1.03 0.63
No activity 10.57 3.40 3.10 12.90
Residential Commercial Industrial Office
(b) 8 a.m.-5 p.m.
Residential 44.71 133 0.29 0.12
Commercial 9.99 10.30 113 0.12
Industrial 4.99 227 22.42 0.28
Office 0.66 0.14 0.62 0.62
Residential Commercial Office No activity
(c) 5p.m.—7 p.m
Residential 38.50 8.15 0.10 0.10
Commercial 6.55 14.85 0.10 0.35
Office 0.65 0.55 0.50 0.45
No activity 4.55 6.15 1.55 17.00
Residential Street Highway Commercial No activity
(d) 8 p.m.~10 p.m
Residential 41.80 2.40 2.15 0.05 0.85
Street 2.95 0.70 0.45 0.15 0.25
Highway 2.80 0.20 1.00 0.10 1.00
Commercial 2.05 0.30 135 7.20 1.90
No activity 5.65 0.55 2.85 0.80 20.70

Rows—true values; columns—predicted values. All values in %.

Table 1.
Confusion matrices of the classification vesults in four day parts: (a) 4 a.m.—7 a.m., (b) 8 a.m.—5 p.m.,
(c) 5 p.m.—7 p.m., and (d) 8 p.m.—10 p.m.
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Land uses Precision Recall F1

Residential 0.73 0.92 0.82
Commercial 0.70 0.52 0.59
Industrial 0.91 0.74 0.82
Office 0.46 0.28 0.35
Highway 0.25 0.19 0.21
Street 0.30 0.20 0.24
No activity 0.82 0.52 0.64

Table 2.

Precision, recall, and F1 of each land use.

land uses changes throughout the day. Some of the social functions, such as Commer-
cial, occur only in specific hours (Table 1b-d), while other social functions, such as
Highway and No activity, occur all day long, but not necessarily in the areas we chose.
For example, in our dataset, there is no cell labeled as No activity between 8 a.m. and
5 p.m. While Table 1 provides detailed accuracies for the different land uses in
different time parts of the day, Table 2 averages performance over the land uses and
time parts and illustrates the precision, recall, and F1 score for the classification of
each land use over all cells in the nine cities. Precision is the percentage of cells
correctly classified to specific land use c, recall is the percentage of cells of the specific
land use that are classified correctly, and the F1 score considers both recall and
precision by calculating their harmonic average

PrecisionsRecall
F1=2
Precision + Recall @)

Thus, we use the F1 score as the best indicator for the quality of classification of
certain land use.

Residential and Industrial are well identified (both have an F1 score of 0.82).
Residential is the most common land use in urban areas; therefore, correct identifica-
tion of it is important. In our work, 47% of the cells are Residential. All the land-use
categories except Residential have higher precision than recall. It indicates that the
classifier tends to classify as Residential, and all the other land uses are under-
classified. Residential has a high Recall (0.92) and lower precision, while Industrial
has high Precision (0.91) and lower recall. Commercial is relatively well-identified (F1
is 0.59). The commerce identification rate is damaged by the inaccuracy of location
estimation more than other land uses. As mentioned in Section 2, CDR-rendered
coordinate location estimation is inaccurate and can reach 350 m. Commercial streets,
because of their long and narrow shape, are vulnerable to location estimation mis-
takes. Because they are often surrounded by a “sea” of residential neighborhoods,
transmissions originating from the neighborhoods are mixed with transmissions orig-
inating from the commerce street. The result is a mixed cellular communication
behavior that makes correct identification harder. Indeed, Commercial is often con-
fused with Residential, as is shown in Table 1b and c. Later in the paper, we demon-
strate an example of a Commercial street in the city of Ra’anana that is confused with
its neighboring residential buildings. The same problem occurs in other narrow-
shaped land uses, such as streets and highways; both have a low identification rate.
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Street is also frequently confused with Residential (see Table 1a and d), rather not
surprisingly because they are located in the heart of neighborhoods. No activity is
relatively well-identified (F1is 0.64).

We compared SSK performance that assumes possession of the social function of
only 5% of the cells to a supervised random forest (RF) [46] classifier that assumes
significantly more labeled cells. The RF classifier was trained on the same dataset and
the same areas, except that it was trained with 8-fold cross-validation, thus in each
fold, RF classified 1/8 of the cells based on the other 7/8 cells. Meaning, that compared
to SKK, which assumed possession of 5% of the cells, RF assumed possession of 87.5%
(7/8) of the cell. As expected, RF did achieve a higher accuracy rate of 84%; however,
the accuracy rate of SSK (74.4%) is considerably high, considering the lack of labeled
samples.

In Figure 5, we visualize the results on a map we refer to as a geographical
confusion map. It resembles a confusion matrix, but it displays the results on a
geographical map with each cell (sample) placed where it is located. Figure 5 com-
pares the geographical confusion maps of RF (Figure 5a—c) and SSK (Figure 5d-f)
classification on the work hours between 8 a.m. and 5 p.m. in three cities: Ra’anana
(RF Figure 5a and SSK Figure 5d), Ramat-Gan (RF Figure 5b and SSK Figure 5e),
and Tel Aviv (RF Figure 5c and SSK Figure 5f). The legend displays the colors
representing the four land-use classes in these hours. The colored circles beside each
batch of cells indicate the “real” land-use label of the cell batch that lies to its side. The
color of each of the cells indicates the land use it is classified to. Notice, some of the
cells have more than one color. This is because the results in these maps accumulate 45
classification results, 9 hours from 8 a.m. to 5 p.m. X 5 random training—testing
permutations.

Figure 6(left) focuses on part of Ramat-Gan’s RF classification results (Figure 5b).
See the cell marked “17; it has three colors: blue, yellow, and a thin line of red. Fifty-
three percent of the cell is blue, indicating it was classified as Residential in 53% of the
runs (24 of the 45 runs). Also, almost half of the cell is yellow, indicating that it was
frequently classified as Industrial, and it includes a thin red line that indicates it was also
classified as Commercial (in 2 of the 45 runs). In contrast, the cell marked “2” is
completely yellow, indicating that it was classified as Industrial in all runs.

Comparing the visualized results, one can see that SSK, which relies on a small
number of labeled cells, suffers from higher classification variance than RF. In SSK,
more cells are not unanimously classified to the same cell in all 45 runs, as indicated by
more cells containing more than one color. For example, in Figure 5c, most of the cells
of the commercial streets Ibn Gabirol and Dizengoff in Tel-Aviv classified by RF are
uniformly red. This indicates that they were classified as Commercial in all runs.

However, the same streets classified by SSK (Figure 5f) are mostly red, indicating
that in most runs, they are correctly classified as Commercial, but blue is also prom-
inent, indicating that in a non-negligible number of the runs, they were classified as
Residential (note, however, that in both streets, the ground floor of the buildings is
stores and restaurants, that is, should be labeled Commercial, but the remaining,
usually three, floors are residential, and thus should be labeled as Residential). SSK
heavily relies on a random selection of the 5% cells used in the initial training set, in
contrast to RF that relies on a large and consistent training set. Raanana’s commerce
street, Ahuza St. (Figure 5a and d), is confused with Residential. This is mostly
because of the location estimation inaccuracy described earlier in this section, as the
street is surrounded by neighborhoods and, hence, receives cellular transmissions of
the neighboring Residential land use and is thereby confused with Residential.
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Figure 5.
Geographical confusion map comparison of RF (a)-(c) and SSK (d)-(f) for three cities shown in Figure 2
(bottom): (a) and (d) Ra'anana, (b) and (e) Ramat Gan, and (c) and (f) Tel Aviv.

Moreover, this geographical confusion may be caused by residential buildings on the
street itself that mix the social use of the land (as in the two streets in Tel Aviv).

SSK classification is more biased. As an example, we will examine the results of
the commercial streets marked with a red circle beside them in Ramat-Gan
(Figure 5b and e). Both algorithms classified the commercial streets inconsistently,
sporadically classifying them as Commercial (correct) or as Residential (incorrect),
but RF correctly classified the cells in most runs as Commercial (most cells are mostly
red), whereas SSK classified some of the Commercial cells more as Residential (cells
that are mostly blue).
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Figure 6.
(left) “Zoom in” on part of Ramat Gan’s geographical confusion map of the RF classification results (Figure 5b).
(vight) Accuracy rate (Acc) vs. the percentage of classified cells added in the self-labeled process.

The accuracy of SSK is different across the different streets. Dizengoff St.

(Figure 5f) for example, is correctly classified as Commercial in most runs. Another
Commercial street in Tel Aviv, Ibn Gabirol St. (Figure 5f), is correctly classified at a
lower rate than Dizengoff, while Jabotinsky St. in Ramat-Gan (Figure 5e) is mostly
classified as Residential instead of Commercial. Analyzing the three streets indicates
that they have different characteristics. Dizengoff and Ibn Gabirol have higher com-
mercial densities than Jabotinsky, with many more shops, cafes, and bars. The auto-
mobile traffic on those streets is also different. All three have noticeable car traffic,
but Ibn Gabirol is a wider road than Dizengoff, and Jabotinsky is much wider than Ibn
Gabirol and serves as the main artery that connects several cities to Tel-Aviv. It may
be that Jabotinsky is confused with Residential because there are more residents living
there. On Jabotinsky, there are four-story residential buildings (and some 10-20-story
ones as well), mainly inhabited by families. In comparison, on Dizengoff and Ibn
Gabirol Streets, there are three-story buildings inhabited mostly by young single
people. For all these reasons, it is not surprising that these streets are classified
differently, as their social function differ.

In Figure 6(right), we illustrate the accuracy rate through the self-labeled itera-
tions. The figure demonstrates the accuracy rate (Acc) in accordance with the per-
centage of cells that were labeled. After the first iteration, 10% of the cells are
classified (5% labeled by ground truth knowledge +5% classified in the first iteration),
and the accuracy rate is high (89%). However, notice that, in this stage of the process,
90% of the cells are yet to be classified. Through the process, as more cells are
classified, the accuracy rate gradually declines—from 89% after the first iteration to
72% at the end of the process when all cells are classified. There are two reasons for
this. First, in each iteration, incorrect labels (due to erroneous labeling of previous
iterations) are added to the training set, causing the quality of the training set to
decline. Second, as the iterations go on, the samples added to the training set are those
that the algorithm was the least confident of in previous iterations. Notice we could
have stopped the iterations before all the cells were classified. The accuracy rate drops
more rapidly in the classification of the last 20% of the cells. If we would have stopped
the process when 80% of the cells were classified, then the accuracy rate would have
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been 81%. However, in that case, 20% of the cells would have been left unclassified, so
this is left as a trade-off for the user.

5. Neighbor smoothing integrated into SSK

The lack of labeled data in our SSK semi-supervised methodology diminishes the
classifier’s ability. To achieve a more accurate classification, we used a smoothing
process, which utilizes geographic neighbor similarity. Cells located close by in the
geographic space have a greater chance of sharing the same land use because lands of
unified social function are arbitrarily divided into cells and, thereby, neighboring cells
tend to share similar social functions. To prevent confusion, we would like to empha-
size that there are two different types of neighbors in the context of SSK—feature-
space neighbors and geographic neighbors. Until this point in the paper, we have
discussed feature-space neighbors. Two cells are considered feature-space neighbors if
the Euclidian distance between their feature representations is relatively small. In the
SSK without smoothing, only feature-space neighbors were considered. Geographic-
space neighbors are cells closely located on the geographical map, and therefore, we
use them for geographical smoothing.

Smoothing makes the results more homogenous in the geographical space. It
causes the algorithm to be more accurate overall, but less sensitive to island land uses,
relatively small lands that include a social function that is different from its sur-
rounding areas. Because geographical space smoothing diminishes the chance of iden-
tifying these lands, we evaluated different degrees of smoothing, thus, controlling the
trade-off between accuracy and sensitivity to island land uses.

The smoothing is integrated into the SSK process; in each iteration, before
assigning a class, the geographic neighbors are also considered. The land-use array A,
computed by the feature-space neighbors of x,, is weighted with the geographical
neighbors’ land-use arrays (computed by their feature-space neighbors) to create
an integrated array that is used for classification and confidence estimation. The
rest remains the same—in every iteration, 5% of the samples are added to the
training set G, with a proportion of the number of samples assigned to each class,
and the process ends when all samples are labeled (or before, depending on the user/
application).

To weigh between the query cell land-use array and its geographic neighbors’ land-
use arrays, we first need to define a neighbor. x; is considered as xq’s geographic
neighbor if the geographical distance between them is smaller than a distance denoted
as radius,. The distance between two cells is defined as the distance between their
geographical centers. The neighbors’ radius of query cell x, is given by:

2
radius, = 3\/ (widthy /2)" + (heigh,/2) , (8)

where widthy and height,, are x,’s width and height (meters).

The square root expression in Eq. (6) is the length of half of the cell’s diagonal. That
way, the radius is fitted to the size and shape of the cell. Half the diagonal is multiplied
by 3 because, in a preliminary study, it was found to fit the problem. Figure 7(left)
demonstrates the query cell’s neighbor radius. Cell x, is the default squared cell-

200 x 200 m?; therefore, radius, = 3\/(200/2)2 +(200/2)* = 424.3m. In the example
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( le?‘u't) ;lZe neighbors’ radius for the query cell q. (vight) An example in which query cell x4 has two equally closed
neighbors x, and xj,.

in Figure 7, six cells’ centers fall inside the circle formed by the neighbors’ radius and,
thus, those six cells, numbered 1 to 6, are considered as x,’s neighbors.

In Figure 7(left), the cells within the neighbors’ radius of x, lay on different
geographical distances from the center of x,. For example, the centers of cells x3, x1,
and x¢ are 200, 283, and 400 meters away, respectively. We want to weigh the
contribution of a neighbor according to its distance from the query cell because the
closer the neighbor is, the greater the chance that it shares the same land use as the
query cell. The weights are given by:

w__ 1 :

W, D(xq,xi)z Vi enbrs,, 9)
where nbrs, is the set of x,'s neighbors, and D (x,, x;) is the geographical-based

distance between query cell x, and its neighbor x;.

In the example demonstrated in Figure 7(left), the weights of cells x3,x1, and x¢
are WL(f) =1/200?, W;l) =1/283?, and Wés) = 1/4007. Notice that between these
three cells, cell x3 is the closest to cell x,, thus its weight is the highest accordingly.

Notice, we denote distances differently in the feature space and the geographical
space. Lower case d is a distance in the feature space (Eq. (1)), and upper case D is a
distance in the geographical space (Eq. (7)).

We then compute an array NA, that combines land-use array for x,’s neighbors by
weighting every neighbor’s distance from x,:

Zz’ Enbrs, Wg)Al

N4, = @)
Zi Enbrs, Wq

(10)

For demonstrating the mathematical equations used for integrating neighbor
smoothing in SSK, we will use the example illustrated in Figure 7(right). x, has only
two neighbors, x, and x;,. Since x, and x;, are located at the same distance from x,,

their weights are equal, W,(]“) = W;b ) =1/268%.
Let us assume the land-use arrays are A, = (0,0,1,0) and A, = (0,0.8,0,0.2).

. . wia,+wda,
Then NA, is calculated by the weighted average of A, and A;:NA,; = “Wow =

(1/268?)A.+(1/268°)A,  a 14, _ (0,0,1,0)4(0,0.8,0,02) _ (0,08,1,02) _ (0,0.4,0.5,0.1). As

(1/268%)+(1/268%) 2 2 2
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can be seen, the value in entry 3 (0.5) is the highest in the array, indicating that x,’s
neighbors tend to be attributed to class 3, that is because x, and its corresponding
land-use array A, are 100% attributed to class 3. However, x,’s neighbors also tend to
be attributed to class 2, which is because x;, is most likely attributed to class 2.

Ay and NA,, the query cell land-use array and its neighbor’s land-use array, are
integrated to A, by calculating their weighted average:

IA; = PNA, + (1 - P)+A,, (11)

where P is the weight of NA, and, therefore, it is given to all of x,’s neighbors
together. We denote P as the neighbor weight. For example, consider again the
example in Figure 7(right) and assume P = 0.3 and A; = (0.1,0.8,0.1, 0). Then,

1A, = 0.3-(0,0.4,0.5,0.1) + 0.7 (0.1,0.8,0.1,0) = (0.07, 0.68, 0.22,0.03). (12)

Examining A, extracted by x,’s feature-space neighbors, it seems like x, has the
highest chance to be attributed to class 2, but examining NA,, extracted by x,’s
geographic-space neighbors, it seems most likely that it belongs to class 3. However,
after incorporating both spaces, x, is most likely attributed to class 2

The neighbor weight P depends on the number of geographic neighbors x, has.
The more neighbors it has, the more reliable their weighted array is, and we want it to
have a more significant role in determining x,’s class. The formula for computing P

(’nbrsq‘ - 1)
11
0 ’nbrsq| =0

,a): c+o |nbrsq|>0 ’

P(|nbrsq

(13)

where ‘nbrsq| is the number of neighbors that x, has, and ¢ is the smoothing
parameter that determines the degree of influence that the neighbors have in the
classification of the query cell. Setting a low o, for example, will cause the neighbors
of the query cells to be less significant in the classification.

In the example above, P = 0.3, because the number of neighbors }nbrsq‘ =2
(as can be seen in Figure 7(right)), and 6 = 0.275. Therefore, P(]nbrsq |, a) =0.275
+0.2752 Y = 0.3,

Eq. (9) is designed in a way that when x, has only one neighbor, its neighbor
weight is P (‘nbrsq’ =1, 0) = o, whereas if x, has 12 neighbors (the maximal number
of neighbors because more neighbors cannot fit inside the neighbor’s radius consider-
ing the shape and size of the cells), then P(|nbrs;| = 12,6) = 20. The value of P grows
linearly between the case of only one neighbor and the case of 12 neighbors. If the
query cell does not have any neighbors, then P(|nbrs,| = 0,5) = 0, and IA, =
0-NA; + (1— 0)+A, = A,. Because there are no neighbors to consider, NA, will have
no influence on setting IA,, and IA; = A,.

The classification confidence is calculated as in Eq. (3), but here it is calculated
over IA, instead of A4,

confidence, = max (IA;), (14)

where in the example, confidence, = max (0.07,0.68,0.22,0.03) = 0.68.
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Again, in each iteration, the number of samples added to G from each class is
proportional to the number of cells assigned to that class in this iteration. If confidence,, is
high enough, then x, is classified as the class with the highest value in IA,. The algorithm
ends when all samples are added to G (or before based on the user/application).

The procedure of the SSK algorithm with neighbor smoothing:

1.Set o (the smoothing parameter; can be set using a validation set)
2.G « L (set the training set G to be the predefined labeled samples L)
3.Q «— O\G (Q and O are the sets of unlabeled samples and all samples, respectively)

4.For each x, € Q (for each yet unlabeled sample)

koo®a
a. A, = 2;7“)1 (land-use array) (Eq. (2))

)
Zi:1w‘(l

i 2 el 2
b. radiusy = 3 * \/(@) + (}%htq) (neighbor radius) (Eq. (5))
C. nbrsy «— @

d. Foreachx; €G

If D (xq, x,») <radius, then nbrs, — (nbrsq Uxi) (add to nbrs, the x;

neighbor)
e. wf;) = WW €nbrs, (Eq. (7))
Z- b w”(li)Ai
f.NA, = ﬁ (neighbors’ land-use array) (Eq. (8))
zenhr:qwq

(lnbrsq ‘ 71)

g. If [nbrs,| > O thenP(|nbrs,|,0) = 6 + o —

Else P(|nbrsq ,6) = 0 (Eq. (10))

h. IA; = PsNA; + (1 — P)-A, (integrated land-use array) (Eq. (9))

i. confidence, = max (IAq) (Eq. (11))

q
5.For each land-use class ¢
a. Z « sub areas with the highest confidence assigned to ¢

b. G — GUZ; Q «— Q\Z (the cells assigned to class ¢ with the highest confidence
are added to G and subtracted from Q)

6.1f |Q| >0, then go to step 4, else output G
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5.1 Example

Figure 8 illustrates an example of the classification of a query cell x; after consid-
ering both spaces: x,’s neighbors in the feature space, under the title “Feature space”
(Figure 8(left)), and x,’s neighbors in the geographical space, under the title “Geo-
graphical space” (Figure 8(right)).

In this example, the class assignment is based on the two samples that are closest in
the feature space, and there are four land-use classes. x,’s two nearest neighbors in the
feature space are x, and x,, and their land-use arrays are A, = (0,0,1,0) and A, =

) )

(0, 2,0, ) with computed weights w” =1 and w!?

wx(r) and wx(q) are set, respectively, according to the x, and x,feature space distances

from the query cell x,. In Figure 8(left), under the title “Feature space,” the two bar
graphs represent the land-use arrays of x, and x,, which are A, and A,, respectively.
For example, because A, has 100% confidence of being attributed to class 3, the value

= 4, respectively. Notice that

Land-use classification of the query cell x;

Feature space i Geographic space
Land-use array A, Land-use array A,
1
08 o8
0.6 0.
04 04
0.2 0.2
0 0
Qassl CQass 2 Qs 3 Cxmsd Oass 1 Cass 2 Oas3 CQass 4
Land-use array A, Land-use array A,
i .
03 0B
0.6 0.6
0a 04
o I o
’ Qmsl  Cas Clas Class & ’ Cmsl “*. 'i-‘ Cmsd
Feature component Geographical component

Land-use array A,

.

P 0.2 - -
0
Cass3  Cassd

Qass1  Cass2

S .
I i1

Figure 8.
Land-use classification of a query cell based on (left) only the feature space, (vight) only the geographical space,
and (bottom) both using neighbor smoothing.
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of the bar of class 3 is 1, and the values of the other bars are 0. x,s land-use array is
computed as a weighted average of A, and A; (Eq. (2)): A; = % =
(0,0.6,0.2,0.2), as is demonstrated in Figure 8(left), and it is the result of the
weighted average of A, and A,. Without neighbor smoothing, assigning a class to x;
would have been decided at this point, and x, would have been assigned to the class
which is the highest in A;, that is, class 2.

But here, we integrate the neighbors’ land use in the classification decision. Let us
assume x; has two geographical neighbors x, and x;, and their land-use arrays are
A,=1(0,0,0,1) and 4, = (0,0.1,0.1,0.8), and their weights are WS(“) =2and
W®) = 3, respectively. Notice that W® and W®) are set according to the Euclidean
geographic distance of x, and x;, from the query cell x,. In Figure 8(right), under
the title “Geographic space,” the two bar graphs represent the land-use arrays of x,
and xj,. x,’s neighbors’ land-use array is computed by a weighted average of A, and A4,

(Eq. (7)): NA, = % = (0,0.06,0.06, 0.88). NA, is demonstrated in Figure 8
(right) under the title “Geographical component.” The maximal value of 0.88, based
on the influential geographic neighbors of x’s, challenge the cell’s previous assignment
of class 2 to that of class 4.

The final decision about assigning a class to x; is after combining the feature
component A, and the geographic component NA;. Let us set the smoothing parameter
o at 0.1, and thus the weight of the neighbors’ component is (Eq. (9)):

(|nbrsq| =2,060= 0.1) = 0.11.x, ‘s integrated land-use array (Eq. (8)) is

IA; = 0.11eNA; + (1 — 0.11)A,; = (0, 0.54, 0.18, 0.28), as is demonstrated in

Figure 8(bottom) under the title “Land-use array x,.” If we consider IA,’s 0.54
confidence high enough, then x; would be classified as class 2 and added to the training
set G for the next iteration.

6. Empirical evaluation of neighbor smoothing integrated into SSK

In this section, we evaluate the effect of the neighbor smoothing integrated
into SSK. Figure 9 compares the SSK accuracy with different neighbor smoothing
values o, varying from 0 (no smoothing performed) to 0.25. As o is higher, the
accuracy rate is higher, varying from 74% when no smoothing is performed to 80%
when o is 0.25.

Recall that the accuracy rate of RF is 84%. Although not reaching RF’s accuracy
rate, the smoothing enables SSK accuracy to be significantly close to that of RF even
though the latter is a supervised paradigm that uses a much bigger training set (87.5%
of the cells are labeled and used as ground truth for training the RF in each of the eight
cross-validation folds, comparing to only 5% of the cells that are used by the SSK).
However, the effectivity of the smoothing process is overestimated because the
neighbor similarity property that the neighbor smoothing relies on is exaggerated in
our dataset. In the process of selecting the areas, we chose ones that are homogenous
in land use, and their “real” land-use label is relatively easy for locals to determine.
This means that most areas include only one land use in a specific hour. Homogenous
areas have some advantages—they are practical for labeling, and they can serve to
assess the process feasibility, but they are less representative of normal urban behav-
ior. Thus, the areas we selected are overly homogenous. Therefore, the chance of
neighboring cells sharing the same land use is higher than in normal urban behavior.
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Figure 9.
Effect of smoothing parameter o on the accuracy rate (Acc).

Island land uses located in the heart of other land uses, to which the neighbor
smoothed SSK is less sensitive, occur less frequently in our data. We do expect this
process to also perform well in a less homogenous dataset, however, in a more limited
manner. We expect the algorithm to perform better when setting a higher smoothing
parameter value, up to a point where the results become too homogenous, causing too
many errors in identifying island land uses.

Figure 10 compares the geographical confusion maps of SSK classification without
(Figure 10a and b) and with (Figure 10c and d) neighbor smoothing with ¢ = 0.250n
the work hours 8 a.m. to 5 p.m. in Ra’anana (Figure 10a and c) and Kiryat Arye, an
industrial area of Petch Tikva (Figure 10b and d). Recall that the colors in each cell
demonstrate accumulation of the classification results of the different hours and
various random cells chosen to be used for the initial set of labeled cells.

The smoothing causes the classification assignment to be more consistent and less
influenced by the randomness effect caused by randomly chosen cells with predefined
land use. Considering more factors in the cell class assignment, that is, considering the
cell’s neighbors, diminishes the effect of randomness and lowers the classification
variance. For example, see the classification of the industrial cells in Kiryat Arye. This is
an area of homogenous social function, and the smoothing makes classification there
more consistent. The cells are more uniformly colored in the same color (yellow)
indicating that they were classified to the same class in more of the iterations. The
smoothing also lowers SSK’s bias. Because of the smoothing, all cells in Kiryat Arye are
correctly classified as Industrial in most of the algorithm iterations. Without smoothing,
35 out of the 42 cells are well classified in most of the runs, while with smoothing, all 42
cells are well classified in most of them. For example, the bottom-right cell in Kiryat-
Arye without smoothing (Figure 10b) is incorrectly classified in most runs (note the
small yellow area indicating “Industrial” compared to the other colors), whereas with
smoothing (Figure 10d), this cell is mostly correctly classified as “Industrial.”

On the downside, neighbor smoothing diminishes the ability to identify “island”
land uses. For example, see the commercial island street in Ra’anana located in the
heart of several neighborhoods. Notice that even before smoothing (Figure 10a), SSK
mostly classified it as Residential, as it is affected by nearby residential cells (as
described above). Because the triangulating signal strength location estimation
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Figure 10.
Geographical confusion maps of SSK without (a, b) and with (c, d) smoothing (o = 0.25).

technology used for the location estimation in this work suffers from inaccuracy, the
extent of the problem is not negligible. Especially, small and narrow (“island”) streets
that are surrounded by a “sea” of residential neighborhoods are affected by this
inaccuracy. Smoothing complicates the task of identifying island land use, as it makes
the results more homogenous, and thus, the classifier is more decisive and mistakenly
classifies more to Residential (in the case of Ra'anana; Figure 10c).

Smoothing influence depends on the geographical structure of the land use. We
will distinguish between geographically wide-stretching land uses, such as Residential,
and island land uses, which are usually located in the heart of a wide-stretching land
use, such as commercial streets or shopping malls, or located at the borders between
them, such as highways.

Neighbor smoothing causes the wide-stretching land uses to expand over island
land uses and, consequently, more lands are classified as wide-stretching. Therefore,
wide-stretching land uses recall increases—more cells are classified as wide-stretching
with more cells identified correctly, but precision declines because some of the “new”
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Smoothing effect (o) on the precision and recall performance measures in classifying (a) wide-stretching residential
land uses and (b) narrow commercial island land uses.

wide-stretching cells belong to the neighboring island land use; thus, the percentage of
correctly classified cells declines. The recall of island land uses decreases because
fewer islands are identified, whereas precision increases because.

the cells classified as islands are those that are the most unambiguously correctly
classified.

However, because our dataset is homogenous, both precision and recall improve in
all land uses. Figure 11 demonstrates the effect of the smoothing parameter on recall
and precision of wide-stretching Residential (Figure 11a) and Commercial island land
(Figure 11b) uses.

In the wide-stretching Residential example, recall ascends from 0.92 to 0.96; thus,
50% of the unidentified Residential cells are identified due to the smoothing. Whereas
in the Commercial island land use, recall ascent is less prominent, from 0.52 to 0.54;
thus, a 4% rise of the unidentified Commercial cells is identified due to the smoothing.
As we would expect, the recall improvement in the wide-stretching land uses is
considerably more significant. In the wide-stretching Residential cell, precision
ascends from 0.73 to 0.76; thus, the percentage of cells incorrectly assigned as Resi-
dential is slightly reduced from 27-24%. Whereas in the Commercial island land use,
precision rises significantly from 0.70 to 0.82; thus, the percentage of cells incorrectly
assigned as Commercial is reduced from 30-18%. As we would expect, the precision
improvement in the island land uses is considerably more significant.

7. Discussion and conclusions

Previous works dedicated to social land-use mapping mostly used more than one
data resource and complex methodologies that integrate them. Other works assumed
substantial prior knowledge about the examined lands but when used relatively little
knowledge about the examined city achieved not satisfactory accuracy rates [18]. The
main contribution of this paper is that it offers a method for social land-use mapping
when only sparse prior knowledge about the examined city exists, and by relying on
the CDR, an inexpensive and available data resource is routinely gathered by telecom
operators.

We introduced SSK, a semi-supervised algorithm that requires a relatively small
number of labeled samples and, therefore, fits the condition of sparse prior
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knowledge. The heart of SSK is the combination of the KNN classifier and the self-
labeled technique that enables the enlargement of the training set in an iterative
manner. SSK achieves an accuracy rate of 74.4%, a significantly higher rate than that
achieved in the works of Toole et al. [42] and Pei et al. [18] of 54% and 58%,
respectively. These works also relied mainly on CDR as their main data resource.
However, it is not possible to infer that SSK performs better than their methodologies
because our validation was on a very different dataset. Whereas they performed land-
use mapping of a whole city, Boston in the work of Toole et al. [42], and Singapore in
the work of Pei et al. [18], we chose areas of relatively homogenous social function
from different cities in Israel. The task of classification in deliberately chosen areas of
more “pure” social function is easier. We also compared the SSK’s performance to that
of a random forest (RF) classifier trained using many more labeled places, with 87.5%
of the surface labeled (7/8 of the data set is used for training) compared to 5% in SSK.
As expected, RF lowered the bias and variance of the classification and achieved a
higher accuracy rate than SSK, but relative to the prior knowledge used in SSK, the
performance gaps are mild. In a condition of only a small number of labeled samples,
the effectiveness of conservative supervised classification algorithms, such as RF,
deteriorates. Therefore, if getting additional land-use labels is out of reach or too
expensive, it is better to use SSK.

SSK heavily relies on few labeled cells. If the land use in these cells is relatively
mixed, then it has the potential to heavily damage the classification. Therefore, if cells
of relatively “pure” social function cannot be obtained, then it is better to consider
using an unsupervised method. The good thing is that, in most cases, the ground truth
labeled cells are easier to be categorized to one land use (that is the reason they are
chosen to be labeled); thus, they are relatively not mixed. Through the iterative steps,
coverage of classified lands grows, but accuracy declines. We offer the option to stop
the process before all land use is classified. For example, stopping the process at 80%
of classified areas raises the accuracy rate to 81%, instead of 74.4%, if all areas are
classified.

We also introduced a version of SSK that includes neighbor smoothing. We rely on
the neighbor social land-use similarity property and offer a unique interpretation of
KNN—a KNN that considers both the feature-space neighbors as in the regular KNN
and the geographic space neighbors. We discussed the merits of incorporating
smoothing, along with its drawbacks. Smoothing improves the overall accuracy; how-
ever, it degrades the chances to discover narrow land of a social function that is
different than its surroundings. Therefore, the algorithm enables a parameter that sets
the level of smoothing performed and, thus, controls the trade-off between overall
accuracy and sensitivity to an exceptional social function. High levels of neighbor
smoothing should be most effective in cities that are more “planned”; these cities tend
to be more divided into functional parts of homogenous social function. Validating
neighbors’smoothing shows that it indeed improves SSK’s accuracy rate to 80% with
the most smoothed results. In our dataset, it also improves the discovery rate of island
land uses. This is mainly due to the homogeneity of the social function of the areas we
chose to include in this work.

SSK is assembled of several components, each aiming to tackle some of the diffi-
culties in the problem of mapping social functions (e.g., lack of labeled samples). In
addition, SSK leverages opportunities inherent in the problem:

1.Self-labeled technique — While it might be costly to attain sufficient labeled
samples needed for a classic classifier, it is relatively easy to attain labels of few
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locations in a city. Residents can participate in the process of self-labeling of their
city and thereby contribute to the efforts to make their own city smarter.

2.Neighbor smoothing — Usage of only CDR as a data resource requires creative

solutions for improving the accuracy of the identification. One property that can
be utilized is the resemblance in terms of the social function of neighboring parts
of the city. Neighbor smoothing incorporates the geographic neighbors in the
classification, and, in our case, it proved to improve the average accuracy rate
from 74% to 80%. By integrating a smoothing parameter, we limited the effect of
neighbor smoothing to prevent overly homogenous classification that is not
sensitive to an exceptional social function.

3.Usage of KNN classifier—KNN fits perfectly for integrating the two spaces—

feature space and geographic space and thus incorporates neighbor smoothing.

4.Usage of the distance weighted version of KNN-DKNN, which gives in the

classification higher weight to closer neighbors, is mainly implemented for
integrating the geographic space. Obviously, adjacent lands tend to share a
similar social function, while lands that are relatively close but not adjacent have
a lower probability to share the same social function. Therefore, we chose to use
DKNN, which would cause the classification to rely more on the closest lands.
The same logic is applied to the feature space, mainly for uniformity purposes
between the two spaces.

In future work, we would like to validate the offered methodology on a whole city.

Because some of the social functions are not well identified, creative solutions will be
needed to identify them more consistently. In addition, further research may lead to
an enhanced smoothing logic that is more sensitive to island land uses. A limitation of
our approach may be that cellular communication cannot always capture the differ-
ences between some land uses (e.g., when the communication is limited in less popu-
lated areas), and then more data resources will be needed. Therefore, it may also be
interesting to examine combining this methodology with other data resources, such as
POI and remote-sensing imagery.
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