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Preface

Clustering is the process of grouping or classifying data points into several different 
groups or classes where several similar data points are organized into the same cluster 
or group according to some criterion such as similar features or characteristics. That 
is, a cluster or group is a collection of several or many data points that have some 
similar features or characteristics and have different features or characteristics from 
data points in other clusters or groups. Clustering can be used to obtain the distribu-
tion of data, the features of each cluster or group, and analyze some special clusters 
or groups. Data clustering has many important practical applications in exploratory 
pattern analysis, grouping, and decision-making, such as classifying sales data to 
reflect consumer buying behavior or classifying network data to explore communi-
cation patterns or grouping student data to reveal their sex characteristics or some 
field’s specialty or special skill or knowledge. The similarity between data points plays 
an important role in clustering. To this end, many statistics have been developed 
to  measure similarity, for example, Mahalanobis distance, K-means, K-medoids, 
Wasserstein distance, Kullback-Leibler divergence, and others. In addition, many 
algorithms have been developed for data clustering, for example, partitional cluster-
ing, hierarchical clustering, density-based clustering, and model-based clustering. 
However, these existing methods cannot directly be applied to more complicated data 
clustering such as nonlinear separable patterns, heterogeneity data, jump-diffusion 
models, and Brazilian legal documents for natural language processing. As such, 
this book introduces some novel approaches to deal with these complicated data or 
models. Also, to stimulate readers’ interest, this book introduces the application of 
data clustering methods developed recently for insurance, psychology, and pattern 
recognition, and survey data.

This book includes three sections and seven chapters.

Section I includes one chapter that discusses the development of data clustering, 
including measures of similarity or dissimilarity for data clustering, data clustering 
algorithms and assessment of clustering algorithms.

Section II introduces clustering methods and includes three chapters. In Chapter 2, 
Dr. Lakshmi, and Dr. Veeranjaneyulu scientifically review the widely used clustering 
algorithm. In Chapter 3, Professor Nascimento and Dr. Souza de Oliveira introduce 
a data clustering method based on the similarity of Brazilian legal documents using 
natural language processing approaches. In Chapter 4, Dr. Xia, Dr. Zhu, and Dr. Gou 
present a Bayesian model-based clustering technique for assessing the heterogeneity 
of a two-part model and investigate its application to cocaine use data.

Section III includes three chapters that focus on the application of recently developed 
clustering methods. In Chapter 5, B.Sc. Mushunje, Mrs. Mashiri, Dr. Chandiwana, 
and Mr. Mashasha discuss the application of jump-diffusion models to insurance 
claim estimation. In Chapter 6, Dr. Duggirala studies fuzzy perceptron learning for 
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non-linearly separable patterns. Finally, in Chapter 7, Professor Chadjipadelis and 
Dr. Panagiotidou present a semantic map including bringing together groups and 
discourses.

I was invited to edit this book after the publication of Bayesian Analysis for Hidden 
Markov Factor Analysis Models, which I co-wrote with Yemao Xia, Xiaoqian Zeng, and 
my previously edited book, Bayesian Inference on Complicated Data. I am very grateful 
to Dr. Maja Bozicevic for his kind invitation to edit this book and for providing me 
the chance to work with my aforementioned coauthors. I would also like to thank all 
the chapter authors for their contributions. I hope this book will be of great interest to 
statisticians, engineers, decision-makers, data analysts, biologists, ecologists, and AI 
and machine learning researchers.

Niansheng Tang
Department of Statistics,

Yunnan University,
Kunming, China
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Chapter 1

Introductory Chapter: 
Development of Data Clustering
Niansheng Tang and Ying Wu

1. Introduction

Data clustering is a popular method in statistics and machine learning and is 
widely used to make decisions and predictions in various fields such as life science 
(e.g., biology, botany, zoology), medical sciences (e.g., psychiatry, pathology), 
behavioral and social sciences (e.g., psychology, sociology, education), earth sciences 
(e.g., geology, geography), engineering sciences (e.g, pattern recognition, artificial 
intelligence, cybernetics, electrical engineering), and information and decision 
sciences (e.g., information retrieval, political science, economics, marketing research, 
operational research) [1]. Clustering analysis aims to group individuals into a number 
of classes or clusters using some measure such that the individuals within classes or 
clusters are similar in some characteristics, and the individuals in different classes or 
clusters are quite distinct in some features.

2. Measures of similarity or dissimilarity

There are a lot of measures of similarity or dissimilarity for data clustering. 
Generally, assessing the similarity of individuals in terms of the number of charac-
teristics, which can be regarded as the points in space (e.g., a plane, the surface of 
a sphere, three-dimensional space, or higher-dimensional space) directly relates to 
the concept of distance from a geometrical viewpoint [1]. The widely used measures 
include Euclidean distance, Manhattan distance (also called city-block distance), and 
Mahalanobis distance for measuring the similarity of two data points. Euclidean dis-
tance depends on the rectangular coordinate system, Manhattan distance depends on 
the rotation of the coordinate system, but Euclidean and Manhattan distances do not 
consider the correlation between data variables and data dimensions. Mahalanobis 
distance can be regarded as a correction of Euclidean distance, the dependence of 
the data points is described by covariance matrix, which can be used to deal with the 
problem of non-independent and identically distributed data. In addition, there are 
other distances such as chebychev distance, power distance, and sup distance.

In many applications, different types of data are related to different distances. 
For example, the simple matching distance is used to measure the similarity of two 
categorical data points; a general similarity coefficient is adopted to measure the dis-
tance of two mixed-type data points or the means of two clusters; probabilistic model, 
landmark models, and time series transformation distance are used to measure the 
similarity of two time-series data points. In particular, Wu et al. [2] considered 
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spectral clustering for high-dimensional data exploiting sparse representation 
vectors, Kalra et al. [3] presented online variational learning for medical image data 
clustering, Prasad et al. [4] discussed leveraging variational autoencoders for image 
clustering, Soleymani et al. [5] proposed a deep variational clustering framework for 
self-labeling of large-scale medical image data.

Although the aforementioned similarity and dissimilarity measures can be applied 
to various types of data, other types of similarity and dissimilarity measures such as 
cosine similarity measure and a link-based similarity measure have also been devel-
oped for specific types of data. Also, one may require computing the distance between 
an individual and a cluster, and the distance between two clusters based on various 
central data points or representative data points. In these cases, the widely used 
distances include the mean-based distance, the nearest neighbor distance, the far-
thest neighbor distance, the average neighbor distance, which are extensions of data 
point distances. Particularly, the Lance-Williams formula can be used to compute the 
distances between the old clusters and a new cluster formed by two clusters. Again, to 
assess the similarity among probability density distributions of random variables, one 
can use Kullback-Leibler (K-L) distance (relative entropy) and Wasserstein distance. 
K-L distance does not satisfy three properties of the distance and is asymmetric, while 
Wasserstein distance possesses three properties of the distance and is symmetric. 
More importantly, Wasserstein distance can be used to deal with the mixture of 
discrete and continuous data. To this end, data clustering based on the Wasserstein 
distance has received a lot of attention over the past years. For example, see [6–9] for 
dynamic clustering of interval data, complex data clustering, variational clustering, 
geometric clustering, respectively.

3. Data clustering algorithms

Many useful data clustering algorithms have been developed to cluster individuals 
into different clusters over the past years. For example, hierarchical clustering algo-
rithm, partitioning algorithm, fuzzy clustering algorithm [10], center-based cluster-
ing algorithm, search-based clustering algorithm, graph-based clustering algorithm, 
grid-based clustering algorithm, density-based clustering algorithm, model-based 
clustering algorithm, and subspace clustering [11]. Hierarchical clustering algorithm, 
which divides individuals into a sequence of nested partitions has two key algorithms: 
agglomerative algorithm and divisive algorithm, and partitioning algorithm are two 
important clustering algorithms. Fuzzy clustering algorithm allows an individual 
to belong to two or more clusters with different probabilities, has three major 
algorithms: fuzzy k-means, fuzzy k-modes, and c-means. Center-based clustering 
algorithm is more used to cluster large scales and high-dimensional data sets has two 
major algorithms: k-means and k-modes in which k-means is the most widely used 
clustering algorithm, and is a non-hierarchical clustering method. Search-based clus-
tering algorithm is usually used to find the globally optimal clustering for fitting the 
data set in a solution space, its main algorithms include genetic algorithm, tabu search 
algorithm, and simulated annealing algorithm. Graph-based clustering algorithm is 
suitable for clustering graphs or hypergraphs via the dissimilarity matrix of the data 
set. Grid-based clustering algorithm is sequentially implemented by partitioning the 
data space into a finite number of cells, estimating the cell density for each cell, sort-
ing the cells with their densities, determining cluster centers, and traversal of neigh-
bor cells, it can largely reduce the computational complexity. Density-based clustering 
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algorithm is clustered according to dense regions separated by low-density regions, 
can be used to cluster any shaped clusters but is not suitable for high-dimensional 
data sets. The commonly used density-based clustering algorithms include DBSCAN 
(Density-based spatial clustering of application with noise), which cannot deal with 
clustering for data sets with different densities, OPTICS (Ordering points to identify 
the clustering structure) which can solve the clustering problem for data sets with dif-
ferent densities and outliers, BRIDGE, DBCLASD, DENCLUE, and CUBN algorithms. 
Recently Ma et al. [12] developed a density-based radar scanning clustering algorithm 
that can discover and accurately extract individual clusters by employing the radar 
scanning strategy.

Model-based clustering algorithm becomes an increasingly popular tool and is 
conducted by assuming that data sets under consideration come from a finite mixture 
of probability distributions, and each component of the mixture represents a dif-
ferent cluster, which indicates that it requires knowing the number of components 
in the mixture including finite mixture model (a parametric method) and infinite 
mixture model (a nonparametric method), the clustering kernel including multivari-
ate Gaussian mixture models, the hidden Markov mixture models, Dirichlet mixture 
models, and non-Gaussian distributions-based mixture models. Also, model-based 
clustering algorithms can be divided into non-Bayesian and Bayesian methods, its 
implementation is challenging [13]. Recently Goren and Maitra [14] developed a 
clustering methodology using the marginal density for the observed values assum-
ing a finite mixture model of multivariate t distributions for partially recorded data. 
For clustering problems with missing data, the most common treatment is deletion 
or imputation. Deletion methods may lead to poor clustering performance when the 
missing data mechanism is not missing completely at random. In contrast, imputation 
method using a predicted value to impute each missing value may lead to a better 
clustering performance when the missing data mechanism is missing at random. But 
it is rather difficult to impute a suitable value for each missing value for missing not 
at random. The defects of deletion and imputation do not consider the missing data 
structure. Model-based clustering via the finite mixture of the multivariate Gaussian 
or t distributions has been applied to many fields, for example, see [15, 16].

Subspace clustering is conducted by identifying different clusters embedded in 
different subspaces of the high-dimensional data, whose clustering has several dif-
ficulties: distinguishing similar data points from dissimilar ones due to the same dis-
tance between any two data points, and different clusters lying in different subspaces. 
In this case, dimension reduction techniques such as principal component analysis or 
feature selection techniques [17, 18]. It is rather difficult to tell readers which algo-
rithm should be used for some settings considered and how to compare novel ideas 
with the existing results because of its unsupervised learning process. But Gan, Ma 
and Wu [11] gave a comprehensive review of the applications of the aforementioned 
clustering algorithms.

4. Assessment of clustering algorithm

Since data clustering is a non-supervised method, the assessment of  clustering 
algorithm is rather important. In the data clustering, there are no pre-specified 
clusters, it is rather challenging to find an appropriate index for measuring whether 
the obtained cluster result is acceptable or not. The process of assessing the results 
of a clustering algorithm is usually referred to as clustering validity evaluation. 
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Generally, clustering validity assessment includes judging the quality of clustering 
results, the degree to which the clustering algorithm is suitable for a special data set, 
and finding the best number of clusters. There are two criteria for clustering validity, 
for example, compactness that the individual within each cluster should be as close to 
each other as possible and the common measure of compactness is the variance, and 
separation that the clusters themselves should be separated and the commonly used 
methods for measuring the distance between two different clusters are the distance 
between the closest individual of the clusters, distance between the most distant 
individuals and distance between the centers of the clusters. There are three indices 
for assessing the results of the clustering algorithm, for example, internal indices 
measuring the inter-cluster validity, external indices measuring the intra-cluster 
validity, and relative indices.

Both internal and external indices are based on statistical methods and involve 
intensive computation. The comprehensive review can refer to [19]. With the increase 
in the dimension of data points and variables, the cluster analysis method needs to 
be combined with the corresponding dimension reduction technology. Extracting fea-
tures through dimension reduction technology and using features to realize clustering 
is a method of cluster analysis of high-dimensional data.

5. Future interesting topics

Some interesting research fields in the future include model-based clustering 
with missing not at random data and skew-normal or skew-t distribution, model-
based tensor clustering, which is a challenging topic due to the correlation structure, 
ultrahigh-dimension and sparsity of tensor data, and the dimension of each mode of 
the tensors growing at an exponential rate of the sample size, and high-dimensional 
and ultrahigh-dimensional data clustering that is also challenging due to sparsity of 
data. In these cases, data clustering needs to incorporate the dimension reduction 
technique and imputation technique of missing data. Also, variational and distributed 
techniques for data clustering may be important and challenging research with the 
development of computing techniques.
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Chapter 2

Clustering Algorithms: 
An Exploratory Review
R.S.M. Lakshmi Patibandla and Veeranjaneyulu N

Abstract

A process of similar data items into groups is called data clustering. Partitioning a 
Data Set into some groups based on the resemblance within a group by using various 
algorithms. Partition Based algorithms key idea is to split the data points into parti-
tions and each one replicates one cluster. The performance of partition depends on 
certain objective functions. Evolutionary algorithms are used for the evolution of 
social aspects and to provide optimum solutions for huge optimization problems. 
In this paper, a survey of various partitioning and evolutionary algorithms can be 
implemented on a benchmark dataset and proposed to apply some validation criteria 
methods such as Root-Mean-Square Standard Deviation, R-square and SSD, etc., on 
some algorithms like Leader, ISODATA, SGO and PSO, and so on.

Keywords: partition, evolutionary, algorithms, clustering

1. Introduction

Clustering is unique to the utmost essential methods in data mining. Clustering 
is one of the major tasks of grouping the objects which have more attributes from 
different classes and the objects that belong to the same class are similar. Clustering is 
an eminent research field that has been used in various areas like Big Data Analytics, 
Statistics, Machine Learning, Artificial Intelligence, Data Mining, Deep Learning, and 
so on. Diverse algorithms have been anticipated for assorted applications in clustering 
[1]. The evaluation of these algorithms is most essential in unsupervised learning. 
There are no predefined classes in clustering thus it is complicated to measure suitable 
metrics. For this, a variety of validation criteria have been implemented [2, 3]. The 
major disadvantage of these validation criteria is cannot evaluate the arbitrary shaped 
clusters. As it normally selects a particular point from every cluster and computes the 
distance of particular points based on some other parameters. Suppose variance is 
computed based on these parameters.

Data Clustering is appropriated among the dataset dividing into different bunches 
with the end goal that the examination in the gathering is better than different 
groups. The dataset is to be apportioned to some degree if the information is similarly 
conveyed, attempt to distinguish the information of certain groups will fall flat or will 
prompt acquainted a few segments that are with being fake. Another issue is that the 
covering of information gatherings. These gatherings are at times diminishing the 
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bunching strategies proficiency. This decline the effectiveness is corresponding to 
the amount of coverage between the groups. Another issue of bunching calculations 
is their ability to be created in the method of on the web or disconnected. Web-based 
grouping is a technique for which an input vector is utilized to reconsider the bunch 
places according to the situation of the vector. Right now, a process where the focuses 
of groups are to be presented new information every single time. In disconnected 
mode, the technique is applied on a preparation informational collection, used to 
locate the focal point of bunches by examining all the information vectors in the 
preparation set. The bunch communities are found once they are fixed and used to 
characterize input vectors later. The systems are introduced right now.

Right now, strategies, transformative techniques for bunching, and group approval 
criteria are presented in Section 2. The complete investigation of the fundamentals 
much of the time utilized approval techniques in Section 3. The proposed work has 
been presented in Section 4.

2. Related work

The issue is to recognize the comparative information things and structure as 
bunches. There are a few calculations and can be delegated Partitioning bunching, 
Hierarchical Clustering, Density-based Clustering, and Grid-put together Clustering. 
Here mostly concentrate concerning Partitioning calculations and developmental 
calculations on seat mark datasets. Dividing calculations legitimately decays an 
informational index into a lot of disjoint bunches and to decide various parcels have 
been utilized sure paradigm capacities. Transformative calculations are gotten from 
the hard bunching calculations for getting the ideal outcomes. The aftereffects of a 
bunching calculation are not comparable starting with one then onto the next applied 
with a few information parameters on the same informational index. To assess the 
groups some approval measures have been proposed. Smallness and Separation 
approaches are utilized to quantify the separation between groups. Outside criteria, 
interior criteria, and relative criteria are the three strategies to assess the consequences 
of grouping. Outer and inside criteria both can have a high computational interest 
and are dependent on factual methodologies. The significant downside of these two 
methodologies is the multifaceted nature of calculations. The relative criteria are the 
assessment of different groups. Many grouping calculations are executed on more 
occasions on the same informational index with various information parameters. The 
fundamental goal of the relative criteria is to choose the best grouping calculation 
from various outcomes based on approval criteria. These distinctive approval criteria 
have been actualized [4–9].

2.1 Partitioning methods

These strategies are classified into two different ways, the centroid and medoid 
calculations. The centroid calculations are the calculations to speak to each bunch 
with the assistance of the greatness of the focus of the cases [10, 11]. The medoid 
calculations are the calculations that speak to each group of the examples storage 
room to the size place. K-implies calculation is the generally utilized centroid calcula-
tion [12]. The k-implies calculation isolates the informational index into k subsets as 
each point in a given subset is nearest to a similar focus. Ordinarily, the k-implies have 
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some helpful properties, for example, handling on enormous informational collec-
tions is productive, over and again stops at neighborhood ideal, having  circular shape 
bunches and touchy to clamor. This calculation goes under the bunching technique 
since it requires the information ahead of time. The fundamental k-implies calcula-
tions principle objective is choosing the exact starting centroids. The most as of late 
utilized calculation for clear-cut traits is k-modes calculation. Both k-means and 
k-modes calculations permit cases of bunching by utilizing blended characteristics 
in the k-models calculation. The disentanglement of normal k-implies has been 
introduced most as of late. This can be utilized on ball and circle formed information 
groups with no issue and performs definite bunching without pre-deciding the exact 
group number. Some conventional grouping calculations produce allotments. In a 
parcel, all examples have a place with just one single bunch. Along these lines, each 
bunch in a hard grouping is disjoint.

Fluffy-based grouping stretches out the view to relate each example among each 
bunch through enrollment work. Generally utilized calculation for this is Fuzzy 
C-implies calculation, which depends on k-implies. Fluffy C-implies calculation 
is utilized to locate the run-of-the-mill point in each group. It tends to be viewed 
as the focal point of the bunch and enrollment of each case in the group. Other 
delicate bunching calculations have been actualized, based on the Expectation–
Maximization calculation [13]. This calculation accepts an easygoing probabilistic 
model with specific parameters that depict the probabilistic cases of that bunch. 
The arrangement of FM calculation starts with essential speculations for the 
Mixture Model parameters. These qualities are utilized to assess the probabilities of 
bunches for each example. This procedure is rehashed to re-gauge the parameters 
of those probabilities. The drawback of this calculation is computationally progres-
sively costly. Over-fitting is the issue in the previously mentioned strategy. This 
issue emerges for two reasons. The initial one is a tremendous number of bunches 
might be exact. The second one is the likelihood dispersions have more parameters. 
Completely Bayesian methodology is one of the plausible arrangements right now 
every parameter has a previous likelihood conveyance. ISODATA is one of the gener-
ally utilized solos characterization calculations. It is an iterative calculation and like 
k-implies. ISODATA calculation split and consolidated the bunches for future refine-
ments. The primary contrast between ISODATA and k-implies is ISODATA permits 
various bunches while the k-implies expect that the groups are known as apriori. 
Gradual bunching calculation which is utilized on enormous informational indexes 
is Leader Algorithm. Pioneer is structure-based calculation and structure different 
bunch relies upon the request for the informational index which is accommodated 
calculation.

As indicated by Ashish Goel [14], while looking at k-implies, Fuzzy k-means and 
k-medoids rather than centroid have been utilized in the middle or Partition Around 
Medoids. In this way, k-implies utilize the centroid for speaking to the bunch not 
manage the anomalies. That is, an information object with the most noteworthy 
estimation of information can be conveyed. This technique handles this with the 
medoids’ portrayal of the bunch as an incredible centroid. Rather than centroid, the 
predominantly set information object of the group on the inside is called a Medoid. 
Right now, several information objects have favored discretionarily equivalent to 
medoids for speaking to k number of bunches. And all other leftover information 
objects are in the group have a medoid which is like that information object. After 
consummation of all the procedure of information questions, another medoid is 
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presented in the spot of centroid to speak to bunches in a most ideal manner and once 
more the entire procedure is persistent. All the information objects have limited to 
the bunches relies upon the most up-to-date medoids. Medoids correct their position 
consistently for every cycle. This nonstop procedure is till the remaining medoids 
sit tight for a move. Inevitably, k groups to speak to a lot of information items can be 
found. Examination of K-Means, Fuzzy K-Means, and K-Medoids are investigated in 
the accompanying Table 1.

On the other hand, several Evolutionary algorithms have been implemented for 
optimization. Some of the Evolutionary Algorithms have been explained below.

2.2 Evolutionary algorithms

A Genetic Algorithm is a factual advancement approach. The Genetic Algorithm 
is a notable calculation that is applied to different ideal plan issues. Also, it decides 
worldwide ideal arrangements by a consistent variable savvy calculation. Differential 
Evaluation is additionally like Genetic calculation.

Clonal Selection Algorithm is the developmental calculation for the natural 
resistant framework. There are two components determination and transformation. 
These two systems are finished by a record of invulnerable properties. Then again, the 
blast rate is corresponding to the proclivity, and the transformation rate is conversely 
relative to liking. The connection among lock and key must fit with one another and 
afterward, the reaction will work.

Particle Swarm Optimization is a transformative bunching calculation and 
reenacts the properties of running winged creatures. It follows some situations used 
to take care of the enhancement issues. Right now, the single arrangement is a winged 
creature in search, call it a Particle. Each Particle is considered as a point in dimen-
sional space. Figure 1 shows the process flow of the PSO algorithm.

K-means Fuzzy K-means K-medoids

Complexity O(ikn) O (I k (n)2) O (i k (n-k)2)

Efficiency Comparatively 
more

Comparatively more than 
K-Medoids

Comparatively less

Implementation Easy Less complicated 
than K-Medoids and 
Complicated to K-Means

Complicated

Sensitive to Outliers? Yes No No

The necessity of convex 
shape

Yes Not so much Not so much

Advance specification of 
no of clusters ‘k’

Required Required Required

Does initial partition 
affects result and 
runtime?

Yes Yes Yes

Optimized for Separated clusters Separated cluster and 
categories data

Separated clusters,

Table 1. 
K-means, fuzzy K-means, and K-medoids algorithm comparison details.
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Teaching Learning Based Optimization [10] is one of them as of late actualized 
advancement calculation. In designing applications, it impacts the impact of an 
instructor on the yield of students in a class is investigated by scientists for taking care 
of various streamlining issues.

Suresh Satapathy et al. [8] proposed a novel enhancement calculation named Social 
Group Optimization that relies upon the conduct of people to learn and take care 
of complex issues. They executed and examine the exhibition of SGO advancement 
calculation on a few benchmark capacities. Right now, dissected the different human 
characteristics of life, for example, resilience, fearlessness, dread, and deceitfulness, etc.

Social Group Optimization calculation can be partitioned into two different 
ways improving stage and securing stage. Every individual’s information level in the 
gathering has been tried and upgraded by the impact of the best one in the gathering 
in the improving stage. The best individual in the gathering having the information 
for taking care of issues. Everybody in the gathering improves information with com-
munications to each other in the gathering and best one in the gathering around then.

As per Wen-Jye Shyr [15], to compute and verify the improvement calculations 
execution estimated two elements of numerical destinations. The exhibitions of these 
techniques can be depicted for certain perspectives that are demonstrated as follows. 
The initial one is the ideal point union, which is the key executive for this calculation. 
The second one is the ideal incentive for exactness. The third one is the absolute num-
ber of target calculations. For the most part, there are a lot of issues where assembly 
speed is dependent on the absolute number of target calculations. The last one is 
the time taken for the calculation to locate the ideal worth. Even though this is the 
simplicity of calculation can be unforeseen. Notwithstanding these, a few parameters 
are made, tried to ensure that the outcomes are set in Table 2.

Figure 1. 
Flow chart for particle swarm optimization.
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3. Parameters

The most widely used validity criteria are introduced in the following section.

4. Motivations

4.1 Validity criteria

These validity criteria have been utilized for estimating the bunches. Root-Mean-
Square Standard Deviation (RMSSTD), R-square, Sum of Squared Error (SSE), 
Internal and External legitimacy criteria applied to the previously mentioned calcula-
tions to investigate the best calculations. Bunching Algorithms utilize these approval 
measures to assess the outcomes. The RMSSTD is the technique to assess the change 
of the bunches and it gauges the group’s homogeneity. According to these outcomes, 
to perceive homogeneous gatherings as the most minimal RMSSTD esteem implies 
great bunching. To gauge the divergence of bunches R-squared record is utilized. 
R-square estimates the level of homogeneity between the gatherings. The scope of 
these qualities is 0 and 1. Here, 0 methods have no distinction between the bunches 
and 1 method there is a huge contrast between the groups. The Sum of Squared Error 
is a fundamental calculation for factual methodologies and handles another estima-
tion of information. It recognizes how those qualities are firmly related. Once figure 
the estimation of SSE for a dataset than just ascertain the estimations of change and 
standard deviation. Inner Validity is the legitimacy measure for the level of traits of 
free factor and others. Outer Validity is the legitimacy measure to the degree the after-
effects of a summed-up study [16]. The informational collections have been taken 
from different assets and the subtleties of informational collections and calculations 
as demonstrated as follows. Sack of words informational collection have taken from 
UCI Machine Repository site. This informational collection is content sort, 8lakhs of 
occurrences, and 1 lakh of information traits. Right now, every assortment of content 
contains the Number of archives spoke to by D; the Number of words spoken to by W, 
and the Total number of words spoken to by N in the assortment.

Genetic Algorithm (GA) Population Size 20
Crossover Probability of 0.6
Mutation Probability 0.005
Iterations 50

Clonal Selection Algorithm (CSA) Number of Clones Generated 100
Hyper mutation Probability 0.01
Scales of Affinity Proportion Selection 100
Percentage of Random New Cells each
Generation 10%
Iterations 50

Particle Swarm Optimization (PSO) based Algorithm Population Size 20
Initial Inertia Weight 0.9
Final Inertia Weight 0.2
Iterations 50

Table 2. 
Genetic algorithm, clonal selection algorithm, and particle swarm optimization algorithm parameters.
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5. Proposed work

The results of the above exploratory survey proposed to pick k-means, Leader, and 
ISODATA from parceling calculations and actualized on seat mark dataset with the 
previously mentioned legitimacy criteria for dissecting the presentation. By utilizing 
some developmental calculations, for example, Genetic Algorithms, Particle Swarm 
Optimization, and Social Group Optimization to be assessed the presentation with 
some legitimacy capacities. The accompanying table speaks to the subtleties of group-
ing strategies. Different clustering methods details with various parameters as shown 
in Table 3.

6. Conclusion

The paper titled “ Clustering Algorithms: An Exploratory Review” outlined a few 
dividing calculations and Evolutionary Algorithms. Apportioning Algorithms, for 
example, k-implies, k-medoids, Fuzzy k-means, and Expectation Maximization, 
etc., are considered. According to the correlation of k-implies, Fuzzy k-means, and 
k-medoids: The primary expert of k-implies is less expense of calculation, albeit con 
is empathy to Noisy information and Outliers than Fuzzy k-means and k-medoids. In 
Evolutionary Algorithms: GA, PSO, SGO, CSA, and TLBO are read, and for certain 
calculations like GA, CSA, and PSO what are the potential parameters utilized for 
correlations. The legitimacy criteria like RMSSTD, R-square, SSE, interior, and 
outside criteria have been utilized for the execution of the benchmark informational 
index. These legitimacy measures have been assessed for different info datasets and 
look at the effectiveness of the legitimacy measures.

The previously mentioned calculations actualized on seat mark informational col-
lection with legitimacy measures to assess the presentation. In the future, by utilizing 
this to be evaluated execution present some new developmental calculation which can 
be utilized for huge and semi-organized information.

Algorithm 
name

Type of data 
handle

Time 
complexity

Input parameters

Leader Numerical O(n) • Distance Threshold

K-means Numerical O(n) • Number of Clusters

ISODATA Numerical O(kn) • Minimum Number of Objects in Cluster

• Possible number of Clusters

• most extreme spread parameter for Splitting
Maximum separation partition for Merging
Maximum number of Clusters that can be 
combined

Table 3. 
Clustering methods details.
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Clustering by Similarity of 
Brazilian Legal Documents Using 
Natural Language Processing 
Approaches
Raphael Souza de Oliveira  
and Erick Giovani Sperandio Nascimento

Abstract

The Brazilian legal system postulates the expeditious resolution of judicial 
proceedings. However, legal courts are working under budgetary constraints and 
with reduced staff. As a way to face these restrictions, artificial intelligence (AI) has 
been tackling many complex problems in natural language processing (NLP). This 
work aims to detect the degree of similarity between judicial documents that can 
be achieved in the inference group using unsupervised learning, by applying three 
NLP techniques, namely term frequency-inverse document frequency (TF-IDF), 
Word2Vec CBoW, and Word2Vec Skip-gram, the last two being specialized with a 
Brazilian language corpus. We developed a template for grouping lawsuits, which 
is calculated based on the cosine distance between the elements of the group to its 
centroid. The Ordinary Appeal was chosen as a reference file since it triggers legal 
proceedings to follow to the higher court and because of the existence of a relevant 
contingent of lawsuits awaiting judgment. After the data-processing steps, documents 
had their content transformed into a vector representation, using the three NLP 
techniques. We notice that specialized word-embedding models—like Word2Vec—
present better performance, making it possible to advance in the current state of the 
art in the area of NLP applied to the legal sector.

Keywords: legal, natural language processing, clustering, TF-IDF, Word2Vec

1. Introduction

In recent years, the Brazilian Judiciary has been advancing toward turning all 
its acts digital. Following this direction, the Brazilian Labour Court implemented 
in 2012 the Electronic Judicial Process (acronym in Portuguese for “Processo Judicial 
Eletrônico”—PJe), and from this date, all new legal proceedings have already been 
born electronic. According to the Annual Analytical Report of Justice in Numbers 
2020 (base year 2019) [1], produced by the National Council of Justice (acronym in 
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Portuguese for “Conselho Nacional de Justiça”—CNJ), more than 99% of the ongoing 
cases are already on this platform.

Knowing that human beings cannot promptly analyze a large set of data, 
especially when such data do not appear to correlate, a way to assist in the pattern-
recognition process is through statistical, computational, and data analysis methods. 
From the perspective that an exponential increase in textual data exists, the analysis 
of patterns in legal documents has become increasingly challenging.

Currently, one of the major challenges in the legal area is to respond quickly to 
the growing judicial demand. The Brazilian legal system provides for ways to ensure 
the swift handling of judicial proceedings, such as the principle of the reasonable 
duration of a case, the principle of speed, the procedural economy, and due process 
to optimize the procedural progress [2]. Therefore, with the aid of some cluster-
ing mechanism, that is, the grouping of processes, with a good rate of similarity 
between the documents to be analyzed, it was possible to help in the distribution of 
work among the advisors of the office for which the process was drawn. In addition, 
it contributed to the search for case law1 for the judgment of the cases in point, to 
ensure a speedy trial, upholding the principle of legal certainty. According to Gomes 
Canotilho [3]:

"The general principle of legal certainty in a broad sense (thus encompassing the idea 
of trust protection) can be formulated as follows: the individual has the right to be 
able to rely on the law that his acts or public decisions involved in his rights, positions 
or legal relations based on existing legal norms and valid for those legal acts left by 
the authorities on the basis of those rules if the legal effects laid down and prescribed 
in the planning are connected to the legal effects laid down and prescribed in the legal 
order" (2003, p. 257).

Thus, this legal management tool created positive impacts such as the decrease of 
the operational costs of a legal proceeding, as a result of reducing its duration, mean-
ing lower expenses on the allocation of the necessary resources for its judgment.

Recently, machine learning algorithms have demonstrated through research that 
they are powerful tools capable of solving high-complexity problems using natural 
language processing (NLP) [4]. In this sense, it is possible to highlight the works of 
[5–9], which apply the techniques of word-embedding generation, a form of vec-
tor representation of terms, and consequently of documents, taking into account 
their context. The use of these word embeddings is essential when analyzing a set of 
unstructured data presented in the form of large-volume documents in court.

Nowadays, a specialist screens the documents and distributes among the team 
members the legal proceedings to be judged, setting up a deviation from the main 
activity of this specialist, which is the production of draft decisions. This contributed 
to an increase in the congestion rate (an indicator that measures the percentage of 
cases that remain pending solution at the end of the base year) and to the decrease 
in the meeting of demand index (acronym in Portuguese for “Índice de Atendimento 
à Demanda”—IAD—an indicator that measures the percentage of proceedings in 
downtime, compared to the number of new cases). It becomes evident in the con-
solidated data of the Labor Justice contained in Table 1, with data extracted from the 
Annual Analytical Report of Justice in Numbers 2020 (base year 2019) [1] produced 
by the National Council of Justice (CNJ).

1 A legal term meaning a set of previous judicial decisions following the same line of understanding.
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This work aims, therefore, to present the degree of similarity between the judicial 
documents that was achieved in the inferred groups through unsupervised learning 
via the application of three techniques of NLP, namely: (i) term frequency-inverse 
document frequency (TF-IDF); (ii) Word2Vec with CBoW (continuous bag of words) 
trained for general purposes for the Portuguese language in Brazil (Word2Vec CBoW 
pt-BR); and (iii) Word2Vec with Skip-gram trained for general purposes for the 
Portuguese language in Brazil (Word2Vec Skip-gram pt-BR).

This degree of congruence signals the model’s performance and is set from the 
average similarity measure of the grouped files, based on the similarity cosine 
between the elements of the group to its centroid and, comparatively, by the average 
cosine similarity among all the documents of the group.

Description 2° Degree 1° Degree Total

Workforce

Magistrates Legal authority 559 3077 3636

Legal workers Public administration employee 6911 22,785 29,696

Legal load handling

Stockpile Number of pending cases 792,223 3,741,548 4,533,771

New cases Number of new cases 898,104 2,632,093 3,530,197

Judged Number of cases judged 989,324 3,036,686 4,026,010

Closed Number of cases with final 
decision

941,356 3,244,652 4,185,708

Productivity indexes

IAD Closed cases/new cases 104.8% 123.3% 118.6%

Congestion tax Closed cases/(new cases + 
stockpile)

45.7% 53.6% 52.0%

Knowledge Fact awareness phase — 35.1% 35.1%

Execution Judgment enforcement phase — 72.7% 72.7%

Indexes per magistrate

New cases Average number of new cases 
per magistrate

1607 662 821

Workflow Average number of cases per 
magistrate

3583 2794 2,927

Judged cases Average number of cases 
judged per magistrate

1770 1103 1216

Closed cases Average number of cases closed 
per magistrate

1684 1179 1264

Indexes per legal worker

New cases Average number of new cases 
per worker

135 83 95

Judged cases Average number of cases 
judged per worker

300 351 339

Closed cases Average number of cases closed 
per worker

141 148 146

Table 1. 
Report of indicators of Brazilian labor justice.
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Aiming to delimit the scope of this research, a dataset containing information 
from documents of the Ordinary Appeal Interposed (acronym in Portuguese for 
“Recurso Ordinário Interposto”—ROI) type was extracted from approximately 210,000 
legal proceedings. The Ordinary Appeal Interposed was used as a reference, as this 
is usually the type of document that induces the legal proceedings for judgment in 
the higher instance (2nd degree), thus instituting the Ordinary Appeal (acronym in 
Portuguese for “Recurso Ordinário”—RO). That is a free plea, an appropriate appeal 
against definitive and final judgments proclaimed at first instance, seeking a review 
of the judicial decision drawn up by a hierarchically superior body [10].

For the present work, a literature review on unsupervised machine learning 
algorithms applied to the legal area was performed, using NLP, and an overview of 
recent techniques that use artificial intelligence (AI) algorithms in word-embedding 
generation. Then, we applied some methods until the results were obtained, com-
paring and discussing them, and finally, conclusions and future challenges were 
presented.

2. State-of-the-art review

Machine learning algorithms have in the most recent research demonstrated a 
great potential to solve high-complexity problems, which follow the categories into 
(i) supervised machine learning algorithms; (ii) unsupervised; (iii) semi-supervised; 
and (iv) by reinforcement [11]. In the context of this chapter, the literature review 
focused on the search for the most recent research on unsupervised machine learning 
or clustering algorithms applied to the legal area using NLP.

The investigation revealed that there are not many works dealing with the high-
lighted topic, which proves its complexity. Thus, we sought to expand the research by 
removing the restriction to the legal area bringing light to other publications. In [12], 
we discussed the content recommendation system approaches based on grouping for 
similar articles that used TF-IDF to perform vector transformation of the document 
contents and, through cosine similarity, applied k-means [13] for clustering them. 
In [14], the authors automatically summarized texts using TF-IDF and k-means to 
determine the document’s textual groups used to create the abstract. Then, TF-IDF 
is considered the primary technique for vectorizing textual content and k-means the 
most used algorithm for unsupervised machine learning.

Therefore, we can assume that choosing the best technique of generating word 
embeddings requires investigation, experimentation, and comparison of models. 
Several recent pieces of research have demonstrated the feasibility of using word 
embeddings to improve the quality of AI algorithm results for pattern detection, clas-
sification, among other uses.

In 2013, Mikolov et al. [6] proposed two new architectures to calculate vector 
representations of words calling them Word2Vec, which was considered, at the time, 
as a reference in the subject. Subsequently, techniques of word embeddings based on 
the use of the long short-term memory network (LSTM) [15] became widely used 
for speech recognition, language modeling, sentiment analysis, and text prediction, 
and that, unlike the recurrent neural network (RNN) they can forget, remember and 
update the information thus taking a step forward from the RNNs [16]. Therefore, 
LSTM-based libraries, such as Embeddings from Language Models (Elmo) [17], Flair 
[18], and context2vec [19] created a different word embedding for each occurrence of 
the word, related to the context, that allowed to capture the meaning of the word.
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In more recent years, new techniques of word embeddings have emerged, with 
emphasis on (i) Bidirectional Encoder Representations from Transformers (BERT) 
[9], context-sensitive model with architecture based on a transformer model [20]; (ii) 
Sentence BERT (SBERT) [21], a “Siamese” BERT model that was proposed to improve 
BERT’s performance when seeking to obtain the similarity of sentences; and (iii) 
Text-to-Text Transfer Transformer (T5) [22], a framework for treating NLP issues as a 
text-to-text problem, that is, input to the template as text and template output as text.

From this analysis, it was possible to advance in the current state of the art in 
the area of NLP applied to the legal sector, by conducting a comparative study and 
application of the techniques TF-IDF, Word2Vec CBoW, and Word2Vec Skip-gram to 
perform the grouping of labor legal processes in Brazil using the k-means algorithm 
and the cosine similarity.

3. Methodology

This section presents each step necessary to achieve the results and to make it possible 
to analyze them comparatively. To perform all the implementations of the routines nec-
essary for this study, the Python programming language (version 3.6.9) was used and, 
among other libraries, (i) Numpy (version 1.19.2) was used; (ii) Pandas (version 1.1.3); 
(iii) Sklearn (version 0.21.3); (iv) Spacy (version 2.3.2); and (v) Nltk (version 3.5).

Every processing flow (pipeline) consists of the phases: (i) data extraction; (ii) 
data cleansing; (iii) generation of word-embedding templates; (iv) calculation of the 
vector representation of the document; (v) unsupervised learning; and (vi) calcula-
tion of the similarity measure, as detailed in the following subsections.

3.1 Data extraction

The dataset used for these studies belongs to the Regional Labour Court of the 5th 
Region (acronym in Portuguese for “Tribunal Regional do Trabalho da 5ª Região”—
TRT5). There are approximately 210 (two hundred and ten) thousand documents 
of the Ordinary Appeal Interposed type, incorporated into the Electronic Judicial 
Process (PJe) system, originally added to the PJe in portable document format (PDF) 
or hypertext markup language (HTML). As the PJe has a tool for extracting and stor-
ing the contents of documents, there was no need for further processing in obtaining 
the text of such files.

In addition to the content of the documents, the following information was 
extracted: (i) the name of the parts of the proceedings to which such documents 
belonged; (ii) the list of labor justice issues from the Unified Procedural Table2 
(acronym in Portuguese for “Tabela Processual Unificada”—TPU) of the Labour 
Justice branch (made available by the National Council of Justice [CNJ] and consoli-
dated by the Superior Labour Court [acronym in Portuguese for “Tribunal Superior do 
Trabalho”—TST]); and (iii) list of abbreviations (acronyms) with their full transla-
tion according to tables made available by the Supreme Court (acronym in Portuguese 
for “Supremo Tribunal Federal”—STF).3

2 Labour Justice Unified Procedural Table. Available at: https://www.tst.jus.br/web/corregedoria/
tabelas-processuais
3 Table of abbreviations (and acronyms) made available by the Supreme Court. Available at: https://www.
stf.jus.br/arquivo/cms/publicacaoLegislacaoAnotada/anexo/siglas_cf.pdf
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3.2 Data cleaning

Preprocessing is a fundamental step for the application of artificial intelligence 
techniques and involves the following: (i) data standardization (when there is a large 
discrepancy between the values presented to the technique); (ii) the withdrawal of 
null values; and (iii) the reorganization and adequacy of the structure of the dataset. 
In this case, it is usually necessary for experts to conduct an exploratory analysis of 
the data used in advance to determine the direction of preprocessing.

For this phase, this study uses two forms of preprocessing: (i) detection of the 
subjects of the Unified Procedural Table (contained in the extracted documents) and 
(ii) cleaning the contents of the documents.

For the detection of the subjects of the TPU present in the extracted documents, 
regular expression matching was used as the search technique to measure the occur-
rences of these words in the files marking them with “tags” referring to the sub-
ject found.

For cleaning the contents of documents, usually using a regular expression, the 
steps were as follows:

• HTML tags: removed the html tags found in the document, such as <script>, 
<body>, <style> etc.;

• TPU subjects: replaced the subject text with a subject tag, for example, “hora 
extra” (overtime) changed to hora_extra;

• Related Persons: replaced the name of the individuals linked to the legal cases of 
the documents, such as the name of the author(s) and defendant(s), by the “tag” 
“parteprocesso” (part in the process);

• Judicial process number: replaced the number of the judicial process (according 
to the standard formatting defined nationally by the CNJ, NNNNNNN-NN.
NNNN.N.NN.NNNN where N is a numeral) by the "tag" “numeroprocesso” 
(process number);

• Standardization of abbreviations: replacement of abbreviations (acronyms) 
by the full translation as drawn STF list as reported in Section 3.1, for example, 
CLT was transformed into “Consolidação das Leis do Trabalho” (Consolidated 
Labour Law);

• Addresses: replaced the addresses contained in the document with the “tag” 
“enderecoprocesso” (addresses in the process);

• Links: removed Internet links contained in the text;

• Date and Time: replacement of date and time content with “datahora”  
(datetime) tag;

• Time: replacement of the time content with the “hora” (hour) tag;

• Days of the week: removed the days of the week found in the document;
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• Document ids: replacement of PJe document ids referenced in the document 
with “tag” “sequenciadocumento” (document sequence). These ids are typically 
composed of alphanumeric characters;

• Unit of measure: replaced the units of measurements and their values by the 
“tag” “unidademedida” (measurement unit);

• Numbers: replaced the numbers in full, ordinal numbers, and numerical 
sequences by the “tag” “numeral” (number);

• Judging bodies: replaced the judging bodies (e.g., “Tribunal Regional do 
Traabalho” [Regional Labour Court]) by the “orgaojulgador” (organjudge) tag;

• Months of the year: removed the months of the year found in the document;

• Judicial Stopwords: only when the technique employed is TF-IDF. The common 
words were removed in all texts of the judiciary, such as (i) “magistrado” (magis-
trate) and (ii) “processo” (legal proceeding), among others;

• Stopwords:

 ○ TF-IDF: removed all stopwords from the Portuguese language, such as “de” 
(from), “da” (of), “a” (the), “o” (the), “esta” (this) etc.;

 ○ Other techniques: removed only the non-adverbs of the Portuguese language, 
for example, the words “não” (no), “mais” (more), “quando” (when), “muito” 
(very), “também” (also), and “depois” (after) remain in the document;

• Line breaks: replaced line breaks by space;

• Punctuation marks:

 ○ TF-IDF: removed all the punctuation marks contained in the documents;

 ○ Other techniques: removed the punctuation marks except dot (.), comma (,), 
exclamation (!), and interrogation (?);

• Lemmatization:

 ○ TF-IDF: applied the technique to replace words with its root, for example, 
words such as “tenho” (have), “tinha” (had), and “tem” (have) had belong of 
the same root “ter” (have);

 ○ Other techniques: lemmatization has not been applied;

In addition to the preprocessing detailed above, when the technique used was 
TF-IDF, the tags inserted in the text during this phase were removed.
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3.3 Generation of word-embedding templates

An essential technique in solving machine learning problems, involving NLP, is 
the use of vector representation of words, in which numerical values indicate some 
correlation of words in the text. This chapter uses word embeddings generated and 
shared for the Portuguese language, such as Word2Vec CBoW and Word2Vec template 
with Skip-gram. These templates were created based on more than 1 billion and 
300,000 tokens, with results published in the article “Portuguese Word Embeddings: 
Evaluating on Word Analogies and Natural Language Tasks” presented at the 
Symposium in Information and Human Language Technology - STIL 2017 [23].

3.4 Calculation of the vector representation of the document

Different from the TF-IDF technique, which has the vector representation of 
the document based on the statistical measurement of each term of the document 
in relation to all known corpus, and whose vector dimension is equal to the size of 
the vocabulary of the corpus, the other techniques (i) Word2Vec CBoW ptBR and 
(ii) Word2Vec Skip-gram pt-BR need to go through a change to calculate the vector 
representation of the document (document embeddings). This happens because for 
these techniques what you can get is the vector representation of the word (word 
embeddings).

Thus, to calculate the vector representation for the documents some alternatives 
are suggested, such as (i) average of the word embeddings of the words of the docu-
ment; (ii) sum of the word embeddings of the words in the document by pondering 
them with the TF-IDF and then dividing by the sum of the TF-IDF of the words of the 
document; and (iii) weighted average with the TF-IDF of the word embeddings of 
the words of the document, the latter being the technique chosen for presenting the 
best result.

3.5 Unsupervised learning

The use of unsupervised learning techniques is relevant when the intention is 
to detect patterns among court documents. The k-means algorithm, whose basic 
concepts were proposed by MacQueen [13], is the technique adopted in this study. In 
general, this technique seeks to recognize patterns from the random choice of K initial 
focal points (centroid), where K is the number of groups that one wishes to obtain 
and, iteratively, position the elements whose Euclidean distance is the minimum pos-
sible concerning the centroid of the group.

Since one does not have an ideal K to offer the algorithm, an approach usually used 
to support such a decision is to calculate the inertia, based on how well the dataset was 
grouped through k-means.

The inertia calculation is based on the sum of the square of the Euclidean distance 
from each point to its centroid and seeks to obtain the lowest K with the lowest 
inertia. However, the higher the K value reaches, the tendency is that inertia will be 
lower, and then, the elbow method was used to find the point where the reduction in 
inertia begins to decrease.

Hence, 31 values for K were used within the range from 30 to 61, considering an 
interval for each unit, selecting the K that generated the best grouping. In addition, 
the strategy of creating submodels, limited to two, was used for the documents of the 
groups whose average similarity rate did not reach a value greater than 0.5.
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3.6 Similarity measure calculation

The similarity measure is an important tool for the measurement of the quality 
of inferred groups. In this study, the cosine similarity measure is adopted, which is a 
measure that calculates the cosine of the angle between two vectors projected in the 
multidimensional plane, the result of which is between 0 and 1, in which 1 represents 
that the two vectors are totally similar, and 0 represents that they are totally different. 
Given two vectors, X and Y, the cosine similarity is presented using a scalar product 
according to Eq. (1).

 ( ) X·Ysimilarity cos
X · Y

θ= =  (1)

Consequently, to decide whether, after the clustering of the chief model, it 
was necessary to generate up to two more submodels, using the average cosine 
similarity among all elements of the group. Although the computational cost of 
calculating the similarity between all files in the group is relevant, we sought to 
reduce the distance between documents that were part of the same group, although 
they were located near the centroid. To assess the final efficiency of the technique, 
another form of calculation was adopted, computing for each group the average 
cosine similarity between the group elements and its centroid. Thus, as a measure 
of global similarity of each approach, we calculated the average of the average of 
the groups, so that the one that reached a value closer to 1 (one) was considered the 
best technique.

4. Results and discussions

This research shows, as per the methodology presented in the previous sections, 
how machine learning algorithms associated with NLP techniques are important 
allies in optimizing the operational costs of the judicial process. It is evidenced from 
the result, for example, of document screenings and procedural distribution, which 
allows an expert to devote oneself to their chief activity optimizing working time.

While using the k-means unsupervised learning algorithm, it was necessary to 
choose the best K for each NLP technique studied. In this scenario, the elbow method 
was applied based on the calculated inertia of each of the 31 K tested, as shown in 
Figure 1, thus achieving a better result for each technique.

From the attainment of the best K, the k-means model was trained and, from the 
grouping performed by this technique, we could reach the average similarity between 
the documents of each group. Those groups that did not make the cutting line of at 
least 0.5 of average had the group files submitted for creating up to two submodels. As 
expected, only for TF-IDF technique groupings is there a need to generate submodels 
to improve performance.

Table 2 shows the average similarity of the groups obtained using the TF-IDF 
technique, as well as the result of the Word2Vec CBoW pt-BR technique. It achieved 
a little better measure of similarity than the Word2Vec Skip-gram pt-BR technique; 
however, the latter achieved its result with a smaller number of groups, which places 
it, in general, as the best technique.
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After the groups were formed, the statistical data resulting from each approach 
were calculated, as shown in Table 3 and in the comparative graph of distributions 
between the techniques (Figure 2). The cosine similarity of the group elements to 
its centroid was used as a metric, showing the proximity of the results between the 
techniques with Word2Vec and highlighting the technique Word2Vec Skip-gram ptBR 
for the smaller amount of generated groups.

When comparing the values presented in Tables 2 and 3, it is noteworthy that the 
results presented in Table 2 are worse in all cases. It is inferable from this observation 

Model Submodel 1 Submodel 2 Final

Type Groups Mean Groups Mean Groups Mean Groups Mean

TF-IDF 37 0.3696 43 0.4001 48 0.4002 48 0.4002

Word2Vec 
CBoW ptBR

59 0.9060 — — 59 0.9060

Word2Vec 
Skip-gram 
ptBR

34 0.9044 — — 34 0.9044

Table 2. 
Mean cosine similarity between all elements of the group. The best results are highlighted in bold.

Figure 1. 
Inertia charts constructed by using the elbow method for determining the best number of clusters for each 
approach.
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that the similarity measure calculations shown in Table 2 can reduce the similarity 
rates since there may be elements in the group positioned on completely opposite 
sides. From Figure 2, it is also possible to verify that the groupings generated by the 
Word2Vec technique were more cohesive than those generated by the TF-IDF tech-
nique, especially the Word2Vec Skip-gram technique, which created fewer groupings 
in the range of outliers than Word2Vec CBoW, demonstrating its superiority by allow-
ing fewer groups but maintaining consistent quality and cohesion.

Given the aforesaid, among all the techniques evaluated, the Word2Vec Skip-gram 
pt-BR technique presented itself as the best option for word embeddings for cluster-
ing legal documents of the Ordinary Appeal Interposed type. Although the Word2Vec 
CBoW pt-BR technique achieves slightly better rates, it stands out from the previous 
one for reaching a much smaller number of groups.

The result achieved by each approach can be visualized by projecting in two 
dimensions of the groups formed from the three techniques: (i) TF-IDF; (ii) 
Word2Vec CBoW pt-BR; and (iii) Word2Vec Skip-gram pt-BR, respectively, 
presented in Figures 3–5. It is evident in the figures that the groups formed from 
Word2Vec are much better defined, especially skip-gram, which confirms the find-
ings previously explained in this work.

Type Groups Mean Std. Min. 25% 50% 75% Max.

TF-IDF 49 0.6241 0.1718 0.2466 0.5021 0.5864 0.1639 0.9644

Word2Vec 
CBoW ptBR

59 0.9475 0.0632 0.7640 0.9352 0.9790 0.991 0.9999

Word2Vec 
Skip-gram 
ptBR

34 0.9481 0.0609 0.7960 0.9248 0.9763 0.9924 0.9995

Table 3. 
Statistics of the cosine similarity of the group elements to the centroids. The best results are highlighted in bold.

Figure 2. 
Boxplots showing the distributions of the clusters calculated by each technique. The more cohesive the boxes and 
the less number of outliers, the better.
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Figure 4. 
2D projection of the entire test dataset, showing for each document its corresponding group formed by Word2Vec 
CBoW ptBR.

Figure 3. 
2D projection of the entire test dataset, showing for each document its corresponding group formed by TF-IDF.
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5. Conclusion and future work

The use of AI as a standard detection tool based on documents from the judi-
ciary has generally proved to be a viable and helpful solution in the scientific, 
technological, and practice of legal work. In this chapter, it was possible to pres-
ent the results considered very promising due to the improvement in the average 
similarity rate. Thus, we demonstrate the possibility of using word-embedding 
generation techniques applied on clustering of Ordinary Appeal Interposed using 
AI algorithms.

Of all the techniques evaluated, the Word2Vec Skip-gram pt-BR technique pre-
sented itself as the best option for word embeddings for clustering legal documents of 
the Ordinary Appeal Interposed type.

We believe that specialized word embeddings have great potential in improving 
the results. Therefore, comes the suggestion for future study of Word2Vec specialized 
for the judiciary, in addition to evaluating whether the new embeddings generated 
provide an opportunity to improve the overall performance of clustering. In addition, 
using transformer-based techniques, such as BERT, can achieve promising results, 
using both the Portuguese language word-embedding model and training a special-
ized BERT model for the judiciary.

Moreover, new possibilities arise for using the techniques discussed in this chap-
ter, such as the draft generation of decisions and classification of documents and 
processes.

Figure 5. 
2D projection of the entire test dataset, showing for each document its corresponding group formed by Word2Vec 
skip-gram ptBR.
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Chapter 4

Assessing Heterogeneity of
Two-Part Model via Bayesian
Model-Based Clustering with Its
Application to Cocaine Use Data
Ye-Mao Xia, Qi-Hang Zhu and Jian-Wei Gou

Abstract

The purpose of this chapter is to provide an introduction to the model-based clus-
tering within the Bayesian framework and apply it to asses the heterogeneity of frac-
tional data via finite mixture two-part regression model. The problems related to the
number of clusters and the configuration of observations are addressed via Markov
Chains Monte Carlo (MCMC) sampling method. Gibbs sampler is implemented to draw
observations from the related full conditionals. As a concrete example, the cocaine use
data are analyzed to illustrate the merits of the proposed methodology.

Keywords: model-based clustering, finite mixture model, two-part model, Markov
Chain Monte Carlo sampling, cocaine use data

1. Introduction

A recurring theme in the statistical analysis is to separate the unstructured data
into groups to detect the similarity or discrepancy within or between groups. This is
especially true in the fields, e.g., discriminant analysis [1–3], pattern recognition
[4, 5], gene expression [6–8], machine learning [9], and artificial intelligence [10]. In
the literature, the clustering problem is often formulated within the cluster analysis
framework, which is generally categorized into two classes: the non-probabilistic
framework and the probabilistic framework. The non-probabilistic clustering method,
including the K-means method [9, 11, 12] and the hierarchical/agglomerative cluster-
ing algorithms [13–15], is based on the distance between any two observations or
groups. It clusters data by merging or removing observations according to the “close-
ness” specified by the distance. This method is more general since it does not impose
any distributional assumptions on data, hence having greater flexibility in the real
applications. Instead, the non-probabilistic clustering algorithm, also termed the
model-based clustering, groups data by positing a probability model on data and then
clustering data via configuration function related to the model. Compared with the
non-probabilistic framework, the model-based methods enable us to assess the statis-
tical properties of the solutions, e.g., how many clusters are there, how well the
configuration function works, and how robust the method is against the model
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deviation and so on. There is rich literature on this issue. Among them, finite mixture
model (FMM, [16–18]) perhaps is the most popular choice and has often been pro-
posed and studied in the context of clustering (see a short review in Fraley and Raftery
[2]). FMM assumes that each cluster is identified with a probability distribution
indexed by the cluster-specific parameter(s), and each observation is related to clus-
ters via configuration or membership function. The statistical task is the inference
about the number of clusters, the estimation of the unknown parameters, and the
allocation of observations.

In this chapter, we pursue a Bayesian model-based method to address the hetero-
geneity of fraction data. Fractional data are very common in the social and economical
surveys. A distinguished feature of fractional responses is that its measurements are
responded on a scale in the unity interval [0,1] but suffer from excessive zeros and
unities on the boundaries. In understanding such type of data, the commonly used
method is to separate the whole data into three parts: two corresponding to the zeros
and unities respectively, and one corresponding to the continuously positive values.
Two separative logistic models are suggested to model two discrete value parts
respectively while single normal linear regression model is formulated for the contin-
uous value part. This method, though more appealing, ignores the instinct association
across different parts and readily leads to inconsistence of the occurrence probabilities
on each part. Instead, we propose a three-category multinomial model for the occur-
rence variable, in which the usual separated models can be considered as the marginal
models of our proposal. Such modeling always ensures the probabilities on each part
to be proper, thus avoiding parameter constraints, see for example, [19]. To assess the
heterogeneity underlying data, we formulate the problem into a finite mixture analy-
sis of which each component is specified by two-part regression model. In view of the
model complexity, we implement Markov Chains Monte Carlo sampling method to
implement posterior analysis. Block Gibbs sampler is implemented to draw observa-
tions from the target distributions. The posterior inference including parameters
estimates, model selection, and the configuration determination of observations are
obtained based on the simulated observations.

The chapter is organized as follows. Section 2 introduces a general model-based
clustering method to address the heterogeneity of regression model within the Bayes-
ian framework. In Section 3, we apply the proposed method to the fractional data.
Section 4 presents a cocaine use study. And Section 5 concludes the chapter.

2. Method description

2.1 General framework

Suppose that for i ¼ 1, 2,⋯, n, yi is an observed response, each associated with an
m dimensional fixed covariates xi ¼ xi1,⋯, ximð Þ. In the context of regression analysis,
the interest mainly focuses on exploring the pattern of the influence of xi on yi and
predicting the mean of a future response y in terms of a new x. This is usually achieved
by formulating xi, yi

� �
as  yijxi

� � ¼ m xið Þ for some mean function m �ð Þ. In the
parametric fitting framework, the function m xð Þ is assumed to be related to x via
linking function as the form of

m xð Þ ¼ h xTβ
� �

(1)
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which induces the so-called generalized linear model [20] for xi, yi
� �

, where β is
the regression coefficients used to quantify the uncertainty about m, and h �ð Þ is the
known linking function used to link the mean and the predictors.

More often, the single relationship such as Eq. (1) may not be sufficient when the
patterns among the subjects take on the heterogeneity such as clustering. The hetero-
geneous data occur when the observations are generated from the different
populations of which the number of populations and the membership of each obser-
vation to the population are unknown. The main objective is to separate data into
different clusters to detect the possible similarity within clusters or the discrepancy
between clusters. This is generally accomplished by defining a cluster’s membership/
configuration function K : x1, y1

� �
,⋯, xn, yn

� �� �
↦ 1,⋯,Kf g such that Ki ¼

K xi, yi
� �� � ¼ k if xi, yi

� �
belongs to the cluster k, where K is assumed to be less than n.

The discrepancy between any two clusters is characterized by the cluster-specific
parameters such as intercepters, regression coefficients, and/or disperse parameters.

The model-based clustering assumes that given the clusters membership Ki, xi, yi
� �

within the cluster k has the following sampling density

yijKi ¼ k,xi
� � �ind: f k yijxT

i βk, τk
� �

(2)

while Ki is specified by

 Ki ¼ kð Þ ¼ πk (3)

where f k, maybe independent of k, is the probability density function, βk and τk
are the cluster-specific regression coefficients and the disperse parameters, respec-
tively, and πk is the mixing proportion identifying the proportion of the component k
over the entire population. It is assumed that πk ≥0 and

PK
k¼1πk ¼ 1:0.

Two important issues arise when formulating data clustering problem as Eqs. (2)
and (3). One is related to the number of clusters, and the other is pertained to the
determination of configurations. Within the Bayesian framework, several methods
have been proposed for the first issue. One can, for example, follow [21] and treat K to
be random and assign a prior to it. The reversible jump MCMC method (RJMCMC,
[21, 22]) can be implemented to conduct the joint analysis of K with other random
quantities. Another method is along the lines with the hypothesis test procedure and
routinely to estimate K via model comparison/selection procedure. This perhaps is the
most popular choice in the model-based clustering context, in which various measures
such as the Akaike information criterion (AIC) [23], the corrected AIC (AICc)
[24, 25], the Bayesian information criterion (BIC) [26], the integrated completed
likelihood (ICL) [27], and Bayes factor (BF, [28, 29]) can be adopted to select a
suitable model. It is worth pointing out that the deviance information criterion (DIC)
[30] may not be appropriate for the mixture model comparison. The well-known
software WinBUGS® [31] for Bayesian analysis does not provide DIC results for
mixture analysis. In addition, many authors suggested modeling heterogeneous data
into the mixture of Dirichlet process (MDP, [32, 33]). However, as discussed in
Ishwaran and James [34], DP fitting often overestimates the number of clusters and
readily leads to model over fitting.

For the second issue, the complexity of problem depends on the methods adopted in
the analysis. In the frequency framework, for example, the configuration of observation
i is often achieved by maximizing  Ki ¼ kjY, π̂ , Ξ̂� �

over k ¼ 1,⋯,K, where π̂ and Ξ̂
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are the maximum likelihood estimates (MLE) obtained via, e.g., the expectation-
maximization algorithm (EM, [35]). In the next section, we will present a Bayesian
procedure for determining K. Compared with the frequency approach, the nice feature
of the Bayesian approach is its flexibility to utilize prior information for achieving better
results. Also, the sampling-based Bayesian methods depend less on the asymptotic
theory and hence have the potential to produce reliable results even with small sample
size.

Let Y be the set of all observed responses and X be the set of fixed covariates;
Write Ξ as the collection of βk and τk. Integrating over Ki produces a K-component
mixture model for yi, which is given by

p yijπ,Ξ,xi
� � ¼

XK

k¼1

πk f k yijxT
i βk, τk

� �
: (4)

The log-likelihood of the observed data conditional on K is given by

L π,Ξ jY,Xð Þ ¼
Xn

k¼1

log
XK

k¼1

πk f k yijxT
i βk, τk

� � !
: (5)

As an illustration, Figure 1 presents a three-component normal linear mixture
regression model with one covariate. It can be seen clearly that the density function
illustrates strong heterogeneity. The regression line is obviously different from those
of components, which indicates that single model is unappreciate in fitting such data.
In what follows, we suppress X for notational simplicity.

2.2 Bayesian model-based clustering via MCMC

Bayesian analysis for analyzing Eqs. (2) and (3) especially K requires the specifi-
cation of a prior distribution p π,Ξð Þ for the parameters of the mixture model. By
model convention, it is naturally to assume that π and Ξ are independent, and the
components among Ξ are also independent. In particular,

Figure 1.
Plot of the three-component normal mixture model 0:3N �4� 2x, 1ð Þ þ 0:5N 0:5þ 0:5x, 1ð Þ þ
0:2N 4:5þ 3x, 1ð Þ. Left panel: Plot of the density functions of the mixture as well as their three weighted
components ; right panel: plots of regression lines. Mixture model: solid line “�” component one: dotted lines “⋯”
component two: dashed lines “��” and component three: dotted-dashed lines “��”
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βk �iid: Nm β0,Σ0ð Þ, τ�1
k �iid: W ρ0,R0ð Þ (6)

in whichW ρ0,R
�1
0

� �
is the Wishart distribution with the degrees of freedom ρ0 and

the scale matrix R0, and reduces to the scaled Chi-square distribution when τk is a
univariate; β0, Σ0, ρ0 and R0 are the hyper-parameters, which are treated to fixed and
known. In the real applications, if no extra information can be available, the values of
these hyper-parameters are often taken to ensure βk and τk to be dispersed enough. For
example, one can set Σ0 ¼ λ0Iwith large λ0 (Throughout, we use I to signify an identify
matrix). In this case, the values of β0 are not really important and can be set to any
values, e.g., zeros. Note that for the mixture models, Diebolt and Robert [36] (see also,
for example, [37]) showed that using fully non-informative prior distributions may lead
to improper posterior distributions and hence is strictly prohibitive.

We assign a symmetric Dirichlet distribution to π as follows

π ∣α � DK α,⋯, αð Þ (7)

in which α >0ð Þ is the hyper-parameter, which is treated to fixed and unknown. In
the applications, we can take sensitive analysis by setting smaller and larger values for
α. See section 4 for more details.

Let K ¼ K1,⋯,Knf g be the collection of all configurations. A Bayesian procedure
for model-based clustering mainly focuses on exploring the behavior of the posterior
of K given data, which is given by

p KjYð Þ∝ p YjKð Þp Kð Þ (8)

where p YjKð Þ is the marginal distribution of p Y, π,Ξ jKð Þ with π and Ξ being
integrated out. Generally, no closed form can be available for this target distribution.
Markov Chain Monte Carlo [38, 39] sampling method can be used to conduct posterior
analysis. In particular, one can follow the routine in Tanner and Wong [40] and treat
the latent quantities π,K, Ξf g as the missing data and augment them with the observed
data. Posterior analysis is carried out based on the joint distribution p π,K,Ξ jYð Þ. In this
case, block Gibbs sampler [41, 42] can be implemented to draw observations from such
target distribution. The Gibbs sampler is iteratively implemented by drawing: (i) Ξ
from p Ξ jπ,K,Yð Þ; (ii) π from p π jK,Ξ,Yð Þ and K from p Kj π,Ξ,Yð Þ till convergence.
The convergence can be monitored by the “estimated potential scale reduction” (EPSR)
values [43] or by plotting the traces of estimates against iterations under different
starting values. Note that except for (i), all full conditionals involved in the Gibbs
sampler are standard. However, drawing Ξ in (i) depends on the specific form of the
density function f k and sometimes requires implementing Metropolis-Hastings algo-
rithm (MH, [44, 45]) or rejection sampling [46].

2.3 Label switching

Formulating the model-based clustering problem into mixture model Eq. (2) faces
the model identification. A statistical model is said to be identified if the observed
likelihood is uniquely determined by unknown parameters. A less identified model
may be problematic and will distort the estimates of unknown parameters. It is easily
showed that the observed likelihood of data is only determined up to the permutation
of the component labels. As a matter of fact, suppose that there are the pair
π 1ð Þ, Ξ 1ð Þ� �

and π 2ð Þ, Ξ 2ð Þ� �
such that
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p yjπ 1ð Þ, Ξ 1ð Þ
� �

¼ p yjπ 2ð Þ,Ξ 2ð Þ
� �

(9)

then there exists a permutation ν : 1, 2,⋯,Kf g↦ 1, 2,⋯,Kf g such that π 1ð Þ
k ¼ π 2ð Þ

ν kð Þ,

β 1ð Þ
k ¼ β 2ð Þ

ν kð Þ and τ 1ð Þ
k ¼ τ 2ð Þ

ν kð Þ. In this setting, we can not distinguish K and ν∘K in terms
of data (“∘” denotes the operator of function composition). With this in mind, any
exchangeable priors on π and Ξ like Eqs. (6) and (7) produces symmetric and multi-
modal posterior distributions with up to K! copies of each “genuine” mode, which
induces the so-called label switching problem on Bayesian estimate. Traditional
approaches to eliminating such exchangeability is to impose identifiability constraints
on the parameter space. However, as pointed out by Frühwirth-Schnatter [18], an
unappropriate identifiability constraint may not be able to eliminate label switching.
Many efforts have been devoted to coping with this issue, see Chapter 11 in Lee [47]
for a review. Among them, the relabeling algorithm [48] is more appealing due to its
simplicity and flexibility. The relabeling sampling procedure takes a decision-
theoretical approach and requires specifying an appropriate loss function to measure
the loss in terms of the classification probability. The model identification problem is
addressed via postprocessing the MCMC output to minimize the posterior expected
loss. Specifically, let θ be the collection of Ξ and π, and write Q ¼ qik θð Þ�

as the
matrix of allocation probabilities of order n� K with qik θð Þ ¼  Ki ¼ kjY, θð Þ.
In the context of clustering, the loss function can be defined on the cluster label K
as follows

L0 K; θð Þ ¼ �
Xn
i¼1

log qiKi
θð Þ: (10)

Given that θ 1ð Þ,⋯, θ Mð Þ are the sampled parameters and let ν1,⋯, νM be the
permutation applied to them. The relabeling algorithm proceeds by selecting initial
values for the νms, which are generally taken to be the identity permutations, then
iterating the following steps until a fixed point is reached.

a. Choose K̂ to minimize
PM

m¼1L0 K, νm θ mð Þ
� ��

;

b. For m ¼ 1, 2,⋯,M, choose νm to minimize L0 K̂, vm θ mð Þ
� ��

.

2.4 Posterior inference

Once the label switching is taken care of, the MCMC samples can be used to draw
posterior inference. For example, the joint Bayesian estimate of θ can be obtained
easily via the corresponding sample means of the generated observations via ergodic
average as follows:

β̂k ¼ M�1
XM
m¼1

β mð Þ
k , τ̂k ¼ M�1

XM
m¼1

τ mð Þ
k , and π̂k ¼ M�1

XM
m¼1

π mð Þ
k (11)

The consistent estimates of the covariance matrix of estimates can be obtained via
sample covariance matrix.
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Given the observations K mð Þ : m ¼ 1, 2,⋯,M
� �

drawn from the posterior p KjYð Þ
via MCMC sampling, serval methods can be available for arriving at a point estimate of
the clustering using draws from the posterior clustering distribution. The simplest
method, known as the maximum a posteriori (MAP) clustering, is to select the observed
clustering that maximizes the density of the posterior clustering distribution, i.e.,

K̂ : K̂i ¼ argmaxk¼1,⋯,K Ki ¼ kjYð Þ (12)

in which  Ki ¼ kjYð Þ can be approximated by

 Ki ¼ kjYð Þ≈M�1
XM
m¼1

I K mð Þ
i ¼ k

n o
: (13)

A more appreciate alternative to MAP is based on the pairwise probability matrix,
an n� n association matrix δ Kð Þ with the i, jð Þth element formed by the indicator of
whether the subject i is clustered with subject j. Element-wise averaging of these
association matrices yields the pairwise probability matrix of clustering, denoted ψ̂ .
Medvedovic and Sivaganesan [49] and Medvedovic et al. [50] suggested a clustering
estimate of K by using the pairwise probability matrix ψ̂ as a distance matrix in
hierarchical/agglomerative clustering. However, as augured by Dahl [51], such routine
seems counterintuitive to apply an ad hoc clustering method on top of a model which
itself produces clusterings. In the context of Dirichlet process mixture-based clustering,
Dahl [51] proposed a least-squares model-based clustering method by using draws from
a posterior clustering distribution. Specifically, the least-squares clustering KLS is the
observed clustering KLS, which minimizes the sum of squared deviations of its associa-
tion matrix Kð Þ from the pairwise probability matrix:

K̂LS ¼ argminK∈ K 1ð Þ,⋯,K mð Þf g
Xn
i¼1

Xn
j¼1

δ i, jð Þ Kð Þ � ψ̂ i, jð Þð Þ2: (14)

Dahl [51] showed that the least-squares clustering has the advantage over those in
Medvedovic and Sivaganesan [49] since it utilizes the information from all the clus-
terings and is intuitively appealing for the “average” clustering instead of forming a
clustering via an external, ad hoc clustering algorithm.

3. Assessing heterogeneity of two-part model

In this section, we first proposed a two-part regression model for the fractional
data especially for the U shaped fractional data and then extend the method discussed
above to the current situation to address the possible heterogeneity of the population
underlying data.

3.1 Two-part model for U shaped fractional data

Suppose that for subject/individual i ¼ 1,⋯, nð Þ, yi is an univariate fractional
response taking values in 0, 1½ �; xi is an m� 1 fixed covariate vector denoting various
explanatory factors under consideration. Usually, yi suffers from excess zeros and
ones on the boundaries, and the whole data set takes on the U shape. In modeling such
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data, we introduce a three-category indicator variable di and a continuous intensity
variable zi such that

di ¼
1 if yi ¼ 0

2 if yi ¼ 1

3 if 0< yi < 1

8><
>:

and zi ¼
h yi
� �

if 0< yi < 1

irrelevant if yi ¼ 0, 1

(
(15)

where h �ð Þ is any monotone increasing function such that zi ∈ �∞,þ∞ð Þ. That is,
we break the data set into three parts: two parts corresponding to zeros and ones
respectively and one part corresponding to the continuous values between 0 and 1.
We formulate a two-part model for yi by first specifying a baseline-category logits
model [52] for di and then a conditional continuous model for zi. The baseline-
category logits model is assumed that conditional upon xi, dis are independent
satisfying the following logits models simultaneously: for j ¼ 1, 2,

log
 di ¼ jjxið Þ
 di ¼ 3jxið Þ ¼ xT

i α j (16)

where α j is an m� 1 regression coefficients vector. We use category di ¼ 3 as the
reference for the ease of parameters interpretation. For example, the magnitude of α jℓ

in α j indicates that the increase of one unit in xiℓ will increase eα jℓ times chance of
di ¼ j over that of di ¼ 3.

The conditional continuous model for zi is given by

p zijdi ¼ 3,xið Þ ¼ pz zijxT
i γ, τ

� �
(17)

or equivalently

p yij0< yi < 1,xi
� � ¼ pz h yi

� �jxT
i γ,ψ

� �
∣ _h yi
� �

∣ (18)

where _h sð Þ ¼ dh=ds, pz uja, τð Þ is the normal density with mean a and variance τ>0,
and γ like that in Eq. (16), is the regression coefficient vector. Although the identical
covariates are taken in Eqs. (16) and (17), this is not necessary in practice. Each
equation can own their covariates. This can be achieved by imposing particular struc-
ture on the regression coefficients. For example, we can exclude xi1 from Eq. (17) by
restricting γ1 in γ to be zero.

It follows from Eqs. (16) and (17) that marginal distribution of yi is given by

p yijxi, β, τ
� � ¼ qi1δ0 þ qi2δ1 þ 1� qi1 � qi2

� �
p yij0< yi < 1,xi, γ, τ
� �

(19)

where qij ¼  di ¼ jjxi, α j
� �

j ¼ 1, 2ð Þ is the response probability specified by
Eq. (16) and β is the regression parameters constituted by α1,α2 and γ.

3.2 Assessing heterogeneity of two-part model

To detect the possible heterogeneity among yi, we extend themodel Eq. (18) to the
mixture case by assuming that conditional uponKi ¼ k, di and zi satisfy Eqs. (16) and (17)
with α j replaced by αjk and γ, τð Þ by γk, τkð Þ respectively. This indicates that themixture
component f k in Eq. (1) in Section 2 is given by Eq. (19) with β ¼ βk and τ ¼ τk.
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For the Bayesian analysis, the general forms of full conditionals involved in the
model-based clustering have been given in Section 2. We here only focus on the
technical details of the conditional distribution of Ξ in (i) in the Gibbs sampler.

We assume that the prior of τk is the same as that in Eq. (6), while the priors of βk
are taken as p βkð Þ ¼ p αk1ð Þp αk2ð Þp γkð Þ, in which

p αkℓð Þ ¼D Nm αℓ0, Σαℓ0ð Þ ℓ ¼ 1, 2ð Þ, p γkð Þ ¼D Nm γ0, Σγ0
� �

: (20)

where αℓ0, γ0, Σαℓ0 and Σγ0 are the hyper-parameters treated to be known.
Gibbs sampling Ξ now becomes drawing αk, γk and τk alternatively from the full

conditional distributions p αkjK,Yð Þ, p γkjτk,K,Yð Þ and p τkj γk,K,Yð Þ respectively. By
some algebras, it can be shown that

p αkjK,Yð Þ∝ p αkð Þ
Y
Ki¼k

p dijxi, αkð Þ,

p γkjτk,K,Yð Þ∝ p γkð Þ
Y
Ki¼k

p zijdi ¼ 3,xT
i γk, τk

� �
,

p τkj γk,K,Yð Þ∝ p τkð Þ
Y
Ki¼k

p zijdi ¼ 3,xT
i γk, τk

� �
(21)

in which the full conditionals of γk and τk are easily obtained and given by

p γkjτk,K,Yð Þ ¼D N γ̂k, Σ̂ γk
� �

(22)

p τ�1
k jγk,K,Y

� � ¼D Gamma α̂k, β̂k
� �

(23)

in which

Σ̂ γk ¼
X

Ki¼k:di¼2

xixT
i =τk þ Σ�1

γ0

 !�1

,

γ̂k ¼ Σ̂k Σ�1
γ0 γ0 þ

X
Ki¼k, di¼3

xizi=τk

 !
,

α̂k ¼ α0 þ nk=2,

β̂k ¼ β0 þ
X

Ki¼k, di¼3

zi � xT
i γk

� �2
=2

(24)

and nk ¼ # Ki ¼ k, di ¼ 3f g.
However, drawing αkℓ is more tedious since its distribution loses the standard

form. We first note that

p αkℓj αk,�ℓ,K,Yð Þ∝ p αkℓð Þ
Yn

Ki¼k

exp ~diℓ xT
i αkℓ � Cikℓ

� �� �

1þ exp xT
i αkℓ � Cikℓ

� � (25)

where ~diℓ ¼ I di ¼ ℓf g and Cikℓ ¼ log 1:0þ exp xT
i αk,�ℓ

� �� �
; αk,�ℓ denotes the set

αk with αkℓ removed. Following the similar routine in Polson, Scott, and Windle [53],
we recast the logistic function Eq. (25) as follows
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exp ~diℓ xT
i αkℓ � Cikℓ

� �� �

1þ exp xT
i αk1 � Cikℓ

� � ¼ 2�1 exp κi1 xT
i αkℓ � Cikℓ

� �� �

�
ð∞
0
exp � 1

2
ωiℓ xT

i αkℓ � Cikℓ
� �2� �

pPG ωiℓð Þdωiℓ

(26)

in which κiℓ ¼ ~diℓ � 1=2 and pPG is the well-known PG 1, 0ð Þ density function [53].
If one introduces n independent Pólya-Gamma variables ωiℓ into the current analysis,
then,

p ωiℓj αkℓ,αk,�ℓ,K,Yð Þ ¼D PG 1, xT
i αkℓ � Cikℓ

� �� �
(27)

p αkℓj αk,�ℓ, Ω,K,Yð Þ ¼D N α̂kℓ, Σ̂αkℓ
� �

(28)

where

Σ̂αkℓ ¼
X
Ki¼k

xixT
i ωiℓ þ Σ�1

αℓ0

 !�1

, α̂kℓ ¼ Σ̂αkℓ Σ�1
αℓ0αℓ0 þ

X
Ki¼k

xiηikℓ

 !
(29)

with ηikℓ ¼ κiℓ þ Cikℓωiℓ. Consequently, drawing αkℓ is accomplished by first
drawing ωiℓ from the Pólya gamma distribution and then drawing αkℓ from the
normal distribution. The draw of ωiℓ is a little intractable since its density function
involves the infinite sum. By taking advantage of series sampling method [54], Polson
et al. [53] devised a rejection algorithm for generating observations from such type of
distribution. Their method can be adapted to draw ωiℓ, see also [55].

4. A real example

In this section, a small portion of cocaine use data is analyzed to illustrate the
practical value of the proposed methodology. The data are obtained from the 322
cocaine use patients who were admitted in 1988–89 to the West Los Angeles Veterans
Affairs Medical Center. The original data set is made up of 68 measurements in which
17 items were assessed at four unequally spanned time points. In this study, we mainly
focus on the measurements 1 year after treatment and ignore the initial effects at the
baseline. The measurements cover the information on the cocaine use, treatment
received, psychological problems, social status, employments, and so on. Among
them, the measurement “cocaine use per month” (denoted by CC) plays a critical role
since it identifies the severity of cocaine use of patients and therefore is treated as the
dependent response. The CC is originally measured by 0–30 points but suffered from
small portion of fractions. We identify CC/30 as the fraction response in [0,1]. In view
of that the missing data are presented, we delete the subjects with missing values. The
total sample size is 228. A primary analysis shows that CC/30 has excessive zeros and
ones. Figure 2 gives the histograms of CC/30 and their fractional values in (0,1) via
logistic transformation. It can be seen clearly that there is a large number of zeros and
unities accumulated on the boundaries. The proportions of zeros and unities are about
15 and 4%, respectively. Moreover, panel (b) in Figure 2 indicates that single para-
metric model may be unappreciate for fitting the continuous valued variable.
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To explore the effects of exogenous factors on the cocaine use, the following
measurements are selected as the explanatory variables: the occupational status of a
patient (x1). This is a binary indicator: 1 for employment and 0 for non-employment;
the level of technical proficiency of patients engaged in work (x2): scaled on 0–4
points and the patient’s lifestyle (x3) with five-point scale. To unify the scales, all
covariates are standardized. However, a preliminary analysis shows that there exists
strong multiple collinearity among these covariates. The minimum eigenvalue of
sample covariance matrix equals to 0.06284, which approaches zero. We remove such
collinearity by implementing principle component analysis (PCA) and treat the scores
of the first two components (still denoted by x1 and x2) as our explanatory variables.
These two principle components can be interpreted as the levels related to the
patients’ occupation and their live life.

To formulate a two-part model for the observed responses, we identity CCi/30
with di and zi, where di is the three-category indicator indicating the state of cocaine
use after one year treatments: quitting cocaine successfully (state 1), insisting on
cocaine use every day in a month (state 2) and taking the cocaine occasionally (state
3); zi is the intensity variable representing the numer of days of cocaine use in a
month. We assess the effects of exogenous factors x1 and x2 on the cocaine use via
Eqs. (16) and (17), respectively.

We proceed data analysis by first fitting data to the K-component mixture two-
part models with K ¼ 1, 2,⋯, 6. The model fits are assessed via AIC, AICc, and BIC,

which are defined as �2 log p Yj θ̂K
� �

penalized by 2dK, 2n dK þ 1ð Þ= n� dK � 2ð Þ, and
dK log n respectively, where θ̂K is the MLE of θK and dK is the dimension of unknown
parameters under the model K. In view of that the Bayesian estimates and the ML
estimates are close to each other, we replace the ML estimates by their Bayesian
counterparts in evaluating AIC, AICc, and BIC. For computation, we take α ¼ n�1, n0,
n1, and n2 in Eq. (7), which represents our knowledge about π a prior. Note that for
large value of α, the Dirichlet distribution places most of the mass on its center and the
prior Eq. (7) tends to be informative. However, for small α, the Dirichlet distribution
concentrates the mass on the boundaries of sampling space and the distribution tends to
be degenerated and sparse. As a result, some components in π reduces to zeros. When
α ¼ 1, DK α,⋯, αð Þ becomes an uniform distribution on the simplex K . For the inputs

Figure 2.
Plots of CC in cocaine use data: (a) Histograms of CC/30; and (b) histograms of CC/30 on logistic transformation
conditional on CC/30 in (0,1).
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of the hyper-parameters involved in the priors Eq. (20), we take α0ℓ ¼ γ0 ¼ 03,
Σαℓ0 ¼ Σγ0 ¼ 100I3, αγ0 ¼ 2:0 and βγ0 ¼ 2:0. These values ensure the priors Eq. (20) to
be inflated enough and represent the weak information on the parameters.

The relabeling MCMC algorithm described in Section 2 is implemented to draw
observations from the posterior. The convergence of algorithm is monitored by plot-
ting the traces of estimates against iterations under three starting values. Figure 3
presents the values of EPSR of unknown parameters against the number of iterations
under three different starting values with K ¼ 2. It shows that the convergence of the
proposed algorithm is fast and the values of EPSR are less than 1.2 in less than 1000
iterations. Hence, 3000 observations, after removing the initial 2000 iterations, are
collected for calculating AIC, AICc, and BIC. The resulting summary is given in
Table 1.

Examination of Table 1 shows that all measures favor the model with K ¼ 2. This
indicates that the proposed model with two groups seems to give a better fit to the
data. It also indicates that large α favors the model fit. Furthermore, we calculate the
posterior predictive density estimate of zi under the elected model. Results (not
represented here for saving spaces) show that our method can be successful in cap-
turing the skewness and modes of data. We also follow [56] to plot the estimated
residuals δ̂i ¼ zi � γ̂xT

i and find that these plots lie within two parallel horizontal lines
that are centered at zero, with nonlinear or quadratic trends detected. This roughly
indicates that the proposed linear model Eq. (18) is adequate.

Table 2 presents the estimates of unknown parameters associated with
corresponding standard deviation (SD) estimates under K ¼ 2. Based on Table 2, we
can find the following facts: (i) for Part one, we observe that except for α̂23, the
Bayesian estimates of unknown parameters within two clusters have the same signs
but their magnitudes are more different. For example, the estimate of α11 within
Cluster one is �1.540 with SD 0.587 while equals to �0.732 with SD 0.481 within
Cluster two. This indicates that the baselines of logits Eq. (16) exist obvious

Figure 3.
Plots of values of EPSR of estimates of unknown parameters against the number of iterations under three different
staring values in the cocaine use example: K ¼ 2.
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difference. For α23, the estimates between two clusters have the opposite signs. Recall
that α23 quantifies the magnitude of effects of live life on the probability  di ¼ 2ð Þ
over  di ¼ 3ð Þ on log scale. This shows that increasing the level of live life will lead to

Para. Component I Component II

Est. SD. Est. SD

α11 �1.540 0.587 �0.732 0.481

α12 0.150 0.317 0.604 0.322

α13 0.261 0.703 0.188 0.601

α21 �1.337 0.480 �1.059 0.545

α22 �0.166 0.355 �0.229 0.418

α23 0.232 0.378 �0.184 0.411

γ1 �2.779 0.144 �0.490 0.215

γ2 �0.029 0.080 �0.011 0.154

γ3 0.087 0.144 0.179 0.240

τ 0.674 0.150 0.924 0.234

Table 2.
Summary statistics for the Bayesian estimates of unknown parameters in the cocaine use data.

Model α ¼ 1=n α ¼ n0 α ¼ n α ¼ n2

AIC K ¼ 1 921.3887 – – –

K ¼ 2 923.0580 907.4485 901.9474 901.4380

K ¼ 3 929.0698 926.5423 956.4945 994.5039

K ¼ 4 990.7506 949.5966 1014.5477 1006.4228

K ¼ 5 989.2483 971.4688 1069.1561 1037.5005

K ¼ 6 1097.6853 1007.4899 1091.8049 1086.8491

AICc K ¼ 1 882.4025 – – –

K ¼ 2 885.5434 869.9339 864.4329 863.9234

K ¼ 3 875.9005 873.3730 903.3253 941.3347

K ¼ 4 925.3159 884.1618 949.1130 940.9880

K ¼ 5 915.5836 897.8041 995.4914 963.8357

K ¼ 6 1020.6483 930.4529 1014.7679 1009.8120

BIC K ¼ 1 995.6821 – – –

K ¼ 2 995.0742 979.4647 973.9637 973.4542

K ¼ 3 1038.8088 1036.2814 1066.2335 1104.2429

K ¼ 4 1138.2125 1097.0585 1162.0096 1153.8846

K ¼ 5 1174.4330 1156.6534 1254.3408 1222.6851

K ¼ 6 1320.5928 1230.3973 1314.7124 1309.7565

Table 1.
Summary statistics of AIC, AICcc, and BIC for model selection in cocaine use data analysis.
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an opposite effect among two clusters; (ii) for Part two, although all the estimates
within two clusters have the same signs but the levels of effects among them are
obviously different. The estimates of γ1 is �2.779 with SD 0.144 in the cluster one and
attains �0.490 associated with SD 0.215 in the Cluster two. This indicates that the
baseline of cocaine use in Cluster one is 50 times as much as that in Cluster two; and
(iii) investigation of the estimate of τ also indicates that there exists the different
amount of the fluctuation among two clusters.

5. Discussion

This chapter introduces a general Bayesian model-based clustering procedure for
the regression model and proposed a Bayesian method for assessing the heterogeneity
of fractional data within the mixture of two-part regression model framework. The
heterogeneous fractional data arise mainly from two resources: one is that the exces-
sive zeros and ones are accumulated upon the boundaries, and the other is that the
underlying population may consist more than one components. For the first issue, we
propose a novel two-part model, in which a three-category multinomial regression is
suggested to model the occurrence probabilities of each part, and a conditional normal
linear regression is used to fit the continuous positive values on logit scale. Such
formulation is more appealing since it can ensure the probabilities on each part to be
consistent and and at the same time maintains the coherent association across parts.
For the second problem, we resort to the finite mixture model in which the cluster-
specific components are specified via two-part model. MCMC sampling method is
adopted to carry out the posterior analysis. The number of clusters and the configu-
ration of observations are addressed based on the simulated observations from the
posterior. We illustrate the proposed methodology in the analysis of cocaine use data.

When interest is concentrated upon the estimates, model identification is surely an
important issue since it involves whether or not the estimates of component-specific
quantities are meaningful. For a finite mixture model, model identification mainly
stems from the label switching, in which the likelihood and the posterior are invariant
under label permutation. Many efforts have devoted to alleviating such indetermi-
nacy. Among them, parameters’ constraints may be the most popular choice. How-
ever, an unappreciated constraint fails to deal with the label switching. In this case,
one can follow the routine in Frühwirth-Schnatter [18] and implement random per-
mutation sampling to find the suitable identifiability constraints. The random permu-
tation sampler is similar to the unconstrained MCMC sampling but only at each
sweep, the labels 1,⋯,Kf g are randomly permutated. The permutation aims to deliver
a sample that explores the whole unconstrained parameter space and jumps between
the various labeling subspaces in a balanced fashion. The output of such balanced
sample can help us to find a suitable identifiability constraint. A more detailed dis-
cussion on model identification in the mixture context can be referred to, for example,
[18, 57]. Instead, we resort to the relabeling algorithm for simplicity. Compared with
the random permutation sampling, the relabeling method requires implementing
MCMC samplng only once, thus saving the computation cost.

The methodology developed in this chapter can be extended to the case where
latent factors are included to identify the unobserved heterogeneity due to some fixed
convariates absent. Another possible extension is to establish a dynamic LVM,
wherein model parameters vary across times. These issues may raise theoretical and
computational challenges and therefore require further investigation.
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Chapter 5

Application of Jump Diffusion
Models in Insurance Claim
Estimation
Leonard Mushunje, Chiedza Elvina Mashiri,
Edina Chandiwana and Maxwell Mashasha

Abstract

We investigated if general insurance claims are normal or rare events through
systematic, discontinuous or sporadic jumps of the Brownian motion approach and
Poisson processes. Using firm quarterly data from March 2010 to December 2018, we
hypothesized that claims with high positive (negative) slopes are more likely to have
large positive (negative) jumps in the future. As such, we expected salient properties
of volatile jumps on the written products/contracts. We found that insurance claims
for general insurance quoted products cease to be normal. There exist at times some
jumps, especially during holidays and weekends. Such jumps are not healthy to the
capital structures of firms, as such they need attention. However, it should be noted
that gaps or jumps (unless of specific forms) cannot be hedged by employing internal
dynamic adjustments. This means that, jump risk is non-diversifiable and such jumps
should be given more attention.

Keywords: insurance claims, jumps, diffusion models, insurance claims, general
insurance, volatility, reserving

1. Introduction

Insurance claim jumps are irregularities of the claims frequency from the policy-
holder to the insurer. They are crucial and fundamental in the understanding and
tackling of insurable risks. We therefore, explore insurance claim jumps in general
insurance products. Specifically, we investigate whether claims are associated with
systematic, sporadic or discontinuous jumps or they undergo through a normal pro-
cess. Our aim was to explore if insurance claims are rare or normal events using the
Brownian motion model and Poisson processes in testing diffusion and jump risk. The
second aim was to explore how the identified jumps affect the company’s solvency
status. We put forward that, the knowledge of claim jumps is useful in proper pricing
of products and better claim reserve calculations. We hypothetically state that, per-
sistent claim jumps lead to the ruin problem. Furthermore, we conjectured that claims
with high positive (negative) slopes are more likely to have large positive (negative)
jumps in the future. A mismatch between liabilities and assets is central to insurance.
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High frequency claims exhibit fat-tailed distributions (excess kurtosis), skewness and
are in most cases clustered together. We can say, the infrequent movements of large
magnitude in claim counts are attributed to sudden-jumps that we want to really
explore in this study.

Literally, diffusion models are tools used to describe the movement, decay and
evolution of products or items in a given environment over a specified period. The
variables are normally random in nature. The general application of diffusion processes
is to describe the evolution of asset/product’s behavior over time in terms of their prices
or returns. In finance, we see the application of the models in explaining the evolution
of asset returns [1, 2]. Randomness and persistence are two salient properties of claim
jumps and volatility. Jump diffusion models are applied in the financial arena to esti-
mate stock volatilities of both prices and returns [3–6]. The statistical properties of
claim amounts have long been of curiosity to insurers and actuaries in pricing and risk
management. Higher order expectations are less considered as much of the information
about any financial or insurance data is believed to have been carried by the standard
arithmetic mean and standard deviations. However special cases like positive kurtosis
implies concave, U-shaped implied Black-Scholes volatility (IV) curves. Practitioners
rarely do taking higher order expectations in statistical distributions such as the
Gaussian, Binomial, and Poison and so on.

Claimant distributions are Longley modeled using the compound poison and
gamma distributions where the former captures the frequency and the latter captures
the severity of the claims [7]. No serious attention was exerted to the jumps associated
with the insurance claims and the jump effects too. In general, insurance where the
frequency of claim arrival is high, jump analysis is quite necessary utmost for eco-
nomical reserving and capital solvency.

In option pricing, the use of Black and Scholes-type formulae is considered to price
European options on written underlying assets such as stocks, foreign currencies,
commodities and interest rates. We therefore intend to apply the taste of diffusion
models in modeling the evolution and behavior of insurance claims for the written
non-life products. The Jump Diffusion model chosen in this study can potentially
explain the evolution of claims and its behavior (frequency and severity) more accu-
rately at the expense of making the market incomplete, since jumps in premiums
cannot be hedged easily. The reason behind the existence of claim reserves such as the
unearned premium reserves is a key indication of the jumps in premium payments.
However, underestimation is commonly burdening insurers. Underestimation is a
tendency of deriving and providing values, which are excessively low and unfavor-
able. In our context, underestimation negatively affects the insurer’s capital structures
and reserving. Thus, jump is indeed an important aspect that should be taken into
consideration at regular times. We do this using the Gaussian, Poison model and by
extending Merton’s [1, 8] jump-diffusion model, which we presented in our methods
section. The remainder of our paper is organized as follows. The next section general-
izes our jump diffusion models to a firm level. Empirical tests for the presence of jump
components in the claims are contained in Section 3. Section 4 concludes the paper.

2. Materials and tools

The study employed the model contained in [1, 5]. We interpret the model as the
one which contains a finite number of insurance contracts and insurers and insured.
The model is based on the following assumptions:
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1.No transaction costs, no taxes, and frictionless insurance markets.

2.Competitive markets (insurers are price (premiums) takers)

3.Continuous trading at equilibrium prices (premiums)

4.There are m risky contracts whose premiums and claims satiate

dCj

Cj
¼ αjdtþ σjdZj þ �λjKjdtþ πjdYj

� �
, j ¼ 1 : m… : (1)

where Cj tð Þ is the claim amount of a contract j at time t; αj, σj, λj, and Kj

are constants where αj and σj are the drift and diffusion components respectively; dZj

is a Wiener process; dYj is a Poisson process with parameter λj; πj is the jump
amplitude with expected value equal to Kj; and dZj, dYj, and πj are independent.

5.Further, Insurers have standardized opinions over {αj, σj, λj, Kj, j = 1 … m}

6.Insurers’ and insured’s tastes are represented by a von Neumann-Morgenstern
utility functional theory which is strictly increasing and strictly concave. All our
assumptions except 4 are found commonly in literature [1, 5]. Assumption
number 4 is the key conjecture in our analysis.

We now rewrite assumption 4 in an equivalently alternate way that separates
systematic and unsystematic risk components.

Consider the diffusion part of assumption 4,

dDj ¼ αjdtþ σjdZj; j ¼ 1; … ;m… : (2)

Following the argument from Ross [9], expression (2) implies that there exists.
{uj, f j, gj, dØ, dWjg; j = 1, … m, such that

dDj ¼ αjdtþ f jdØþ gjWdj; j ¼ 1; … ;m… : (3)

where fj2 þ g2j ¼ σ2j ; dØ, dWj are Wiener processes;

E dØdWj
� � ¼ 0, j ¼ 1, … ,m;

and,

Xm
j¼1

uj ¼ 1, xþ að Þn ¼
Xm
j¼1

uj gjdWj

� �
¼ 0 ¼

Xm
j¼1

ujαj > r… (4)

It is always likely to decompose a restricted number of normal arbitrary variables
into a common factor, dØ, and error terms, dWj, which are normally distributed. The
key property of normal claims employed is that covariance of zero implies numerical
independence. This same assumption is confirmed in asset prices and returns analysis
[10]. Note that dØ, dWj will be independent of dYj and πj by assumption 4. This
disintegration gives dØ the interpretation of being the unsystematic risk factor.
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Substitution of expression (3) and (4) into (1) gives assumption 6: There are m
risky insurance contracts whose claims satisfy:

dCj

Cj
¼ αjdtþ f jdØþ gjdWj þ �λjKjdtþ πjdYj

� �
, j ¼ 1, … ,m… (5)

where Cj tð Þ is the claim of a contract j at time t; αj, f j, gj, λj, Kj are constants; dØ,
dWj are Wiener processes; dYj is a Poisson process with parameter λj; πj is the jump
amplitude with expected value equal to Kj; and dØ, dWj, dYj, πj are independent. The
jump component in expression (5), �λjKjdtþ πjdYj

� �
, infers that insurance claims can

have discontinuous ample paths. This generalizes existing models.

3. Data and model

The section tests the written insurance contracts claims to see if they contain jumps.
If no jump component is present, then this would be consistent with the proposition of
the previous deduction. In addition, it implies that the claims are normal events. Thus,
the satisfaction of instantaneous claim reserves calculation frameworks such as the
Chain ladder method and pricing models (collective risk model). We used the written
insurance contacts and the recorded claims for a period spanning from March 2010 to
December 2018. We performed the following hypothesis tests:

H0, jump risk is diversifiable.
H1, jump risk is non-diversifiable.
From the above hypothesis, we will see whether jump risk leads to capital insolvency

for insurance firms.We will survey the sample path of the claims. To advance the testing
procedure, note that under expression (5) the insurance claims dynamics are given by:

dC
C

¼
Xm
j¼1

Cjαjdtþ
Xm
j¼1

Cjf j

 !
dØþ

Xm
j¼1

Cj gjdWj � λjKjdtπjdYj

� �
þ log Vj (6)

Where, C ¼Pn
j¼1mjCj, log Vj � i:i:d:N α, σ2ð Þ, normally distributed and models

jumps in claims. Under the null hypothesis, expression (6) reduces to:

dC
C

¼ αdtþ σdØ… (7)

Where, α ¼Pn
j¼1mjαj and σ ¼Pn

j¼1mjf j:
Under the alternative hypothesis, expression (6) reduces to:

dC
C

¼ α0dtþ σdØþ dq… (8)

where dq ¼ πdY denotes a Poisson process with parameter λ, π ¼ jump amplitude
with estimated value equal to K, and α’ ¼ α—λK.

Another assumption is added to (8), that is, πð Þ has a lognormal distribution with
parameters (a, b2). We add this assumption to easy up the Maximum Likelihood
Estimation procedure in estimating the parameters of Eqs. (7) and (8).
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Now, we conveniently re-write the hypothesis to be tested as follows:
H0, jump risk is diversifiable

dC
C

¼ αdtþ σdØ… : (9)

H1, jump risk is non-diversifiable

dC
C

¼ α0dtþ σdØþ dq… : (10)

and πð Þ is dispersed lognormal a, b2
� �

Now, to properly test the above stated null hypothesis, a likelihood ratio test can be
used: A ¼ �2 ln Lr— ln Luð Þ, where Lr is the likelihood value for the reserved density
function (i.e., the null hypothesis, Eq. (9)) and Lu signifies the likelihood function for
the unconstrained density function (i.e., the alternative hypothesis, Eq. (10)).

Table 1 presents estimates of parameters of the diffusion-only process for diverse
observation intervals and time periods. The results suggest that the total claims fre-
quency and severity are not constant over time. The total standard deviation of claims
on the firm is measured by the total claims index over 8-year period.

Table 1 is a summary of the parameter estimates of the diffusion model used over
a time horizon for a basket of diversified observations. Having the parameter values
the jump-diffusion model can be safely used to infer the likely consequences of the
claim jumps towards an efficient insurance engineering. The jump probability is our
spanner for dealing with ruin issues and proper reserve estimations. Jump deviance is
the standard deviation of the jumps, which gives the spread of the claim jumps
(positive or negative) over time for the written contracts.

4. Methodology

Throughout this paper we assume that Ct to be the claim amount of each insurance
contract at time t, whose dynamics are given by;

dCt

Ct
¼ μ� λκð Þdtþ σdBtþ eJ � 1

� �
dNt, , , , , , (11)

where μ, is the instantaneous expected claim amount per unit time, and σ is the
instantaneous volatility per unit time. The stochastic process Bt is a standard Wiener

Component Statistic value

Constant drift 0.21%

Drift deviance 2%

Probability jumps 4%

Mean of jumps 3%

Jump deviance 5%

Table 1.
Diffusion process parameter estimates.
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process under the market measure P. The process N tð Þ is a Poisson process, indepen-
dent of the jump-sizes J and the Wiener process Bt, with arrival intensity λ per unit
time under the measure P, so that its increments satisfy the following:

d Ntð Þ ¼
1, , , , , , ,with probability λdtð Þ
0, ,with probability 1� λdtð Þ

( )
, , , , , , (12)

The expected proportional jump size is;

κ ¼ E eJ � 1
� �

, , , , , , : (13)

In this study, jumps are assumed independent of each other as they arrive at
different times. We then defined an information set through a filtered probability
measure space Ω, F, Ftf g,Pð Þ, where the filtration Ftf g is the natural filtration gener-
ated by the Wiener process Bt: In the jump-diffusion model, the insurance claims Ct
are defined to follow the random process given by:

dCt

Ct
¼ μdtþ σdWt þ J � 1ð ÞdNt, , , , , : (14)

The first two terms are familiar from the Black Scholes [11] model: The drift rate μ,
volatility σ, and random walk (Wiener process), Wt. The last term represents the
jumps: J is the jump size and N tð Þ is the number of jump events that have occurred up
to time t. N tð Þ is assumed to follow the Poisson process;

P Ntð Þ ¼ kð Þ ¼ λtð Þk
k!

e�λt, , , , , (15)

where, λt is the average number of jumps per unit time. Note that, there is no
specific distribution for the jump sizes. However, a common choice is a log-normal
distribution given as:

J � me
y2

2þvN 0,1ð Þ, , , , , (16)

where N 0, 1ð Þ is the standard normal distribution, m is the average jump size, and
v is the volatility of jump size. The key parameters that characterize the jump-
diffusion model are λ,m, v.

5. Model

We use the basic excel spreadsheet to model the effects of jump-diffusion on
claims and the respective reserves. Our equation is as follows:

rt ¼ αþ εt þ Itut, , , , , (17)

where rt is the log claim amount, α is the mean drift, εt is the diffusion which
follows a normal distribution calculated as σ ∗NORMSINV RANDðÞð Þ, where σ is the
standard deviation of the jumps, I is the indicator variable (0 or 1), for either absence
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or presence of the claim jump. The value is determined by the jump probability; ut is
the value of the jump. This follows a normal distribution and is determined by

E u½ � þ σu ∗NORMSINV RANðÞð Þ,

where E u½ � and σu are the mean and standard deviation of the jump, respectively.
Space is too much

6. Results

Using Excel Visual Basic for Applications (VBA) and R scrip, we perform our
analysis, using the calibrated parameters. Parameter calibration was done using the
maximum likelihood approach. Concisely, we presented the model results in a nicely
and user-friendly manner. The user can only enter the input values on the designed
user form and click ‘run’. The inputs included are the sigma (volatility value that we
normally called the implied volatility), the risk free interest rate, time component (T),
the number of paths for simulations (we used 174 for our case, but can be varied).
Table 2 summary is in the subsequent tables in the Appendices section. The number
of jumps are then estimated and modeled within the selected paths number and
period. Ones denote jumps, otherwise they are normal claim movements.

7. Discussions

We tested whether or not there are systematic jumps insurance claims or they are
normal events. We found that insurance claims for general insurance quoted products
cease to be normal. There exist at times some jumps, especially during holidays and
weekends. Such jumps are not healthy to the capital structures of firms, as such, they
need attention. However, it should be noted that gaps or jumps (unless of specific
forms) cannot be hedged by employing internal dynamic adjustments. This means that,
according to our hypothesis tested, jump risk is non-diversifiable. A firm can manage
jump-induced risks by buying options. Option derivatives help the firm to protect it
against negative jumps and its consequences on its capital status. If, however, it estab-
lishes its own reserves, it must ensure and enforce a dynamic reserve adjustment. The
reserves must increase as position values fall. This is an alternative option. The insurers
must bear in mind the cushion, so to speak, that is dynamic. However, by dynamically
hedging its own capital account, the insurer cannot wholly protect itself. Gaps or jumps
are truly difficult to hedge; we thus need an idea of option hedging.

8. Conclusion

This paper develops and tests sufficient conditions for a model when insurance
claims follow a jump-diffusion process. Based on weekly claims data, our results are
that the reported claims contain a jump component, with a slightly high magnitude.
We measure the jump component over both short (monthly and larger intervals in
time (quarterly interval) and find that the weekends and holidays tend to cover up the
high jump component. The economic intuition is that jump risk is not diversifiable
and hence can ruin the firm leading to capital insolvency.
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Appendix

Time
period (t)

Diffusion (ε) Jump? Jump value (u) log (claims) log (premium) Jump (%)

0 0.661

1 0.0003 0.0000 0.0121 0.1204 0.6620

2 0.0003 0.0000 0.0135 0.1215 0.6610

3 0.0005 0.0000 0.0120 0.1311 0.6600

4 0.0003 0.0000 0.0245 0.1216 0.6600

5 0.0007 0.0000 0.0245 0.1478 0.6580

6 0.0003 0.0000 0.0245 0.1207 0.6570

7 0.0016 0.0000 0.0245 0.3174 0.6580

8 0.0016 0.0000 0.0126 0.3174 0.6560

9 0.0016 0.0000 0.0245 0.3174 0.6560

10 0.0016 0.0000 0.0146 0.3174 0.6540

11 0.0005 0.0000 0.0267 0.1317 0.6540

12 0.0016 0.0000 0.0256 0.3174 0.6540

13 0.0011 0.0000 0.0304 0.1708 0.6560

14 0.0020 1.0000 0.0278 0.3800 0.6560 99.52

15 0.0017 0.0000 0.0255 0.3538 0.6570

16 0.0031 0.0000 0.0164 0.4658 0.6570

17 0.0023 0.0000 0.0268 0.4047 0.6570

18 0.0016 0.0000 0.0266 0.3504 0.6570

19 0.0016 0.0000 0.0265 0.2057 0.6580

20 0.0020 0.0000 0.0281 0.3807 0.6560

21 0.0020 0.0000 0.0276 2.2024 0.6580

22 0.0020 0.0000 0.0271 3.0839 0.6570

23 0.0024 0.0000 0.0271 2.2444 0.6570

24 0.0023 1.0000 0.0270 3.0263 0.6560 103.91

25 0.0021 0.0000 0.0270 2.7971 0.6570

26 0.0021 0.0000 0.0410 2.8041 0.6570

27 0.0021 0.0000 0.0517 2.9360 0.6560

28 0.0021 0.0000 0.0404 2.7070 0.6570

29 0.0037 0.0000 0.0517 2.5126 0.6560

30 0.0039 0.0000 0.0172 3.0493 0.6560

31 0.0037 0.0000 0.0308 2.9665 0.6550

32 0.0039 1.0000 0.0283 2.8684 0.6610 120.094

33 0.0018 0.0000 0.0257 3.6488 0.6610
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34 0.0033 0.0000 0.0258 3.2960 0.6590

35 0.0025 0.0000 0.0273 3.2805 0.6590

36 0.0017 0.0000 0.0755 3.2832 0.6600

37 0.0017 0.0000 0.0635 3.1907 0.6590

38 0.0022 0.0000 0.0641 3.1768 0.6610

39 0.0069 1.0000 0.0441 2.4176 0.6610 118.003

40 0.0043 0.0000 0.0376 2.3993 0.6600

41 0.0043 0.0000 0.0556 2.4176 0.6600

42 0.0038 0.0000 0.0488 2.3993 0.6590

43 0.0038 0.0000 0.0429 2.6700 0.6600

44 0.0040 0.0000 0.0299 2.9940 0.6630

45 0.0040 0.0000 0.0406 3.1813 0.6630

46 0.0069 0.0000 0.0460 2.8911 0.6630

47 0.0035 0.0000 0.0376 2.9866 0.6620

48 0.0076 0.0000 0.0406 3.3969 0.6620

49 0.0076 0.0000 0.0406 2.2454 0.6630

50 0.0053 0.0000 0.0460 2.5609 0.6640

51 0.0076 0.0000 0.0406 2.5609 0.6660

52 0.0076 0.0000 0.0375 2.6563 0.6660

53 0.0076 0.0000 0.0375 2.6563 0.6640

54 0.0076 0.0000 0.0406 2.6372 0.6640

55 0.0053 0.0000 0.0406 2.6372 0.6630

56 0.0053 0.0000 0.0460 2.9014 0.6630

57 0.0076 0.0000 0.0460 3.2918 0.6620

58 0.0076 0.0000 0.0460 3.4007 0.6630

59 0.0076 0.0000 0.0460 3.4007 0.6630

60 0.0076 0.0000 0.0429 2.5181 0.6640

61 0.0076 0.0000 0.0429 2.2877 0.6640

62 0.0076 0.0000 0.0336 2.2877 0.6650

63 0.0069 0.0000 0.0299 2.2877 0.6660

64 0.0069 0.0000 0.0299 2.9366 0.6630

65 0.0048 0.0000 0.0460 2.5826 0.6640

66 0.0035 0.0000 0.0406 2.5945 0.6630

67 0.0035 0.0000 0.0429 2.9884 0.6640

68 0.0076 1.0000 0.0299 2.2877 0.6650 124.87

69 0.0076 0.0000 0.0460 2.2877 0.6640

70 0.0069 0.0000 0.0406 2.9884 0.6660

71 0.0035 0.0000 0.0334 2.9366 0.6670

72 0.0076 0.0000 0.0429 2.2877 0.6660
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73 0.0076 0.0000 0.0274 2.6002 0.6660

74 0.0047 0.0000 0.0272 2.5857 0.6670

75 0.0069 0.0000 0.0494 3.5246 0.6680

76 0.0022 0.0000 0.0482 2.9143 0.6660

77 0.0022 0.0000 0.0299 2.9336 0.6660

78 0.0074 0.0000 0.0504 3.0044 0.6670

79 0.0074 0.0000 0.0515 3.0044 0.6670

80 0.0035 0.0000 0.0683 2.6225 0.6660

81 0.0081 0.0000 0.0609 2.9518 0.6670

82 0.0081 0.0000 0.0299 2.3377 0.6670

83 0.0044 0.0000 0.0631 2.3377 0.6670

84 0.0044 0.0000 0.0642 2.6252 0.6650

85 0.0035 0.0000 0.0625 2.4040 0.6640

86 0.0078 0.0000 0.0578 3.4227 0.6630

87 0.0047 0.0000 0.0563 3.3441 0.6630

88 0.0078 0.0000 0.0692 2.3990 0.6630

89 0.0096 1.0000 0.0610 2.3990 0.6630 127.012

90 0.0096 0.0000 0.0611 2.8521 0.6640

91 0.0047 0.0000 0.0660 2.5734 0.6640

92 0.0113 0.0000 0.0648 2.5734 0.6620

93 0.0113 0.0000 0.0728 2.7975 0.6620

94 0.0086 0.0000 0.0719 2.7975 0.6610

95 0.0086 0.0000 0.0779 2.9021 0.6590

96 0.0101 0.0000 0.0778 2.4612 0.6600

97 0.0101 0.0000 0.0715 2.8234 0.6610

98 0.0085 0.0000 0.0651 2.4612 0.6590

99 0.0085 0.0000 0.0715 2.3276 0.6620

100 0.0080 0.0000 0.0691 2.3276 0.6620

101 0.0080 0.0000 0.0770 2.8234 0.6610

102 0.0080 0.0000 0.0770 2.4074 0.6630

103 0.0080 1.0000 0.0817 2.4074 0.6670 126.975

104 0.0119 0.0000 0.0804 2.6310 0.6680

105 0.0119 0.0000 0.0690 2.6310 0.6660

106 0.0094 0.0000 0.0692 2.3280 0.6670

107 0.0094 0.0000 0.0894 2.3280 0.6670

108 0.0048 0.0000 0.0890 2.4347 0.6670

109 0.0048 0.0000 0.0642 2.4347 0.6670

110 0.0111 0.0000 0.0692 2.7213 0.6670

111 0.0111 0.0000 0.0343 2.7213 0.6680
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112 0.0051 0.0000 0.0343 2.7213 0.6670

113 0.0051 0.0000 0.0343 2.7213 0.6680

114 0.0049 0.0000 0.0343 2.3980 0.6670

115 0.0049 0.0000 0.0945 2.3980 0.6670

116 0.0049 0.0000 0.0945 2.5963 0.6670

117 0.0049 1.0000 0.0827 2.5963 0.6670 127.991

118 0.0131 0.0000 0.0877 3.0588 0.6670

119 0.0131 0.0000 0.0579 3.0588 0.6670

120 0.0093 0.0000 0.0573 2.3280 0.6680

121 0.0093 0.0000 0.0611 2.3280 0.6690

122 0.0125 0.0000 0.0592 3.1265 0.6700

123 0.0125 1.0000 0.0730 3.1265 0.6720 129.57

124 0.0133 0.0000 0.0731 3.5358 0.6730

125 0.0133 0.0000 0.0950 3.2093 0.6720

126 0.0131 0.0000 0.0900 3.2231 0.6720

127 0.0131 0.0000 0.0690 3.2292 0.6720

128 0.0121 0.0000 0.0692 2.3798 0.6720

129 0.0121 0.0000 0.0877 2.3798 0.6720

130 0.0053 0.0000 0.0877 2.8091 0.6720

131 0.0053 0.0000 0.0771 2.8091 0.6730

132 0.0102 0.0000 0.0751 2.4905 0.6740

133 0.0102 0.0000 0.0465 2.4905 0.6750

134 0.0140 1.0000 0.0715 2.6560 0.6760 133.75

135 0.0140 0.0000 0.0897 2.6560 0.6770

136 0.0080 0.0000 0.0902 2.5238 0.6770

137 0.0080 0.0000 0.0947 2.5238 0.6770

138 0.0144 0.0000 0.0925 2.6797 0.6770

139 0.0144 0.0000 0.0950 2.6797 0.6780

140 0.0154 0.0000 0.0950 3.3609 0.6780

141 0.0154 0.0000 0.0827 3.3609 0.6760

142 0.0142 0.0000 0.0877 2.9629 0.6750

143 0.0142 0.0000 0.0900 2.9629 0.6760

144 0.0102 0.0000 0.0950 2.6835 0.6750

145 0.0102 0.0000 0.0628 2.6835 0.6740

146 0.0157 0.0000 0.0877 3.2203 0.6750

147 0.0157 0.0000 0.0877 3.2203 0.6760

148 0.0187 0.0000 0.0900 2.3935 0.6740

149 0.0113 0.0000 0.0950 2.3935 0.6730

150 0.0113 0.0000 0.0950 2.5440 0.6730
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151 0.0133 0.0000 0.0950 2.5440 0.6730

152 0.0133 0.0000 0.0900 2.7138 0.6740

153 0.0168 1.0000 0.0950 2.7138 0.6750 133.93

154 0.0168 0.0000 0.0950 3.2155 0.6750

155 0.0172 1.0000 0.0950 3.2155 0.6750 135.675

156 0.0172 0.0000 0.0587 2.8146 0.6750

157 0.0156 0.0000 0.0582 2.8146 0.6750

158 0.0156 0.0000 0.0613 2.5713 0.6760

159 0.0188 0.0000 0.0615 3.3599 0.6780

160 0.0188 0.0000 0.0595 3.3599 0.6770

161 0.0204 0.0000 0.0747 3.2074 0.6770

162 0.0204 0.0000 0.0734 3.2074 0.6780

163 0.0239 0.0000 0.0584 2.9561 0.6780

164 0.0198 0.0000 0.0950 2.9561 0.6770

165 0.0198 0.0000 0.0950 3.0082 0.6770

166 0.0239 0.0000 0.0617 3.0082 0.6760

167 0.0184 0.0000 0.0617 3.2201 0.6750

168 0.0184 0.0000 0.0774 3.2201 0.6760

169 0.0256 0.0000 0.0776 2.9561 0.6770

170 0.0256 0.0000 0.0900 2.9561 0.6760

171 0.0216 0.0000 0.0921 3.0422 0.6780

172 0.0216 1.0000 0.0950 3.0422 0.6780 139.57

173 0.0218 0.0000 0.0755 2.5426 0.6770

174 0.0218 0.0000 0.0950 2.8977 0.6770

Table 2.
Claim amounts statistics, paths and jump forecasts.
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Chapter 6

Fuzzy Perceptron Learning for
Non-Linearly Separable Patterns
Raja Kishor Duggirala

Abstract

Perceptron learning has its wide applications in identifying interesting patterns in
the large data repositories. While iterating through their learning process perceptrons
update the weights, which are associated with the input data objects or data vectors.
Though perceptrons exhibit their robustness in learning about interesting patterns, they
perform well in identifying the linearly separable patterns only. In the real world,
however, we can find overlapping patterns, where objects may associate with multiple
patterns. In such situations, a clear-cut identification of patterns is not possible in a
linearly separable manner. On the other hand, fuzzy-based learning has its wide appli-
cations in identifying non-linearly separable patterns. The present work attempts to
experiment with the algorithms for fuzzy perceptron learning, where perceptron learn-
ing and fuzzy-based learning techniques are implemented in an interfusion manner.

Keywords: perceptron learning, fuzzy-based learning, fuzzy C-means, interfusion,
weighted distances, pattern recognition, sum of squared errors, clustering fitness

1. Introduction

A learning system could be thought as a collection of methods that are brought
together in order to create an environment to facilitate different learning processes. The
learning systems will provide various types of learning resources and descriptions of
procedures for obtaining quality results [1]. The learning systems find their applications
in the areas like, image recognition, speech recognition, traffic prediction, e-mail spam
and malware filtering, automatic language translation, medical diagnosis, etc. [2].

As the data increases in large volumes in the digital repositories, it has become
essential to look for alternative approaches to yield better results in extracting inter-
esting patterns from the repositories. Intelligent learning systems are gaining attention
from a wide range of researchers in the recent years in extracting patterns from the
data repositories. The learning systems have three kinds of approaches. They are
supervised, unsupervised, and semi-supervised learning approaches [3].

The concept of perceptron learning plays a critical role in pattern recognition,
which has become a challenging problem in the data science research. In the recent
years, perceptron learning algorithms are exhibiting their robust performance in
identifying interesting patterns from large data repositories when compared to the
traditional supervised learning approaches [4]. A perceptron can be thought as a
computational prototype of a neuron. As a supervised learning approach, perceptron
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learning is used for linear classification of patterns. This learning approach uses the
already available labelled data to classify the future data by predicting the class labels.

In the literature, it is studied that many researchers experimented with perceptron
learning for identifying interesting patterns from the data. A novel autonomous
perceptron model (APM) was proposed to address the issues of complexity of tradi-
tional perceptron architectures [4]. APM is a nonlinear supervised learning model,
which has the architecture using the computational power of the quantum bits
(qubits). The researchers [5], using biophysical perceptron (BP), tried to simulate the
pyramidal cells in the brain with a wide variety of active dendritic channels. The BP,
here, explores the ability of real neurons with extended non-linear dendritic trees to
effectively perform the classification task in identifying interesting patterns from the
data. Many researchers have experimented with perceptron learning in a wide variety
of ways. However, the perceptron learning suffers several limitations. It works well
for linearly separable patterns. Though some researchers experimented for identifying
non-linearly separable patterns, the perceptron learning produced best results for
binary separation of patterns only [5]. Also that perceptron learning suffers poor
performance in case of overlapping patterns, that is, when patterns are not having
sharp boundaries.

Fuzzy-based learning, on the other hand, is found to show its ability in performing
well for overlapping patterns [6]. As a fuzzy-based learning approach, fuzzy C-means
(FCM) is widely used by researchers for pattern recognition. A weighted local fuzzy
regression model showed a better efficiency than the least squares regression for non-
linear and high-dimensional pattern recognition of transport system in China [7]. The
new kernelized fuzzy C-means clustering algorithm [8] uses a kernel-induced distance
function as a similarity measure showed improved performance in identifying the pat-
terns when compared to the conventional fuzzy C-means technique. In many research
findings, it is observed that the fuzzy-based learning approach was used in a wide variety
of ways to achieve better results in extracting non-linear and overlapping patterns.

The present work attempts to experiment with fuzzy perceptron learning, which
implements the perceptron learning and fuzzy-based learning techniques in an interfu-
sion manner. In the research literature, we can find a good amount of work related to the
combination of fuzzy logic with perceptron learning. The fuzzy neural network (FNN)
was proposed for pattern classification, which uses supervised fuzzy clustering and
pruning algorithm to determine the precise number of clusters with proper centroids
representing the patterns to be recognised [9]. In the fuzzy neural integrated networks
[10], the researchers attempted to integrate the concept of fuzzy sets and neural net-
works to deal with pattern recognition problems. In an enhanced algorithm for fuzzy
lattice reasoning (FLR) classifier, a new nonlinear positive valuation function was
defined to produce better results for pattern classification [11]. Along with these, how-
ever, many other research experiments of fuzzy perceptron learning are supervised
learning approaches only. Therefore, the present work focuses on experimenting with
effective implementation of some techniques involved in the perceptron and fuzzy-
based learning systems for unsupervised learning to identify interesting patterns in large
datasets. As part of the present work, five algorithms are developed, two of which are
related to perceptron learning, one is the standard fuzzy C-means (FCM) algorithm. The
remaining two algorithms are proposed by the present work, which implement the
perceptron learning and fuzzy-based learning in an interfusion manner using weights
and weighted distances respectively. All the algorithms are implemented using three
benchmark datasets. The CPU time, clustering fitness (CF), and sum of squared errors
(SSE) are taken into consideration for performance evaluation of the algorithms.
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2. Perceptron learning

Nowadays, the perceptron learning model can be thought as a more general com-
putational model in identifying interesting patterns in a dataset. It takes an input,
aggregates it along with the weights and produces the result. A perceptron is used to
learn patterns and relationships in data. Patterns help us knowing about the interest-
ing features around which objects may be grouped in a given population of data.

A perceptronmay be configured for a specific application, such as pattern recognition
and data classification through some learning process [12]. Perceptrons are information
processing devices, which are built from interconnected elementary processing units.
These units are called neurons. The perceptrons are robust in exhibiting their ability in
distributed representation and computation, learning, generalisation, adaptivity, inher-
ent contextual information processing, and fault tolerance [13].

The perceptron learning uses an iterative weight adjustment for the enhanced
retrieval of patterns from a dataset. The iterative process converges to the weights,
which produce the patterns that represent the different groups of data objects in the
dataset uniquely. While operating for learning on patterns, the perceptrons use
weights in connection to every input vector. A weight represents the information used
by the perceptron to solve a problem [14].

The perceptron with multiple neurons is shown in Figure 1.
In Figure 1, X1, X2, … , Xn are the n input vectors and Y1, Y2, … , Ym are the m

neurons. The input vector X1 is connected to neurons Y1, Y2, … , Ym with weightsW11,
W12, … , W1m, respectively, the input vector X2 is connected to the neurons with
weightsW21,W22, … ,W2m, respectively so on and the input vector Xn is connected to
the neurons with the weights Wn1, Wn2, … , Wnm, respectively. The weights of all
input vectors for all neurons will be formulated as the weight matrix as shown below.

W11 W12 … … W1m

W21 W22 … … W2m

… … … … …

… … … … …

… … … … …

Wn1 Wn2 … … Wnm

2
666666664

3
777777775

Figure 1.
A perceptron with a multiple neurons.
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Though the perceptron learning exhibits its robustness in identifying the patterns
in the data repositories, it works well for linearly separable patterns, that is, the
patterns with sharp boundaries only. However, in the real time world, we may find
overlapping patterns, that is, non-linearity in pattern associativity, where data objects
may associate with multiple patterns. In such situations, the perceptron learning
approach may suffer in identifying the patterns clearly. On the other hand, fuzzy-
based learning has its wide applications in identifying patterns in the overlapping
scenario. In the present work, two algorithms are implemented for perceptron
learning. They are discussed in the following sub-sessions.

2.1 Perceptron learning using weights (PLW)

This algorithm implements the perceptron learning using weights [12]. With each
input data vector, a weight is associated corresponding to each pattern. To generate
the initial weights, one iteration of K-means algorithm is performed. The results of K-
means iteration are used to compute the weight matrix. This weight matrix will be
repeatedly updated in the subsequent iterations. For each input data vector weights
are computed corresponding to every pattern. The input data vector is associated with
the pattern corresponding to which the weight is maximum. This process is repeated
for every iteration. The algorithm terminates when there is no change in the associa-
tion of data vectors to the patterns. The algorithm for perceptron learning using
weights is given below.

2.1.1 Algorithm PLW

Step 1: Determine the number of patterns, k, to be recognised from the dataset.
Step 2: Select k points randomly from the dataset and set them as cluster seeds to

correspond the patterns to be recognised.
Step 3: Perform one iteration of K-means algorithm.
Step 4: Using the results of K-means iteration, compute cluster wise initial weights.
Step 5: Repeat steps 6–8 until the stopping condition.
Step 6: Generate weight matrix, where each element Wij is computed as:

Wij iþ 1ð Þ ¼ Wij ið Þ þ lr ∗ kXik–Wij ið Þ
� �

(1)

Here, Wij(i + 1) is the weight of ith data point Xi for jth cluster for the iteration
(i + 1),Wij(i) is the weight of ith data point for jth cluster for the iteration i, ||Xi|| is the
norm of data point Xi, and lr is the learning rate. The lr may assume a value ranging
between 0 and 1. To avoid possible biasedness in the computations, lr is assumed to be
0.5.

Step 7: Assign points to clusters using weights.
Step 8: Update cluster means, that is, refine patterns.
[End of step 5 loop]
Step 9: [End of algorithm]

2.2 Perceptron learning using weighted distances (PLWD)

This algorithm implements the perceptron learning using weighted distances [15].
With each input data vector, a weighted distance is associated corresponding to each
pattern. To generate the initial weighted distances, one iteration of K-means algorithm
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is performed. Using the results of K-means the weight matrix is computed. This
weight matrix is used to compute the weighted distances for each input data vector.
The data vector is associated with the pattern corresponding to which the weighted
distance is minimum. This weight matrix will be repeatedly updated in the subsequent
iterations to compute the new weighted distances. This process repeats for every
iteration. The algorithm terminates when there is no change in the association of data
vectors to the patterns. The algorithm for perceptron learning using weighted dis-
tances is given below.

2.2.1 Algorithm PLWD

Step 1: Determine the number of patterns, k, to be recognised from the dataset.
Step 2: Select k points randomly from the dataset and set them as cluster seeds μj

(j = 1, 2, … , m) to correspond the patterns to be recognised.
Step 3: Perform one iteration of K-means algorithm.
Step 4: Using the results of K-means iteration, compute cluster wise initial weights.
Step 5: Repeat steps 6–10 until the stopping condition.
Step 6: Generate weight matrix W using Eq. (1).
Step 7: For each data point Xi, compute the Euclidean distance d(Xi, μj) as follows:

d Xi, μj
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

l¼1

xil � μjl

� �2
vuut (2)

Here, Xi is the ith data point, μj is the mean vector of the cluster j.
Step 8: For each data point compute the weighted distances as follows:

Wdj ¼ Wij iþ 1ð Þ � d Xi, μj
� �

(3)

Step 9: Assign points to clusters using weights.
Step 10: Update cluster means, that is, refine patterns.
[End of step 5 loop]
Step 11: [End of algorithm]
Though the perceptron learning algorithms are experimented widely by many

researchers, they exhibit their robustness in identifying linearly separable patterns
only.

3. Fuzzy-based learning

Fuzzy-based learning is used to handle the concept of partial truth, where the truth
value may range between completely true and completely false [16]. It is an approach
that allows for multiple possible truth values to be processed through the same data
object. In fuzzy-based learning, the data objects are assumed being associated with
multiple patterns. For each data object, the degree of association is measured in
membership. This membership value may range between 0 and 1 (1 being high
similarity and 0 being no similarity with the pattern).

Fuzzy-based learning techniques focus on modelling uncertain and vague infor-
mation that is found in the real world situations. These techniques deal with the
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patterns whose boundaries cannot be defined sharply [17, 18]. By fuzzy-based learn-
ing, one can know if data objects fully or partially associate with the patterns that are
under consideration based on their memberships of association [19]. Among the
techniques of fuzzy-based learning, fuzzy C-means (FCM) is the most well-known
one as it has the advantage of robustness for obscure information about the patterns
[20, 21]. FCM is widely studied and applied in geological shape analysis [22], medical
diagnosis [23], automatic target recognition [24], meteorological data [20], pattern
recognition, image analysis, image segmentation and image clustering [25–27], agri-
cultural engineering, astronomy, chemistry [28], detection of polluted sites [29], etc.
The following section presents a brief discussion of FCM algorithm.

3.1 Fuzzy C-means (FCM)

The fuzzy C-means (FCM) is a technique that uses degree of membership for
natural interpretation of patterns recognised [30]. The FCM associates the data vec-
tors among k patterns. Each data vector may associate with each pattern with a
membership degree. The membership of a data vector towards a pattern can range
between 0 and 1.

The FCM algorithm is given below [31]. Here, U is the k � Nmembership matrix.
While computing the cluster means and updating the membership matrix at each itera-
tion, the FCM uses the fuzzifier factor,m. For most cases,m ranging between 1.5 and 3.0
gives good results [32]. In the present work, in all the experiments,m is set to 1.5.

3.1.1 Algorithm FCM

Step 1: Determine the number of patterns, k, to be recognised from the dataset.
Step 2: Select k points randomly from the dataset and set them as cluster seeds μj

(j = 1, 2, … , m) to correspond the patterns to be recognised.
Step 3: Perform one iteration of K-means algorithm. Set t = 0.

Step 4: Using the results of K-means iteration, compute membership matrix U 0ð Þ
k X N.

Step 5: Repeat steps 6–9 until the stopping condition.
Step 6: [Refine patterns] Update the mean of jth cluster μj as follows:

μj ¼
PN

i¼1 uij
� �mXiPN

i¼1 uij
� �m (4)

Here, uij is the membership degree of the data point Xi w.r.t. jth pattern and m is
the fuzzifier factor.

Step 7: Compute the new membership matrix using:

uijtþ1 ¼
Xk

l¼1

Xi � μj
t

���
���
2

Xi � μltk k2

0
B@

1
CA

1=m�1
2
664

3
775

�1

(5)

Step 9: Assign points to clusters using membership degrees. Set t = t + 1.
[End of step 5 loop]
Step 10: [End of algorithm]
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4. Fuzzy perceptron learning

The fuzzy perceptron learning works in an interfusion manner, where the fuzzy
logic is combined with perceptron learning for identifying non-linear and overlapping
patterns. Much research work may be found in the literation where fuzzy perceptron
learning is experimented in different applications [33, 34]. However, those experi-
ments are confined to supervised learning only. The present work attempts to exper-
iment with fuzzy perceptron learning for unsupervised cases. The present work
proposes two algorithms, one is for fuzzy perceptron learning using weights and the
other is for fuzzy perceptron learning using weighted distances.

4.1 Fuzzy perceptron learning using weights (FPLW)

This algorithm implements the perceptron learning usingweights and FCM techniques
in an interfusionmanner. These techniques are performed in alternative iterations until
the termination condition. Initially, one iteration of K-means algorithm is performed.
Using the results of K-means, initial weights are computed asmentioned in the Section 2.1.
Using these weights, weight matrix is generated to perform one iteration of perceptron
learning algorithm to associate the input data vectors to the patterns. Using the results of
perceptron learning step, membership matrix is computed to perform one iteration of
FCM algorithm as mentioned in Section 3.1. The results of FCM step are used to update
weight matrix to perform perceptron learning step. In this way the perceptron learning
and FCMalgorithms are repeated in alternative iterations until termination condition. The
algorithm for fuzzy perceptron learning using weights (FPLW) is given below.

4.1.1 Algorithm FPLW

Step 1: Determine the number of patterns, k, to be recognised from the dataset.
Step 2: Select k points randomly from the dataset and set them as cluster seeds μj

(j = 1, 2, … , m) to correspond the patterns to be recognised.
Step 3: Perform one iteration of K-means algorithm.
Step 4: Using the results of K-means iteration, compute cluster wise initial weights.
Step-5: Update cluster means μj (j = 1, 2, … , m).
Step 6: Repeat steps 7–13 until the stopping condition.
Step 7: Compute the weight matrix using Eq. (1).
Step 8: Assign points to clusters using weights.
Step 9: If there is no change in cluster assignment then go to step 14.
Step 10: Update cluster means using Eq. (4).

Step 11: Generate membership matrix U 0ð Þ
k X N using Eq. (5).

Step 12: Assign points to clusters using membership matrix.
Step 13: If there is no change in cluster assignment then go to step 14.
[End of Step 6 loop]
Step 14: [End of Algorithm]

4.2 Fuzzy perceptron learning using weighted distances (FPLWD)

This algorithm implements the perceptron learning using weighted distances and
FCM techniques in an interfusion manner. These techniques are performed in alter-
native iterations until the termination condition. Initially, one iteration of K-means
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technique is performed. Using the results of K-means, initial weights are computed as
mentioned in the Section 2.2. Now, one iteration of perceptron learning algorithm is
performed where the weight matrix is generated using the initial weights. Using this
weight matrix, weighted distances are computed for every input vector Xi with
respect to each pattern using the Eq. (3). The weighted distances are used to associate
the input vectors to the patterns. Using the results of perceptron learning step, mem-
bership matrix is computed to perform one iteration of FCM algorithm as mentioned
in Section 3.1. The results of FCM step are used to compute weight matrix for
perceptron learning step. In this way the perceptron learning and FCM steps are
repeated in alternative iterations until termination condition. The algorithm for fuzzy
perceptron learning using weighted distances (FPLWD) is given below.

4.2.1 Algorithm FPLWD

Step 1: Determine the number of patterns, k, to be recognised from the dataset.
Step 2: Select k points randomly from the dataset and set them as cluster seeds μj

(j = 1, 2, … , m) to correspond the patterns to be recognised.
Step 3: Perform one iteration of K-means algorithm.
Step 4: Using the results of K-means iteration, compute cluster wise initial weights.
Step-5: Update cluster means μj (j = 1, 2, … , m).
Step 6: Repeat steps 7–15 until the stopping condition.
Step 7: Compute the weight matrix using Eq. (1).
Step 8: For each data point compute the Euclidean distance using Eq. (2).
Step 9: For each data point compute weighted distances using Eq. (3).
Step 10: Assign points to clusters using weighted distances.
Step 11: If there is no change in cluster assignment then go to step 16.
Step 12: Update cluster means using Eq. (4).
Step 13: Generate membership matrix U 0ð Þ

k X N using Eq. (5).
Step 14: Assign points to clusters using membership matrix.
Step 15: If there is no change in cluster assignment then go to step 16.
[End of Step 6 loop]
Step 16: [End of Algorithm]

5. Performance evaluation

For performance evaluation of algorithms, CPU time in seconds, sum of squared
errors [35] and clustering fitness (CF) [36] are taken into consideration and are
calculated for all the algorithms.

5.1 Sum of squared errors

The objective of pattern learning is to minimise the intra-cluster sum of squared
errors (SSE). The lesser the SSE, the better the goodness of fit is. The SSE for the
results of each algorithm is computed using Eq. (6).

SSE ¼
Xk
j¼1

X
Xi ∈Cj

Xi � μj

� �2
(6)
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Here, Xi is the ith data point in the dataset, μj (j = 1, … , k) is the mean of the cluster
Cj, and k is the number of patterns to be recognised.

5.2 Cluster fitness

While achieving high intra-cluster similarity, it is also important to achieve well
separation of patterns.

So, it is also important to consider inter-cluster similarity while evaluating the
performance of the algorithms. For this, the present work, computes the clustering
fitness (CF) as a performance criterion, which requires the calculation of both intra-
cluster similarity and inter-cluster similarity. The computation of CF also requires the
experiential knowledge, λ. The computation of CF results in higher value when the
inter-cluster similarity is low and results in lower value for when the inter-cluster
similarity is high. Also that to make the computation of CF unbiased, the value of λ is
taken as 0.5 [36].

5.2.1 Intra-cluster similarity for the cluster Cj

It can be quantified via a function of the reciprocals of intra-cluster radii within
each of the resulting clusters. The intra-cluster similarity of a cluster Cj (1 = j = k),
denoted as Stra(Cj) [36], is defined by:

Stra Cj
� � ¼ 1þ n

1þPn
1dist Il,Centroidð Þ (7)

Here, n is the number of items in cluster Cj, Ij (1 = j = n) is the jth item in cluster Cj,
and dist(Ij, Centroid) calculates the distance between Ij and the centroid of Cj, which is
the intra-cluster radius of Cj. To smooth the value of Stra(Cj) and allow for possible
singleton clusters, 1 is added to the denominator and numerator.

5.2.2 Intra-cluster similarity for one clustering result C

It is denoted as Stra(C) [36]. It is defined by:

Stra Cð Þ ¼
Pk

1Stra Cj
� �

k
(8)

Here, k is the number of resulting clusters in C and Stra(Cj) is the intra-cluster
similarity for the cluster Cj.

5.2.3 Inter-cluster similarity

It can be quantified via a function of the reciprocals of inter-cluster radii of the
clustering centroids. The inter-cluster similarity for one of the possible clustering
results C, denoted as Ster(C) [36] is defined by:

Ster Cð Þ ¼ 1þ k

1þPk
1dist Centroidj,Centroid

2� � (9)
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Here, k is the number of resulting clusters in C, 1 = j = k, Centroidj is the centroid of
the jth cluster in C, Centroid2 is the centroid of all centroids of clusters in C. We
compute inter-cluster radius of Centroidj by calculating dist(Centroidj, Centroid

2),
which is distance between Centroidj, and Centroid2. To smooth the value of Ster(C) and
allow for possible all-inclusive clustering result, 1 is added to the denominator and the
numerator.

5.2.4 Clustering fitness

The clustering fitness for one of the possible clustering results C, denoted as CF
[36], is defined by:

CF ¼ λ x Stra Cð Þ þ 1� λ

Ster Cð Þ (10)

Here, λ (0 < λ < 1) is an experiential weight, Stra(C) is the intra-cluster similarity
for the clustering result C and Ster(C) is the inter-cluster similarity for the clustering
result C.

6. Experiments and results

Experimental work has been carried out on the system with Intel(R) Core(TM)
i3-5005 U CPU@2.00GHz processor speed, 4GB RAM, Windows 7 OS (64-bit) and
using JDK1.7.0_45. Separate modules are written for each of the above discussed
methods to observe the CPU time for clustering any dataset by keeping the cluster
seeds same for all methods. I/O operations are eliminated and the CPU time observed
is strictly for clustering of the data.

Along with the proposed algorithms FPLW and FPLWD for fuzzy perceptron
learning, experiments are also conducted with the algorithms PLW, PLWD and FCM
for performance comparison. All the algorithms are executed using the benchmark
datasets with varying number of patterns to be recognised. In the present work, Magic
Gamma, Letter Recognition and Intrusion datasets are used from UCI ML data repos-
itory [37]. All the developed algorithms, PLW, PLWD, FCM, FPLW and FPLWD, are
executed using these datasets for varying number of patterns to be recognised (k = 10,
11, 12, 13, 14, 15).

All the algorithms operate in an iterative manner and terminate when a stopping
condition is met. The stopping condition is when there is no change in the pattern
associativity of the data vectors. The termination condition is the same for all the
algorithms.

Details of the datasets are available in Table 1.

S. No. Dataset No. of points No. of dimensions

1 Magic Gamma data 19,020 10

2 Letter Recognition data 20,000 16

3 Intrusion data 4,94,019 35

Table 1.
Details of datasets.
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6.1 Observations with Magic Gamma dataset

The results of all algorithms, using Magic Gamma dataset, with respect to CPU
time in seconds, clustering fitness and sum of squared errors are shown in
Figures 2–4, respectively.

6.2 Observations with Letter Recognition dataset

The results of all algorithms, using Letter Recognition dataset, with respect to CPU
time in seconds, clustering fitness and sum of squared errors are shown in
Figures 5–7, respectively.

6.3 Observations with Intrusion dataset

The results of all algorithms, using Intrusion dataset, with respect to CPU time in
seconds, clustering fitness and sum of squared errors are shown in Figures 8–10,
respectively.

Figure 2.
CPU time of each clustering method (Magic Gamma dataset).

Figure 3.
Clustering fitness of each clustering method (Magic Gamma dataset).

85

Fuzzy Perceptron Learning for Non-Linearly Separable Patterns
DOI: http://dx.doi.org/10.5772/intechopen.101312



In all the experiments, it is observed that the algorithm FPLW, which implements
the perceptron learning using weights and the FCM techniques in an interfusion
manner, is showing consistently better performance in terms of clustering fitness
(CF) and SSE than the other algorithms.

Figure 4.
SSE of each clustering method (Magic Gamma dataset).

Figure 6.
Clustering fitness of each clustering method (Letter Recognition dataset).

Figure 5.
CPU time of each clustering method (Letter Recognition dataset).
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Figure 7.
SSE of each clustering method (Letter Recognition dataset).

Figure 8.
CPU time of each clustering method (Intrusion dataset).

Figure 9.
Clustering fitness of each clustering method (Intrusion dataset).
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7. Conclusion

The present experiment mainly focuses on the study fuzzy perceptron learning for
recognising non-linear patterns in the datasets. Many researchers contributed greatly
towards fuzzy perceptron learning. However, their experiments are confined to
supervised learning only. So, the present work experimented with the fuzzy
perceptron learning approaches for unsupervised learning. The work proposes two
new algorithms, that is, FPLW and FPLWD. These algorithms are implemented using
three benchmark datasets. Along with these algorithms, the algorithms for standard
FCM and perceptron learning using weights and weighted distances are also
implemented for performance comparison. For all the algorithms the CPU time in
seconds, clustering fitness (CF) and sum of squared errors (SSE) are taken into
consideration for performance evaluation. All the developed algorithms are
experimented with varying number of patterns (k) to be recognised.

In all the experiments, it is observed that the proposed algorithm for fuzzy
perceptron learning using weights (FPLW) is consistently showing better perfor-
mance with respect to clustering fitness and SSE. Of course, the algorithm FPLW is
taking a little more time for its execution than the other algorithms. However, it could
be negligible, as the main concern is for clearly recognising the non-linear patterns in
the datasets.

Figure 10.
SSE of each clustering method (Intrusion dataset).
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Chapter 7

Semantic Map: Bringing Together
Groups and Discourses
Theodore Chadjipadelis and Georgia Panagiotidou

Abstract

This chapter presents a multivariate analysis method which is developed in two
steps using a combination of Hierarchical cluster analysis (HCA) and Factorial Corre-
spondence Analysis (AFC). To explain and describe the steps of the method, we use
an application example on a survey dataset from young students in Thessaloniki
trying to investigate their behavioral profiles in terms of political characteristics and
how these may be affected about their attendance to a civic education course offered
by the Political Science department in the Aristotle University of Thessaloniki. The
method is explained step by step on this example serving as a manual of its application
to the researcher. HCA assigns subjects into cluster membership variables and in the
next stage, these new variables are jointly analyzed with AFC. Correspondence analy-
sis manages to extract the dimensions of the phenomenon in the study, explaining the
inner antithesis between the categories but also giving the opportunity to visualize the
information in a two-dimensional space, a semantic map, making interpretation more
comprehensive. HCA is then applied again to the AFC’s coordinates of the categories
constructing profiles of subjects, assigning them to the categories of the variables.

Keywords: hierarchical cluster analysis, correspondence analysis, political analysis,
multivariate methods, data analysis

1. Introduction

This chapter presents a multivariate analysis method, using a combination of
Hierarchical Cluster Analysis (HCA) [1] and Factorial Correspondence Analysis
(AFC) in two steps [2]. The method provides the advantage of jointly handling
multiple variables with many levels. The approach exploits HCA in reducing many
variables into fewer ones that represent the individuals within them and then with
Correspondence analysis it manages to reduce the information even further and
express it upon dimensions.

These dimensions not only organize the information within the data to be
explained more thoroughly but also visualizes the inner relationships among catego-
ries of the variables. By analyzing the antagonism of the clusters on different sets of
dimensions, as we can also have a three-dimensional or more system of axes [3], we
can understand further the behavior of the variables and their categories, as well as
the associations among them.
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Clustering in the final step of the coordinates of the categories on the dimensions
we link the initial clusters with the categories, creating a semantic map [4] that can
visualize the phenomenon in a Cartesian field or a three-dimensional space [3]. In this
chapter, we present the application of the method in a specific case, which works only
as an example.

The sample consists of students in Thessaloniki, Greece measuring specifically
their political attitudes and their views on democracy, on moral values and the way
they are informed in general about politics. In the example that is developed through
the chapter we describe the application of the method and the interpretation of the
results step by step.

2. Methodology

Our data analysis is based on Hierarchical Cluster Analysis (HCA) and Factorial
Correspondence Analysis (AFC) in two steps [5]. The dataset is analyzed using
advanced multivariate methods (Hierarchical Cluster analysis, Factorial correspon-
dence Analysis (Analyse factorielle des correspondences AFC) [2]. Using this mixed-
method approach, enables the detection of profiles of similar behavior, the association
of each profile to the distinct categories that compose it and the detection of the
dimension which describes the dynamics of the phenomenon, enabling the visualiza-
tion of these dynamics in its final output.

In the first step, HCA assigns subjects into distinct groups according to
their response patterns [2]. The main output of HCA is a group or cluster membership
variable, which reflects the partitioning of the subjects into groups. Furthermore, for
each group, the contribution of each question (variable) to the group formation is
investigated [2], to reveal a typology of behavioral patterns. To determine the number
of clusters, we use the empirical criterion of the change in the ratio of between-cluster
inertia to total inertia, when moving from a partition with r clusters to a partition with
r-1 clusters [6]. The metric used is chi-square. Analysis was conducted with the
software M.A.D. (Methodes de l’ Analyse des Donnees) [7]. In the second step, the
group membership variable, obtained from the first step, is jointly analyzed with the
existing variables via Multiple Correspondence Analysis on the so-called Burt
table [8]. At this stage, correspondence extracts the dimensions that constitute
the overall phenomenon, explaining the inner inertia between all subjects. To deter-
mine the number of factors, the empirical criterion of Benzecri was used. According to
the empirical criterion of Benzecri [2], two specific sub-criteria should be fulfilled.

COR > 200 and CTR value >1000/(n + 1).
where n = total number of categories.
We proceed by applying again HCA for the coordinates of the categories on the

dimensions. Bringing these two analyses steps together, we can construct a semantic
map that can visualize the behavioral structure of the variables and the subjects,
creating behavioral patterns and abstract discourses [4].

3. An application example in political analysis

To demonstrate the method of HCA and MCA in two steps, an example was
selected to be described in the following sections. This example refers to the analysis
of data collected during a survey in Thessaloniki, Greece in the period 2019–2020. The
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topic of the survey is to collect data about the political characteristics of young
students who participated in a civic education course offered by the Department of
Political Sciences in the Aristotle University of Thessaloniki. The sample consists of
1618 participants, allocated into four groups:

Group 1: random university students within the campus of the university who
were not part of the civic education course.

Group 2: university students who attended the course in-classroom.
Group 3: university students who attended the course through e-learning, due to

covid-19 restrictions and measures.
Group 4: high-school students who attended the course.
The tool of the survey was a questionnaire, structured in three sections: 1) demo-

graphics, 2) political behavior, 3) information means, views on democracy and moral
context.

The objective of the research is to investigate the students’ levels of political
knowledge, political interest, preferable way of political mobilization and distinguish
the different profiles among the four groups of participants. The variables of the
research -associated with each one of the questions- correspond to: a) political inter-
est, c) political knowledge, b) political mobilization, c) their self-positioning on the
ideological left–right axis, d) sources of information on politics e) structure of the
“political” and f) “moral” self [9, 10].

More specifically, the respondents are asked directly for their level of political
interest (ordinal scale) and the way they prefer to mobilize themselves on political
issues which may arise (nominal scale). The variable of political knowledge (ordinal
scale) is composed through the answers of the respondents on basic questions about
politics, many correct answers produce a high score of political knowledge. Next, the
respondents are asked to position themselves on a scale of 0 to 10 resembling the left–
right ideological axis.

In the last section of the questionnaire, the questions on information sources, dem-
ocratic and moral self are found. Regarding the preferable source of information, the
respondents are asked to choose the two sources they use more often to get informed
about politics. Moving on to the variable of “democratic self” [10], the respondent finds
a set of 12 pictures, which conceptualize different versions of democracy. They are
asked to choose three of them that symbolize in the best way how they understand
democracy. Same wise, in the next question they are asked again to choose 3 pictures
from a new set of 12 pictures, representing attitudes and views on life and moral values
in general. These two sets of pictures construct symbolic representations of democratic
institutions and of their personal moral compass (Table 1) [9].

3.1 First step of the analysis: clustering subjects into distinct groups

In this step of the analysis, we select the three variables of the last section, these are
the sources of information (E13), the understanding of democracy (E14) and the moral
values (E15). For these variables, we have a dataset comprising of 0–1 values, where 0
equals to a not selected picture or source and 1 to a selected one. For each one of these
three sets of variables, we apply HCA, aiming to summarize the information. HCA’s
output is the dendrogram in Figure 1 visualizing the clusters created in each step.

Initially, we cluster the variables to see patterns of categories. In the example
below, we cluster the pictures for democracy, getting 5 clusters (38, 40, 41, 46 and
44). As seen in Figure 2, cluster 38 is created by the selection of pictures 3, 10 and 11,
cluster 40 consists of selecting picture 1 etc.
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Processing the same HCA analysis, to cluster the variables for each one of the three
selected variables, we get 5 clusters for E14, 5 clusters for E15 and 4 clusters for E13, as
shown in the Table 2.

We proceed by clustering now the subjects. Instead of having 12 binary variables to
represent the democratic self, we produce clusters of similar choices and assign each
one of the respondents to the clusters he is closer to according to this profile of
answers. HCA again produces a dendrogram with the steps of the clustering process
(Figure 3).

In the example shown in Figure 4 we see how the answers on the 12 pictures on
democratic self are transformed into one clustering variable (gr_dem), assigning each
respondent into one of the clusters of HCA. Following the same method, a separate
application of HCA for information sources and for the moral self we get the cluster-
ing variables (gr_inf) and (gr_val).

After we have completed a separate HCA, to classify the subjects (respondents) for
each one of the selected variables (E14, E15 and E13) we get 8 clusters of respondents
for E14 (renamed to gr_dem), 9 clusters for E15 (renamed to gr_val) and 8 clusters for
E13 (renamed to gr_inf). Table 3 shows a summary of the clusters of subjects for each

Code Variable Categories

group group 1: random
students

2: students in-
class

3:
students
e-learning

4: high
school
students

lr_c ideology 1: left 2: left-left 3: left 4: left-
right

5: right

PM political
mobilization
(nominal)

1: I personally
address the
authorities

2: I participate
with others in
collective
mobilizations

3: I take
action
through
Social
Media

4: I let the
authorities
to do their
job

5: I do
not know
/ I do not
answer

PI political
interest
(ordinal)

1: very much 2: quite 3: a little 4: not at all

PK political
knowledge
(ordinal)

1: low 2: moderate 3: high

E13 political info
source
(categorical,
binary 0–1)

1: TV-Radio 2: Online
newspapers-
Internet

3: Social
media

4: Family-
relatives

5: Friends 6: Newspapers

E14 perception
of democracy
(categorical,
binary 0–1)

12 pictures
which visualize
concepts for how
they perceive
democracy

E15 personal
values
(categorical,
binary 0–1)

12 pictures
which visualize
concepts of
moral values

Table 1.
Coding and categories of the variables used in the analysis.
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Figure 2.
Classification process of the 12 pictures-variables of E14 (from E141 to E1412).

Figure 1.
Dendrogram (HCA) indicating the clusters for E14 variable.

97

Semantic Map: Bringing Together Groups and Discourses
DOI: http://dx.doi.org/10.5772/intechopen.103818



Clusters for democracy 38 40 41 44 46

pictures selected E1431 E1411 E1461 E1451

E14101 E1491 E1421

E14111 E1481

E1471

E1441

E14121

Clusters for values 37 38 39 40 41

pictures selected E1531 E1591 E1511 E1571 E1541

E1581 E1521 E15121 E1551

E1561

clusters for information 23 24 25 26

pictures selected e1311 e1361 e1321 e1381

e1331 e1351

e1341

Table 2.
The clusters for each one of the variables (E4, E15 and E13) and the selected pictures they are linked to.

Figure 3.
Dendrogram (HCA) indicating the clusters of subjects for E14 variable.
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one of the three variables we get the following table including the clusters and their
relative frequency.

We investigate further the profile of each cluster for the variable E14. Each cluster
is associated with selecting a set of pictures. As shown in Table 4 cluster 3201 consists
of the respondents who are more likely to select picture number 12, which corre-
sponds to the symbolic representation for religion (Table 5). Cluster 3204 relates to

Figure 4.
Transforming the dataset by replacing the binary E141-E1412 with the cluster membership variable gr_dem.

gr_dem freq% gr_val freq% gr_inf freq%

3201 12% 3187 4% 3136 11%

3204 7% 3191 7% 3198 4%

3207 14% 3192 10% 3206 12%

3209 14% 3200 9% 3208 15%

3210 6% 3202 13% 3211 15%

3212 15% 3203 15% 3213 13%

3213 14% 3204 12% 3215 16%

3214 18% 3206 13% 3216 13%

3207 16%

Table 3.
Cluster membership variables and their categories for E14, E15 and E13.

99

Semantic Map: Bringing Together Groups and Discourses
DOI: http://dx.doi.org/10.5772/intechopen.103818



selecting pictures 4,5,9 and 12 (e-democracy, representative, clientelism and religion).
The sets of pictures connected to the clusters, depict the different profiles of the
respondents according to the way they comprehend democracy.

Similarly, for variable E15, we describe the profiles of the cluster of the respondents
regarding the pictures they are more likely to select. In Table 6 we see that cluster 3187
is connected to the pictures 1, 2, 4 and 11 which correspond to riot, anonymous, army
and protest, a representation of expressivist moral values (Table 7). In contrast, we see

Democracy 3201 3204 3207 3209 3210 3212 3213 3214

dem_1 dem_2 dem_3 dem_4 dem_5 dem_6 dem_7 dem_8

Movement E1411 X X

Ancient Greece E1421 X X X

Direct E1431 X X

e-Democracy E1441 X X

Representative E1451 X X X

Riot E1461 X

Deliberation E1471 X

Volunteerism E1481 X X

Clientelism E1491 X X

Rebellion E14101 X X X

Protest E14111 X X

Religion E14121 X X

%Count 11.9% 7.4% 14.0% 13.6% 6.0% 15.0% 14.2% 18.1%

Table 5.
Summarizing the content of each cluster and renaming the clusters for E14.

E14/gr_dem 3201 3204 3207 3209 3210 3212 3213 3214

E1411 40,451 27,1001

E1421 21,534 18,6383 27,784

E1431 57,626 20,2902

E1441 41,865 82,1471

E1451 16,437 11,9273 17,5035

E1461 154,0449

E1471 67,2476

E1481 11,8125 11,1089

E1491 122,6539 22,5595

E14101 30,127 10,2896 34,607

E14111 13,3978 71,9056

E14121 93,9969 7021

Table 4.
Weight of selecting each picture to the creation of the clusters for E14.
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cluster 3207 having a completely naturalist moral values as it is connected to pictures 7,
8, 9, 12 (mountain, family, intimacy and concert).

Once more, we investigate the content of each cluster for the variable E13, regard-
ing sources of information. Cluster 3136 includes those respondents who answer 1 and
3 (Table 8) which translates into preferring to get informed about politics by TV-
radio and family (Table 9).

3.2 Second step: joint analysis of the cluster membership variables

In the second step of the analysis, we jointly analyze the initial variables together
with the new cluster membership variables gr_dem, gr_var and gr_inf. We repeat the
steps as in the early stages of the analysis applying HCA which produced the following
clusters for the subjects, as w result 8 clusters of respondents are detected (Table 10).

These clusters relate to the categories of the variables creating a behavioral profile
for each one of the clusters of the respondents, in which they have been assigned
accordingly. In Table 11 the profiles of the clusters are given in full detail, e.g., cluster
3155 consists of respondents who belong to group 4, are men [sex1], they characterize
themselves as center-left [lr_c2], have moderate political knowledge [PK2], they
choose to mobilize by personally addressing the authorities, take action through social
media and/or let the authorities to do their job [PM1, PM3 and/or PM4],have a little
political interest [PI3]. Furthermore, respondents in this cluster belong also in cluster
3136, 3208 and 3216 on how they get informed on politics, they belong to clusters
3207,3209, 3213 and 3214 regarding their views on democracy, and finally they belong
in cluster 3192 regarding their set of moral values.

In the same way, we continue to examine each one of the clusters of the respon-
dents to understand their behavioral profile, considering the total number of the
variables used in our analysis.

In the next step, with the application of correspondence analysis, we extract the
dimensions of the analysis and a set of coordinates for each one of the dimensions for
each one of the variable categories (Table 12).

E15/gr_val 3187 3191 3192 3200 3202 3203 3204 3206 3207

E1511 188,512

E1521 20,9268 118,983 54,775

E1531 12,0584 58,0211

E1541 18,172 121,4029

E1551 79,232 74,1092

E1561 73,3846

E1571 10,2587 48,654 15,5155

E1581 18,882 15,8182

E1591 44,774 82,153 23,8393

E15101 74,8128

E15111 22,4576 52,603 80,7176

E15121 23,373 19,8778

Table 6.
Weight of selecting each picture to the creation of the clusters for E15.
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An extra but final step of HCA is applied this time on the coordinates of the
categories classifying them into groups (Figure 5).

The analysis highlights the existence of 10 distinct discourses of behavior
(Table 13):

E13/gr_inf 3136 3198 3206 3208 3211 3213 3215 3216

e1311 29,2252 21,2416 29,2252

e1321 97,3186

e1331 52,5758 40,4936

e1341 81,3803

e1351 38,546 26,4659 78,426

e1361 34,7882 36,0722

e1381 181,9963

Table 8.
Weight of selecting each source of information to the creation of the clusters for E13.

Info Source 3136 3198 3206 3208 3211 3213 3215 3216

inf_1 inf_2 inf_3 inf_4 inf_5 inf_6 inf_7 inf_8

TV-Radio e1311 X X X

Newspapers e1321 X

Family e1331 X X

Friends e1341 X

Social Media e1351 X X X

internet e1361 X X

No information e1381 X

%Count 11.0% 4.5% 12.3% 15.1% 14.6% 13.0% 15.9% 13.5%

Table 9.
Summarizing the content of each cluster and renaming the clusters for E13.

Cluster Freq%

3155 5%

3170 6%

3174 6%

3177 8%

3185 38%

3187 11%

3192 17%

3194 8%

Table 10.
Clustering for the subjects using all the variables together with the new cluster membership variables, produced in
the first step.
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3155 3170 3174 3177 3187 3194 3185 3192

group1 11,8463 25,592 82,319 26,596

group2 148,5301

group3 125,4921

group4 10,9198 14,5687 34,229 55,459

sex1 76,276 29,353 14,1511

sex2 23,639 71,799 75,205 6207 20,234

lr_c1 30,833 38,7565 90,106 95,594

lr_c2 93,414 83,845 10,519

lr_c3 48,308 62,839

lr_c4 5919 85,217

lr_c5 2274 79,067 14,2434

PK0 79,321 53,899

PK1 98,862 33,421 16,697 25,422 27,604

PK2 15,5399 76,055 3605 26,049

PK3 18,3509 50,077 19,997

PK9 125,4921

PM1 34,843 78,408 45,907

PM2 73,697 34,2217 30,939 58,304 22,388

PM3 92,603 21,341

PM4 38,361 21,751 69,315 29,301

PM9 18,0682 25,506

PI1 21,7371 99,778 23,305 57,641

PI2 86,385 47,958 87,025 16,576

PI3 81,295 68,028 61,683

PI4 31,3818 1344

gr_inf3136 35,692 17,137 40,6787 40,057

gr_inf3198 95,479

gr_inf3206 17,9617 72,514 18,0647

gr_inf3208 12,1097 13,512 72,484 3135

gr_inf3211 60,759 16,943 35,994

gr_inf3213 10,4056 20,2326 17,819

gr_inf3215 31,174

gr_inf3216 68,826 68,826 25,316

gr_dem3201 45,4001

gr_dem3204 36,4704

gr_dem3207 23,595 16,3147 38,131 36,193

gr_dem3209 54,348 60,254 45,489

gr_dem3210 36,1486 17,7273
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3155 3170 3174 3177 3187 3194 3185 3192

gr_dem3212 48,5952

gr_dem3213 36,193 76,896

gr_dem3214 14,6412 61,185 54,366 58,628

gr_val3187 92,596

gr_val3191 38,8079

gr_val3192 114,2029 20,676

gr_val3200 35,4314

gr_val3202 22,3301 82,6908 36,965

gr_val3203 25,968 61,137 12,4995

gr_val3204 46,966 58,266

gr_val3206 20,116 39,9724

gr_val3207 5277 11,5083

Table 11.
Association between the clusters produced in the second step and the categories of the analysis.

categories x y

group1 �135 18

group2 415 �276

group3 1192 865

group4 �179 �221

sex1 �22 �160

sex2 15 112

lr_c1 726 �466

lr_c2 78 �13

lr_c3 �235 156

lr_c4 �75 141

lr_c5 �38 �308

PK0 �208 79

PK1 �165 �27

PK2 �94 �86

PK3 �18 �236

PK9 1192 865

PM1 �45 139

PM2 494 �432

PM3 �12 1

PM4 �186 193

PM9 �211 �41

PI1 712 �262
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categories x y

PI2 113 9

PI3 �201 85

PI4 �414 �17

inf_1 �270 �24

inf_2 �518 �167

inf_3 381 181

inf_4 160 112

inf_5 �219 25

inf_6 283 �206

inf_7 15 19

inf_8 �198 �70

dem_1 �217 31

dem_2 �269 �105

dem_3 �44 215

dem_4 �1 186

dem_5 32 �703

dem_6 371 �316

dem_7 �140 140

dem_8 78 98

val_1 234 �661

val_2 86 �257

val_3 �39 194

val_4 �149 �285

val_5 550 �387

val_6 �31 309

val_7 �137 44

val_8 �160 134

val_9 �192 202

Table 12.
Coordinates for each one of the categories on two main dimensions (x,y).

Figure 5.
Clustering the variables using their coordinates on the dimension as input.
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a. Clusters 51, 62, 87 which is a later step are unified in one cluster 98. This cluster
reflects the profile of group 2 and 3 (university students who undertook the
civic education course either in-class either online). They are characterized as
far left, with high political interest, collective political mobilization, get
informed by social media, internet or the newspapers. They see democracy as
direct and think of it as rebellion and protest, while in their moral set of values
they choose protest (expressivists).

b. Clusters 72, 84, 85, 86 which in later classification stage merge into cluster 94,
including the random sample of students who were not part of the civic
education course. These participants are characterized as center-left/center-
right, have a moderate to low political interest, little to none political
knowledge, low political mobilization (letting others do their job) or social
media, they get informed by tv-radio, social media, friends and family. They
view democracy as movement, representative, direct and they see a strong
connection to ancient Greece. Their moral values are mainly naturalist, focusing
on entertainment, family or spirituality.

c. In clusters 89, 92 which meet later in cluster 95, we find the younger high school
students, who also attended the civic education course. This cluster is
characterized as closer to the righter positions of the left–right axis. They
demonstrate high political knowledge, they get informed by TV-radio and
family and they see democracy as e-democracy, representative and connected to
corruption and religion. Their moral setting is a mixture of expressivist and
naturalistic values, including a set of nationalist symbolism including army,
Christ, and family.

d. Cluster 93 concentrates respondents of no political interest, or information who
understand democracy as rebellion or corruption and are closer to expressivist
values such as riot, protest but also army.

4. Final output: the semantic map

Utilizing the coordinates of the points on the two first axes which were obtained
from the correspondence analysis, we construct a system of 2 axes on which we
place all these points [3]. The output resembles a simple Cartesian field where x is
the first dimension (horizontal), and y is the second dimension (vertical). A third
dimension can be brought into the analysis by using a three-dimensional space,
visualizing the objects within a cube, or by presenting the different sets of the dimen-
sion by two.

The output is a semantic map, where all objects can be seen altogether, and their
positioning on the field can be explained in terms of the object’s proximity or opposi-
tion on each one of the dimensions.

In our example (Figure 6), we make the following observations:
The first axis is created by the opposing objects of: 1) group 1 (random students) and

group 4 (high school students), followed by characteristics such as low political interest,
getting informed by V-radio or friend and family, center left\center right, naturalistic
values, choosing not to be mobilized or act on an individual level if needed and 2) group
2 and group 3 (university students of the civic education course) with high political
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interest, left, getting informed by newspapers and social media, expressivists choosing
collective ways of mobilization.

The second axis depicts the antithesis between group 3 (online students of the civic
education course) who are connected to the online information about politics, in con-
trast to the in-class students of group 2 who are linked to collective ways of mobiliza-
tion. Additionally, the second axis is described by the antithesis between the set val_1
(Riot, Anonymous, Army, Protest), dem_5 (Riot, Deliberation, Volunteerism,
Clientelism, Rebellion, Protest) and the set val_6/val_9 (Mountain, Family/Mountain,
Family, Intimacy) and dem_3/dem_4 (Ancient Greece, Representative, Deliberation /e-
Democracy). This polarization is explained as the difference between the democratic
and moral discourses which were detected in the analysis.

5. Conclusion

The method presented in this chapter, as applied in the example of a survey among
universities and high school in Thessaloniki, follows the application of HCA and MCA
(or AFC) in two steps.

The added value of the presented methodological approach lies in its competence
to utilize an advanced clustering method that incorporates the dimension reduction
function of correspondence analysis. Clustering in multiple stages of the analysis,
produces summarized variables that can describe the overall behavior or profile of the

Figure 6.
The semantic map, visualizing in a Cartesian field (x,y) the categories of all variables positioned according to their
coordinates from AFC.
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subjects. Then these new cluster membership variables can be associated with the
categories of the variables used in the clustering analysis, therefore we can associate
each cluster not only with its subjects but with the categories as well. In the second
step, the joint analysis of the cluster membership variables together with the rest of
the variables of the analysis, produces a comprehensive clustering of all items
together, associating them again with the categories of the variables. This procedure
allows the researcher to have a full and comprehensive overview of the profiles of
each cluster.

Moreover, correspondence analysis brings forward the inner competition of the
phenomenon, extracting multiple dimensions that explain the dynamics within it. The
coordinates of each object give a better understanding of the distances between them,
and when analyzed again with HCA we get the final fully described clusters. The
coordinates can visualize the phenomenon in a simple two-dimensional space or even of
more dimensions, where the observer can comprehend in more detail the revealed inner
relationships or oppositions among the subjects and the objects of the analysis.
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