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Preface

From a scientific point of view in the general field of hydraulics, the study of natural and
artificial water systems is the most widespread approach for the correct management of
such a vital resource for the human species as water. However, it is very difficult to give a
holistic view of the different reference areas of this kind of study. Indeed, a “holistic ap‐
proach” means an “integrated” intervention, able to exploit the strengths of different disci‐
plines: physical, biological, chemical, oceanographic, etc. It is an approach that is by nature
flexible as it uses different techniques and methodologies, and it is utilized in an extremely
wide application field. The difficulty experienced by the operators in studying a process
with water as its object is therefore considerable and it requires undoubtedly the collabora‐
tion of several figures with different specializations.

This multidisciplinary book has the ambition of bringing together various studies on different
water systems to demonstrate the vastness of the topic. In this way, the reader, researcher or
professional, can range from one field to another, always having in mind as a guiding thread
the matter “water,” with the aim to better comprehend water body modeling techniques and
the solution of the most varied problems. It is designed for those working in the field of envi‐
ronmental engineering and environmental sciences to integrate their knowledge on different
scientific and practical approaches to water systems, all through practical experience.

Daniela Malcangio, PhD
Department of Civil, Environmental, Land, Building Engineering and Chemistry

(DICATECh)
Polytechnic University of Bari, Italy



Preface

From a scientific point of view in the general field of hydraulics, the study of natural and
artificial water systems is the most widespread approach for the correct management of
such a vital resource for the human species as water. However, it is very difficult to give a
holistic view of the different reference areas of this kind of study. Indeed, a “holistic ap‐
proach” means an “integrated” intervention, able to exploit the strengths of different disci‐
plines: physical, biological, chemical, oceanographic, etc. It is an approach that is by nature
flexible as it uses different techniques and methodologies, and it is utilized in an extremely
wide application field. The difficulty experienced by the operators in studying  a process
with water as its object is therefore considerable and it requires undoubtedly the collabora‐
tion of several figures with different specializations.

This multidisciplinary book has the ambition of bringing together various studies on different
water systems to demonstrate the vastness of the topic. In this way, the reader, researcher or
professional, can range from one field to another, always having in mind as a guiding thread
the matter “water,” with the aim to better comprehend water body modeling techniques and
the solution of the most varied problems. It is designed for those working in the field of envi‐
ronmental engineering and environmental sciences to integrate their knowledge on different
scientific and practical approaches to water systems, all through practical experience.

Daniela Malcangio, PhD
Department of Civil, Environmental, Land, Building Engineering and Chemistry

(DICATECh)
Polytechnic University of Bari, Italy



Chapter 1

Introductory Chapter: Applications in Water Systems

Daniela Malcangio

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.76639

Provisional chapter

DOI: 10.5772/intechopen.76639

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Introductory Chapter: Applications in Water Systems

Daniela Malcangio

Additional information is available at the end of the chapter

1. Introduction

Water is, without doubt, an essential and basic resource for the existence of life on the planet, 
as it is the primary component of the ecosystem and is used for many purposes, three of which 
are of main importance, that is, irrigation, industry, and domestic application. Therefore, water 
security challenges may affect the environmental, economic, and social stability of the world. 
The seriousness of these conditions highlights the need to examine the impact of climate change 
acting at the planetary level on water security and people movement. This topic is addressed in 
Chapter 1, which investigates the effect of rainfall and temperature, which are climate change 
variables, on water security and people movement in three Sub-Saharan African countries. The 
study reveals increasing rural-urban migrations in the next decade in the selected countries due 
to high rainfall variabilities and increasing temperatures, using VAR and granger causality tests. 
There will be a large number of rural communities leaving from their villages to urban areas due 
to water availability conditions and poor agricultural production levels, with all that follows.

With the evolution of urbanization, industrialization, and intensive agricultural practices, one 
of the most damaged natural elements is water, and then the aquatic environment. Therefore, 
the need to pay more attention to the quality of all types of water bodies including river 
reaches, lakes, reservoirs, estuaries, and coastal waters, to analyze the effects and locate the 
causes of their pollution and to manage it, has led to the development of water quality mod-
els. Since pollutants, which flow into the water bodies are transferred by both advection and 
diffusion and react chemically and biologically, the priority is to configure the hydrodynamic 
processes that occur in the target area. Thus, hydrodynamic models able to simulate circula-
tion and currents are jointly needed. Two different applications of hydrodynamic modeling 
in similar water bodies, i.e. lakes, are presented in this book. Chapter 2 concerns the study of 
the effect of wind waves, when the probability of occurrence of the wind direction is given by 
a circular or elliptic distribution, on the shape of shallow water bodies, initially rectangular or 
triangular. The segmentation of these water bodies into circular or elliptic lakes is predicted 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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in each case using the BG model. Chapter 3 aims to improve understanding of the hydrody-
namic characteristics in different tropical lakes located in Malaysia, for which current knowl-
edge remains inadequate due to the absence of long-term monitoring data. Chapter 4 focuses 
on the fundamental concepts and principles of surface water analysis, and the application of 
a model that combines hydrodynamics and water quality. The fundamentals of surface water 
hydrodynamics and quality including water properties, hydrodynamic processes, governing 
equations, the fate of contaminants, and their transport are reviewed. Two case studies, the 
hydrodynamic and quality modeling of a lake and a river, are presented in this section to show 
how the respective models are applied for different kinds of water bodies. The aim is to help 
improve the understanding of the different hydrodynamic processes involved in nature, in 
order to facilitate decision making in real surface water systems management.

Another important aspect of environmental hydraulics is the solid transport. Suspended sedi-
ment transport in large rivers is constituted mainly by cohesive sediments, which form aggre-
gates or flocs. The removal of cohesive sediments in aquaculture tanks that are close to these 
water bodies is a difficult problem. Due to its size, density, and shape, the hydrodynamic 
behavior of flocs is very different from that of noncohesive sediments as they depend on 
the interaction with the water column. Chapter 5 shows a model to estimate the floc settling 
velocity using the fractal theory and by including an adequate definition of the drag coef-
ficient for permeable flocs. The goodness of the results is validated using experiments with 
flocs from aquaculture recirculation tanks that cultivate trout. The most suitable methods 
for analyzing the size and the settling velocity of flocs are shown to be the optical methods, 
because they do not destroy flocs and allow for microscopic analysis.

The management of water quality concerns the control of pollution caused by human activity, 
so that the water is not degraded to the point that it is no longer suitable for planned uses. If 
this happens when the use is drinking, it becomes essential to establish an alarm situation that 
blocks the supply of water. Chapter 6 describes an interesting methodology for abnormality 
detection in water network. More specifically, a noise pattern analysis is used (i) to dem-
onstrate how water quality events can be classified and then (ii) to reduce the level of false 
alarms in the monitoring system. The analysis carried out in this section, assisted by practical 
examples, can also assist control systems in regard to the automatic classification process of 
observed events, in order to reduce the level of false alarms in water monitoring systems.

Finally, I would like to express my personal appreciation to all the authors who have contrib-
uted to giving life to this book. I am sure that all the contributions can give interesting insights 
to the scientific world inherent in the field of Hydraulics and Environmental Engineering.
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Abstract

Water is essential for the existence of living organisms including humans. Water is 
needed in farms to grow crops, firms and manufacturing industry to produce products 
and services. This chapter examines water resources availability and management in 
Sub-Saharan Africa (SSA) in climate change perspective using vector auto-regression 
(VAR) time series analysis. Water is known to be unevenly distributed among countries 
and continents around the world, particularly in Sub-Sahara Africa; the water availability 
varies between member countries and regions in the individual country, water supply 
systems experience enormous pressure to make water accessible to people in both rural 
and urban communities. Water security remains to be an integral part of the SSA’s effort 
to achieve food security and supply, halve poverty and eradicate hunger. This chapter 
more importantly aims to investigate impact of rainfall and temperature issues––that are 
climate change proxy variables––on water security and people movement in three Sub-
Saharan African countries that are Democratic Republic of Congo, Kenya and Niger. This 
article assesses some possible causes of migration from rural to urban area using VAR 
and granger causality tests; this process involves four variables namely Rural Migration 
‘MR’, Urban Migration ‘MU’, Rainfall ‘Rain’ and Temperature ‘Temp’. The model pre-
dicts rainfall and temperature across 10 years and examines how these changes impact 
water availability and people movement in relevant countries. This study finds that some 
countries are experiencing water security challenges upon which large numbers migrate 
to urban areas. The study reveals that variations in rainfall and temperature have com-
pounded people movements from rural areas. It is noted that the agricultural production 
in SSA have not improved over time and in fact, it has further decreased due to the move 
away from rural areas by many farmers.

Keywords: Sub-Saharan African, climate change, rainfall, temperature, VAR analysis, 
rural-urban migration
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1. Introduction

Not only countries from Sub-Saharan Africa (SSA) are experiencing water security challenges, 
other developing countries in the world are also facing water security problems. Water security 
challenges may affect the environmental, economic and social stability and wellbeing in these 
countries particularly those in SSA regions. The seriousness of these circumstances highlights 
the need to examine the impact of climate change factors––rain and temp–– that may have 
water security and people movement in SSA. Water security in SSA has been an essential part 
of the SSA’s attempt to achieve sustainable food security and the aim is to eradicate hunger 
and halve poverty. The chapter selects three Sub-Saharan African countries on the grounds of 
geographical location, population size and growth rates, people migration, climatic change 
conditions, current and projected water resources in terms of renewable fresh water resources 
(m3/capita/yr), as well as economic stability and development.

Water is essential for the existence of life on the planet, it is the primary component of the 
ecosystem and is used for many purposes [1–3]. The three main purposes are agriculture, 
industry and domestic, water is also utilized in energy production, transport and recreation. 
Economic activities, agricultural development and environmental systems could only exist 
when there is water available to them [4–8]. Nelson Mandela said “Among the many things 
that I learnt as president was the centrality of water in the social, political and economic affairs of 
the country, the continent and the world” [9, 6, 10]. Lack of the necessary water infrastructure 
appears to be a major challenge faced in the developing countries, particularly those in SSA 
[11]. In SSA, water availability and accessibility processes are complicated and time consum-
ing; for instance, in some SSA regions where hours are spent each day by household members 
to collect water for domestic consumption. It is estimated that a round trip takes an average 
of 36 min to collect drinking water [5]. The amount of fresh water per capita in the SSA has 
declined; it dropped about 30% since 1990 [11]. According to [12], 30% of world population 
lives in dry lands that have only 8% of the total renewable freshwater resources. Climate 
change is expected to exacerbate water security situation in these areas that are already under 
water stress. Figure 1 presents world’s environmental hotspots and migration.

To describe water scarcity, there have been several definitions that were in use in recent 
decades, while majority of these definitions did not receive an unreserved recommenda-
tion; however, there has been common view of the primary requirements of water scarcity 
definition. One of the main requirements of water scarcity definition is that it must suggest 
possible ways to conduct both quantitative and qualitative assessments. The World Water 
Development Report listed some of these definitions and defines water scarcity as “The point 
at which the aggregate impact of all users impinges on the supply or quality of water under prevailing 
institutional arrangements to the extent that the demand by all sectors, including the environment, 
cannot be satisfied fully, a relative concept that can occur at any level of supply or demand. Scarcity 
may be a social construct (a product of affluence, expectations and customary behaviour) or the conse-
quence of altered supply patterns stemming from climate change. Scarcity has various causes, most of 
which are capable of being remedied or alleviated” [13–15].

Water scarcity is the situation where the available fresh water per capita is less than 1000 m3 
per annum––in other words, the minimum agreed amount of fresh water for human survival 
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is around 35,318.3 ft3/yr or 1000 m3/yr [7, 14, 15]. Further, a water stress situation exists when 
the available fresh water per capita per annum is higher than 1000 m3/capita/yr and less than 
1700 m3/capita/yr [14–17]. On the other hand, water shortage is defined as the ratio of the total 
fresh water withdrawal to the available rainfall [18]. The condition of water scarcity (WSC) can 
also exist when the demand of fresh water (WD) exceeds the fresh water supply (WS) available 
in a certain period and/or place, that is, when water requirements of some sectors are not met. 
Water scarcity can also be expressed as a formula: WSC = WD ≥ WS; [13]. Figure 2 presents 
water availability for some African countries in 1999 and 2025. In fact, the World Bank reported 
that Niger has been under water scarcity condition since 1962 and had 183 m3 of renewable 
internal freshwater resources per capita in 2014, therefore water availability condition shown 
for Niger in Figure 2 seems to incorrect.

Despite that Sub-Saharan African region appears to have enough water resources all around 
the year [20], these waters are unevenly distributed between member states. There has been 
sufficient rainfall in Central Africa region due to the humid and semi-humid weather condi-
tions, these favourable rainfall conditions resulted water resources abundance in this region. 
In contrast, there have been considerable rainfall fluctuations in dry and semi-dry regions that 
experience temperate and semi-temperate climates. The precipitation in these regions char-
acterize high intensity but occurs within short periods of time; often producing floods and 
rainwater runoff washing fertile topsoil to downstream [21]. Moreover, Zambia, Angola and 
Mozambique experienced intense rainfalls in 2000 that caused subsequent floods. However, 
such heavy rainfalls seem not to have improved the water availability. In fact they have all 
experienced droughts over the past three decades [22]. The SSA rainfall fluctuation, frequency 
and amount are met by similar increases in levels of dryness in the region [23]. A period of 
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In contrast, there have been considerable rainfall fluctuations in dry and semi-dry regions that 
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experienced droughts over the past three decades [22]. The SSA rainfall fluctuation, frequency 
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low rainfall means a period of scarcity of both feed and water, and an increase in distances 
to suitable grazing areas [24]; this study also notes that among small-scale farmers, rainfall is 
the most important climatic factor that is critical to their survival, particularly for crop growth 
and livestock herds. Geographically, SSA falls below the Sahara Desert and consists of the 
vast majority of African countries. The countries that fall in the Northern Africa region that 
are Egypt, Libya, Tunisia, Algeria and Morocco are not in SSA [25]. SSA has an estimated land 
area of 24.24 million km2 [26].

In this chapter, authors critically review the water security and migration situation in SSA 
region by using a country by country analysis of three selected countries from SSA region. The 
main aim of this study is to examine water resources availability and accessibility and how 
rainfall and temperature variations and distributions have impacted water security and people 
urban migration in the region. The study attempts to identify pull and push factors that appear 
to affect the people movement from rural to urban areas in SSA. The selected SSA countries are 
Democratic Republic of Congo (DRC), Kenya and Niger. This study uses VAR and Granger cau-
sality methods to analyse rainfall and temperature and their impact on rural/urban migration.

2. Background

Africa is considered to be the second driest continent in the world after Australia [27, 28]. 
It is predicted that 25 countries in Africa may experience water stress condition by the year 
2025 [29, 30]. Nevertheless, world’s longest rivers flow within Africa, the Nile River followed 

Figure 2. Water availability for some African countries in 1999 and 2025 [19].
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by other main rivers in SSA regions such as the Congo, Zambezi and Niger Rivers. In addi-
tion to that, SSA has Lake Victoria, which is the second largest lake in the world [29, 31, 32]. 
Approximately 53% of Africa is believed to be water abundant and about 61% of the total pop-
ulation live in this region which also holds about 95% of the total renewable water resources 
of the continent [31]. Nonetheless, it is predicted that by 2025 Africa’s water abundance area 
may shrink to 35 and 24% of the population that will inhabit in water abundance areas that 
holds 78% of available renewable water resources. In contrast, the combined water scarcity 
and deficit areas is expected to increase from 47% of (2000) to 65% in 2025, holding only 22% 
of the total renewable water resources; so 76% of Africa’s population will live in water scarcity 
and deficit areas in 2025 as shown in Table 1.

Sub-Saharan Africa has 24.24 million km2 [26, 32] that is equal to 18% of the world’s land [33] 
and the average annual rainfall of SSA is estimated to around 815 mm/yr. However, there 
have been considerable variations of rainfall amounts in SSA’s sub regions; that may be due 
to climatic differences [34]. Compounding rainfall fluctuation will be the anticipated effects 
of climate change that will cause more challenges that are yet to be seen. For instance, this 
may include sudden and large increase in rainfall fluctuations and distribution in the SSA 
region, creating natural disasters such as floods and droughts have been noted [2, 6, 35, 36]. 
For instance, annual rainfalls in Sierra Leone, Liberia, Seychelles and Mauritius may reach 
2000 mm/yr [34]. In contrast, parts of South Africa and eastern Namibia the annual rainfall is 
less than 100 mm/yr. Further rainfall in northern Niger may be as low as 10 mm/yr [34]. Hell 
et al. [37] reported that rainfall in the African is unevenly distributed and added that fewer 
people live regions that often receive higher rainfall compared to overpopulated regions that 
receive lower rainfall. According to Temesgen [38], in 2009 around 260 million people in SSA 
(41% of SSA’s population) lived in dry areas that are vulnerable to drought.

Faurès and Santini [34] reported that production factors such as land and water resources 
may be abundant in SSA but the region continues to experience a falling GDP of 0.6% since 
2004 [38]. Agriculture remains to be the main source of food to SSA’s low socioeconomic com-
munities; rainfed agriculture is anticipated to be the dominating food production system in 
SSA in foreseeable future. Number of people living under poverty level and undernourished 
worldwide has been falling in recent decades in general and in Asia in particular. In SSA, the 
number of people living under the poverty line has not decreased considerably compared to 
other world regions. Further, SSA has made limited progress in improving the lives of poor 

Countries with water 2000 2025

Area % Population % Water % Area % Population % Water %

Abundance 52.5 60.8 95.2 34.7 23.9 78.3

Scarcity 26.0 24.3 4.4 39.1 57.3 20.6

Deficit 21.5 14.9 0.4 26.2 18.8 1.1

Total African population 786 million 1428 million

Ashton [31].

Table 1. Water availability projections according to three different conditions in Africa 2000–2025.
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tion to that, SSA has Lake Victoria, which is the second largest lake in the world [29, 31, 32]. 
Approximately 53% of Africa is believed to be water abundant and about 61% of the total pop-
ulation live in this region which also holds about 95% of the total renewable water resources 
of the continent [31]. Nonetheless, it is predicted that by 2025 Africa’s water abundance area 
may shrink to 35 and 24% of the population that will inhabit in water abundance areas that 
holds 78% of available renewable water resources. In contrast, the combined water scarcity 
and deficit areas is expected to increase from 47% of (2000) to 65% in 2025, holding only 22% 
of the total renewable water resources; so 76% of Africa’s population will live in water scarcity 
and deficit areas in 2025 as shown in Table 1.

Sub-Saharan Africa has 24.24 million km2 [26, 32] that is equal to 18% of the world’s land [33] 
and the average annual rainfall of SSA is estimated to around 815 mm/yr. However, there 
have been considerable variations of rainfall amounts in SSA’s sub regions; that may be due 
to climatic differences [34]. Compounding rainfall fluctuation will be the anticipated effects 
of climate change that will cause more challenges that are yet to be seen. For instance, this 
may include sudden and large increase in rainfall fluctuations and distribution in the SSA 
region, creating natural disasters such as floods and droughts have been noted [2, 6, 35, 36]. 
For instance, annual rainfalls in Sierra Leone, Liberia, Seychelles and Mauritius may reach 
2000 mm/yr [34]. In contrast, parts of South Africa and eastern Namibia the annual rainfall is 
less than 100 mm/yr. Further rainfall in northern Niger may be as low as 10 mm/yr [34]. Hell 
et al. [37] reported that rainfall in the African is unevenly distributed and added that fewer 
people live regions that often receive higher rainfall compared to overpopulated regions that 
receive lower rainfall. According to Temesgen [38], in 2009 around 260 million people in SSA 
(41% of SSA’s population) lived in dry areas that are vulnerable to drought.

Faurès and Santini [34] reported that production factors such as land and water resources 
may be abundant in SSA but the region continues to experience a falling GDP of 0.6% since 
2004 [38]. Agriculture remains to be the main source of food to SSA’s low socioeconomic com-
munities; rainfed agriculture is anticipated to be the dominating food production system in 
SSA in foreseeable future. Number of people living under poverty level and undernourished 
worldwide has been falling in recent decades in general and in Asia in particular. In SSA, the 
number of people living under the poverty line has not decreased considerably compared to 
other world regions. Further, SSA has made limited progress in improving the lives of poor 
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people and reducing the number of people living under the poverty line. In fact, number of 
people living below the poverty line in SSA has risen considerably due to the implementa-
tion of the new definition for poverty, where the $1.00/day has increased to $1.25/day [39]. In 
2014, SSA had 214 million undernourished people (26.6% of the population) [40]. In 1990, East 
Asia/the Pacific and SSA’s contribution to the total number of people living under poverty 
line in the world were 52 and 15% respectively; after 23 years and in 2013, the percentage of 
the East Asia/the Pacific has dropped to 9%, while SSA’s contribution has increased to 51% in 
the same period. Table 2 shows percentage of people living on less than $1.25/day by world 
region between 1981 and 2005.

According to Faurès and Santini [34], SSA boasts more than 3880 km3/yr of internal renew-
able water resources. Central Africa Republic, Guinea, Madagascar and Democratic Republic 
of Congo are among water rich countries in SSA; in 2014 these countries had 28,776, 17,924, 
13,906 and 11,648 m3/yr of internal renewable water resources, respectively. The per capita 
internal renewable water resources of these countries have fallen from 90,559, 61,230, 56,106 
and 62,955 m3/yr in 1962, respectively. Central Africa Region receives about 40% of the annual 
rainfall in SSA around 7500 km3/yr and only 23% of the SSA population inhabit this region. 
Indraratna et al. [41] suggested that the uneven distribution of rainfall in SSA necessitates the 
implementation of suitable policies and water supply systems to enhance the sustainability 
of water usage in the region. Efficient water supply systems may enable local communities to 
get social stability, economic development and more importantly to achieve sustainable agri-
cultural production [42]. According to Temesgen [38], there has been number rainwater har-
vesting initiatives and water management systems in SSA; practices such as in situ and micro 
catchment are more popular than rainwater irrigation methods. The per capita share of internal 

Region 1990 1993 1996 1999 2002 2005 2008 2010 2011 2012 2013

East Asia and the 
Pacific

966 877 684 669 535 349 288 218 167 142 71

Eastern Europe and 
Central Asia

9 25 34 37 29 23 15 14 13 12 10

Latin America and 
the Caribbean

71 68 71 72 71 61 42 39 36 34 34

Middle East and 
Northern Africa

14 14 12 10 10 9 7 7 7 6 6

South Asia 505 541 517 532 552 508 465 400 328 293 256

Sub-Saharan  
Africa (SSA)

276 323 346 371 391 382 389 399 396 393 389

SSA (percent to 
total)

15 17 21 22 25 29 32 37 42 45 51

World 1840 1849 1664 1692 1588 1332 1205 1077 946 880 766

Roser and Ortiz-Ospina [42].

Table 2. People living on less than $1.25/day by world region 1990–2013 (million).
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renewable water resources in SSA has experienced a substantial decline from 16,500 m3 per 
inhabitant in 1960 to 5500 m3 per capita in 2005; about 65% fall [34, 42], this falling trend is 
mainly due to the significant increase of SSA’s population during this period. In some cases, 
countries like Niger, Ivory Coast and Uganda, the decline has been more dramatic, Table 3 
shows changes in available renewable internal freshwater resources per capita of six selected 
countries and SSA between 1962 and 2014.

Table 4 presents changes in per capita water availability by region for five decades between 
1950 and 2000. Africa’s per capita renewable internal freshwater resources shows the most 
significant decline, shrinking from 20,000 m3 of water per person in 1950 to 5100 m3 in 2000; 
this means that each person living in Africa lost about three quarters of their share of avail-
able water in just 50 years (Table 4). Figure 3 illustrates that the fresh water per capita share 
around the world has been decreasing since and predicts a continuous fall until 2050; even 
though water resources per capita have declined significantly in many world regions such as 
the Caribbean, Latin America and Northern America since 1950s, the United Nations predicts 
that people living is Africa and Asia will get the least share of water resources (per capita 
basis) by 2050.

Despite the rainfall fluctuations, SSA experiences higher temperatures that impact on agricul-
tural production in many parts of the region [44, 45]. Africa is a continent which is experiencing 
warmer seasons as part of the trend of global warming. It is predicted that temperatures will 
continue to rise and a growing threat to food production systems in SSA is imminent [44, 45]. In 
March 2013, the temperature in South Africa’s Vioolsdrif village recorded its hottest day ever 
measured on the area at 47.3°C. Similarly, the temperature in Navrongo, Ghana, reached 43°C 
on March 6, 2013, the hottest ever recorded. According to Fabusoro et al. [46], the patterns of 
rainfall and temperatures in the studied area appear to be following a similar upward trend, 
with temperatures rising at about 0.4°C/month/decade in southwest Nigeria. World average 
temperatures have increased about 0.85°C between 1886 and 2012, and it is anticipated that 
average global temperature will continue to increase, reaching around 1.5°C by the middle of 
the twenty-first century [24]. In the face of such evidence, we must acknowledge that the effects 
of climate change are real. In the Sub-Saharan African region, where the average temperature 
is rising, it is claimed by many that climate change is already affecting agriculture and pro-
duction levels [24, 47]. Between 1980 and 2000, the temperature records from the majority of 
weather stations in the SSA sub regions revealed progressive warming. Because of this rise in 
temperature, small farmers could grow crops which are tolerant to higher temperatures [24]. 
As shown in Figure 4, the annual average temperatures of three Sub-Saharan African countries 
considered in this study have shown a fluctuating trend between 1900 and 1960. More impor-
tantly, annual average temperatures of these countries have been rising significantly since 1960 
until 2015. It is predicted that average temperatures in these countries will continue to increase.

2.1. People movement and water security in SSA

Population is Sub-Saharan Africa has been growing rapidly since mid-twentieth century, it 
grew from 228 million in 1962 to reach 911 million in 2012 [14, 15]. In contrast, productive 
lands have been shrinking and the fast population growth led that SSA’s renewable fresh 
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people and reducing the number of people living under the poverty line. In fact, number of 
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able water resources. Central Africa Republic, Guinea, Madagascar and Democratic Republic 
of Congo are among water rich countries in SSA; in 2014 these countries had 28,776, 17,924, 
13,906 and 11,648 m3/yr of internal renewable water resources, respectively. The per capita 
internal renewable water resources of these countries have fallen from 90,559, 61,230, 56,106 
and 62,955 m3/yr in 1962, respectively. Central Africa Region receives about 40% of the annual 
rainfall in SSA around 7500 km3/yr and only 23% of the SSA population inhabit this region. 
Indraratna et al. [41] suggested that the uneven distribution of rainfall in SSA necessitates the 
implementation of suitable policies and water supply systems to enhance the sustainability 
of water usage in the region. Efficient water supply systems may enable local communities to 
get social stability, economic development and more importantly to achieve sustainable agri-
cultural production [42]. According to Temesgen [38], there has been number rainwater har-
vesting initiatives and water management systems in SSA; practices such as in situ and micro 
catchment are more popular than rainwater irrigation methods. The per capita share of internal 
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renewable water resources in SSA has experienced a substantial decline from 16,500 m3 per 
inhabitant in 1960 to 5500 m3 per capita in 2005; about 65% fall [34, 42], this falling trend is 
mainly due to the significant increase of SSA’s population during this period. In some cases, 
countries like Niger, Ivory Coast and Uganda, the decline has been more dramatic, Table 3 
shows changes in available renewable internal freshwater resources per capita of six selected 
countries and SSA between 1962 and 2014.

Table 4 presents changes in per capita water availability by region for five decades between 
1950 and 2000. Africa’s per capita renewable internal freshwater resources shows the most 
significant decline, shrinking from 20,000 m3 of water per person in 1950 to 5100 m3 in 2000; 
this means that each person living in Africa lost about three quarters of their share of avail-
able water in just 50 years (Table 4). Figure 3 illustrates that the fresh water per capita share 
around the world has been decreasing since and predicts a continuous fall until 2050; even 
though water resources per capita have declined significantly in many world regions such as 
the Caribbean, Latin America and Northern America since 1950s, the United Nations predicts 
that people living is Africa and Asia will get the least share of water resources (per capita 
basis) by 2050.

Despite the rainfall fluctuations, SSA experiences higher temperatures that impact on agricul-
tural production in many parts of the region [44, 45]. Africa is a continent which is experiencing 
warmer seasons as part of the trend of global warming. It is predicted that temperatures will 
continue to rise and a growing threat to food production systems in SSA is imminent [44, 45]. In 
March 2013, the temperature in South Africa’s Vioolsdrif village recorded its hottest day ever 
measured on the area at 47.3°C. Similarly, the temperature in Navrongo, Ghana, reached 43°C 
on March 6, 2013, the hottest ever recorded. According to Fabusoro et al. [46], the patterns of 
rainfall and temperatures in the studied area appear to be following a similar upward trend, 
with temperatures rising at about 0.4°C/month/decade in southwest Nigeria. World average 
temperatures have increased about 0.85°C between 1886 and 2012, and it is anticipated that 
average global temperature will continue to increase, reaching around 1.5°C by the middle of 
the twenty-first century [24]. In the face of such evidence, we must acknowledge that the effects 
of climate change are real. In the Sub-Saharan African region, where the average temperature 
is rising, it is claimed by many that climate change is already affecting agriculture and pro-
duction levels [24, 47]. Between 1980 and 2000, the temperature records from the majority of 
weather stations in the SSA sub regions revealed progressive warming. Because of this rise in 
temperature, small farmers could grow crops which are tolerant to higher temperatures [24]. 
As shown in Figure 4, the annual average temperatures of three Sub-Saharan African countries 
considered in this study have shown a fluctuating trend between 1900 and 1960. More impor-
tantly, annual average temperatures of these countries have been rising significantly since 1960 
until 2015. It is predicted that average temperatures in these countries will continue to increase.

2.1. People movement and water security in SSA

Population is Sub-Saharan Africa has been growing rapidly since mid-twentieth century, it 
grew from 228 million in 1962 to reach 911 million in 2012 [14, 15]. In contrast, productive 
lands have been shrinking and the fast population growth led that SSA’s renewable fresh 
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water resources (m3/capita/yr) to decline significantly. The interaction of these circumstances 
have resulted a large scale people movement in SSA, where people living is rural SSA has 
decreased from 85% in 1962 to 63% in 2012 [14, 15]. It is predicted that 50% of SSA population 
will live in urban areas by 2020 thus may lead to major problems for the cities in SSA [14, 15]. 
There is now evidence that suggests that SSA agriculture has been suffering from multiple 
difficulties including water shortages, shortage of farm workers and poor productive lands 
over recent times. In addition to this, there is now evidence that more SSA people are leaving 
from their rural areas to cities in significant numbers; a phenomenon which was predicted by 
[1]. Figure 5 shows the current and projected populations of the world by region.

Tularam and Hassan [14, 15] stated that decreasing water security condition in SSA will repre-
sent a major factor that causes human migration in the region. At present, SSA cities appear to 
be incapable to meet expectations of people migrating from their rural villages to urban areas; 
this led people to consider other regional and international destination. Europe remains to be 
the number one destination for SSA migrants crossing the Mediterranean Sea, thus refugee cri-
sis in Europe in recent times shows that the longer term impacts of water insecurity in SSA is yet 
unpredictable and if major underpinning factors of the water insecurity situation in SSA are not 
addressed properly, there is going to be undesirable consequences in the future. It is predicted 

Region 1950 1960 1970 1980 2000

Africa 20.0 16.5 12.7 9.4 5.1

Asia (excluding Oceania) 9.6 7.9 6.1 5.1 3.3

Europe (excluding the Soviet Union) 5.9 5.4 4.9 4.6 4.1

North America and Central America 37.2 30.0 25.2 21.3 17.5

South America 105.0 80.2 61.7 48.8 28.3

Rosegrant [43].

Table 4. Water availability per capita by region, 1950–2000 (1000 m3).

Figure 3. Water availability per capita in major world areas 1950–2050 [44].
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water resources (m3/capita/yr) to decline significantly. The interaction of these circumstances 
have resulted a large scale people movement in SSA, where people living is rural SSA has 
decreased from 85% in 1962 to 63% in 2012 [14, 15]. It is predicted that 50% of SSA population 
will live in urban areas by 2020 thus may lead to major problems for the cities in SSA [14, 15]. 
There is now evidence that suggests that SSA agriculture has been suffering from multiple 
difficulties including water shortages, shortage of farm workers and poor productive lands 
over recent times. In addition to this, there is now evidence that more SSA people are leaving 
from their rural areas to cities in significant numbers; a phenomenon which was predicted by 
[1]. Figure 5 shows the current and projected populations of the world by region.

Tularam and Hassan [14, 15] stated that decreasing water security condition in SSA will repre-
sent a major factor that causes human migration in the region. At present, SSA cities appear to 
be incapable to meet expectations of people migrating from their rural villages to urban areas; 
this led people to consider other regional and international destination. Europe remains to be 
the number one destination for SSA migrants crossing the Mediterranean Sea, thus refugee cri-
sis in Europe in recent times shows that the longer term impacts of water insecurity in SSA is yet 
unpredictable and if major underpinning factors of the water insecurity situation in SSA are not 
addressed properly, there is going to be undesirable consequences in the future. It is predicted 

Region 1950 1960 1970 1980 2000

Africa 20.0 16.5 12.7 9.4 5.1

Asia (excluding Oceania) 9.6 7.9 6.1 5.1 3.3

Europe (excluding the Soviet Union) 5.9 5.4 4.9 4.6 4.1

North America and Central America 37.2 30.0 25.2 21.3 17.5

South America 105.0 80.2 61.7 48.8 28.3

Rosegrant [43].

Table 4. Water availability per capita by region, 1950–2000 (1000 m3).

Figure 3. Water availability per capita in major world areas 1950–2050 [44].
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Figure 5. Current and projected populations of the world by region [49–51].

that Europe may see further waves of SSA migrants coming to the advanced economies, and 
it is almost unquestionable that SSA migrants arriving Europe will have significant implica-
tions to the service delivery systems in place in Europe, particularly in Italy, that represents the 
major transit hub for SSA migrants. Likewise, other major destinations of SSA migrants include 
Indonesia, where in recent years migrants from several SSA countries including Sudan and 
Somalia as well as other migrants from other Asian countries such as Iran, Iraq, Afghanistan, 
Myanmar, Bangladesh and Sri Lanka are used as a major transit hub on their way to Australia.

2.2. Environmental refugees

Climate change factors such as changing rainfall and temperature have impacted rural com-
munities of SSA and limited people’s ability to establish a meaningful livelihood from their 
lands [52]. Norman [53] reported that the environmental refugee phenomenon emerged dur-
ing twentieth century and environmental refugees are defined as people who are forced to leave 
their original habitat because of some sort of environmental difficulty [54]. As noted in [55], the 
term “environmental refugees” was first used by Essam El-Hinnawi in 1985 where he defined 
environmental refugees as “those people who have been forced to leave their traditional habitat, tem-
porarily or permanently, because of a marked environmental disruption (natural and/or triggered by 
people) that jeopardized their existence and/or seriously affected the quality of their life” [56]. Since 
1985, researchers and experts in the people migration field have developed similar definitions 

Figure 4. Average annual temperatures of Democratic Republic of Congo, Kenya and Niger 1901–2015.
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of the environmental refugee [57, 58]. Environmental refugees are those “persons who no longer 
gain a secure livelihood in their traditional homelands because of environmental factors of unusual 
scope, notably drought, desertification, deforestation, soil erosion, water shortages and climate change, 
also natural disasters as cyclones, storm surges and floods” [57, 58]. On the other hand, the United 
Nations High Commissioner for Refugees (UNHCR) has adapted a new term “environmentally 
displaced persons” aiming to minimize the use of the term “refugee” and refers environmentally 
displaced persons as those “who are displaced from or who feel obliged to leave their usual place 
of residence, because their lives, livelihoods and welfare have been placed at serious risk as a result of 
adverse environmental, ecological or climatic processes and events” [57]. About 50 million environ-
mental refugees were recorded in 2010 and it is projected that the number of environmental 
refugees will increase to 200 million by the year 2050 [54, 58]. SSA appears to be a major 
contributor to the number of the environmental refugees in the world, and remains to hold a 
prime position [53]. It is crucial to adapt economic and social development strategies in SSA to 
improve the livelihood of SSA rural communities and to reduce poverty levels [59].

This chapter critically reviews water security and human migration issues of selected Sub-
Sahara African countries. Changes in water security and human migration patterns are inves-
tigated with respect to the climate change variables of rainfall and temperature using time 
series framework. The authors analyse the water and population-related statistics of several 
SSA countries with respect to the rates of population growth, availability and accessibility of 
water resources, and assess possible effects of climate change factors (Rain and Temp); with 
regard to water resources availability and usage. Rural and urban migrations of these coun-
tries are also analysed to identify migration push and pull factors. A special consideration will 
be given to the migration patterns recently observed and the likelihood of water scarcity or 
stress in the future. In the following section, information about Democratic Republic of Congo 
(DRC), Kenya (KEN) and Niger (NER) is presented followed by methodology, then results 
and discussion and finally conclusion of the chapter.

2.3. Democratic Republic of Congo (DRC)

The Democratic Republic of Congo (DRC) also referred as Zaire, locates in the African Great 
Lakes region of Central Africa and borders with nine Sub-Saharan African countries namely 
Angola, Zambia, Tanzania, Burundi, Rwanda, Uganda, South Sudan, Central African Republic 
and Congo-Brazzaville. DRC is the largest country in SSA and has 2.34 million km2 of land 
and considered to have large deposits of many natural resources such as oil, diamonds, cop-
per and cobalt. Moreover, DRC is also known to as Africa’s water rich country, it holds 23 and 
52% of Africa’s internal renewable water resources and surface water reserves, respectively 
[60]. DRC is the third most populated country in SSA after Nigeria and Ethiopia. Similar to 
most of SSA countries, the DRC population is growing fast and increased from 16.2 million in 
1962 to about 69.57 million in 2012 [61]. A significant composition change in the population 
was noted where in 2012 around 45% of the DRC population was below the age of 15 years 
and only about 3% of the population was 65 years and over. In contrast, poverty is widespread 
in DRC and about 60% of the population lives below the poverty line ($1.25/day), and it is 
ranked as one of the world’s poorest countries and positions number 186 out of 186 countries 
also co-held by Niger another in SSA country [62]. Two-thirds the country falls to the south of 
the Equator and one-third to the north [63]. The climate in DRC is cool and dry in the southern 
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Figure 5. Current and projected populations of the world by region [49–51].
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tions to the service delivery systems in place in Europe, particularly in Italy, that represents the 
major transit hub for SSA migrants. Likewise, other major destinations of SSA migrants include 
Indonesia, where in recent years migrants from several SSA countries including Sudan and 
Somalia as well as other migrants from other Asian countries such as Iran, Iraq, Afghanistan, 
Myanmar, Bangladesh and Sri Lanka are used as a major transit hub on their way to Australia.

2.2. Environmental refugees

Climate change factors such as changing rainfall and temperature have impacted rural com-
munities of SSA and limited people’s ability to establish a meaningful livelihood from their 
lands [52]. Norman [53] reported that the environmental refugee phenomenon emerged dur-
ing twentieth century and environmental refugees are defined as people who are forced to leave 
their original habitat because of some sort of environmental difficulty [54]. As noted in [55], the 
term “environmental refugees” was first used by Essam El-Hinnawi in 1985 where he defined 
environmental refugees as “those people who have been forced to leave their traditional habitat, tem-
porarily or permanently, because of a marked environmental disruption (natural and/or triggered by 
people) that jeopardized their existence and/or seriously affected the quality of their life” [56]. Since 
1985, researchers and experts in the people migration field have developed similar definitions 
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of the environmental refugee [57, 58]. Environmental refugees are those “persons who no longer 
gain a secure livelihood in their traditional homelands because of environmental factors of unusual 
scope, notably drought, desertification, deforestation, soil erosion, water shortages and climate change, 
also natural disasters as cyclones, storm surges and floods” [57, 58]. On the other hand, the United 
Nations High Commissioner for Refugees (UNHCR) has adapted a new term “environmentally 
displaced persons” aiming to minimize the use of the term “refugee” and refers environmentally 
displaced persons as those “who are displaced from or who feel obliged to leave their usual place 
of residence, because their lives, livelihoods and welfare have been placed at serious risk as a result of 
adverse environmental, ecological or climatic processes and events” [57]. About 50 million environ-
mental refugees were recorded in 2010 and it is projected that the number of environmental 
refugees will increase to 200 million by the year 2050 [54, 58]. SSA appears to be a major 
contributor to the number of the environmental refugees in the world, and remains to hold a 
prime position [53]. It is crucial to adapt economic and social development strategies in SSA to 
improve the livelihood of SSA rural communities and to reduce poverty levels [59].

This chapter critically reviews water security and human migration issues of selected Sub-
Sahara African countries. Changes in water security and human migration patterns are inves-
tigated with respect to the climate change variables of rainfall and temperature using time 
series framework. The authors analyse the water and population-related statistics of several 
SSA countries with respect to the rates of population growth, availability and accessibility of 
water resources, and assess possible effects of climate change factors (Rain and Temp); with 
regard to water resources availability and usage. Rural and urban migrations of these coun-
tries are also analysed to identify migration push and pull factors. A special consideration will 
be given to the migration patterns recently observed and the likelihood of water scarcity or 
stress in the future. In the following section, information about Democratic Republic of Congo 
(DRC), Kenya (KEN) and Niger (NER) is presented followed by methodology, then results 
and discussion and finally conclusion of the chapter.

2.3. Democratic Republic of Congo (DRC)

The Democratic Republic of Congo (DRC) also referred as Zaire, locates in the African Great 
Lakes region of Central Africa and borders with nine Sub-Saharan African countries namely 
Angola, Zambia, Tanzania, Burundi, Rwanda, Uganda, South Sudan, Central African Republic 
and Congo-Brazzaville. DRC is the largest country in SSA and has 2.34 million km2 of land 
and considered to have large deposits of many natural resources such as oil, diamonds, cop-
per and cobalt. Moreover, DRC is also known to as Africa’s water rich country, it holds 23 and 
52% of Africa’s internal renewable water resources and surface water reserves, respectively 
[60]. DRC is the third most populated country in SSA after Nigeria and Ethiopia. Similar to 
most of SSA countries, the DRC population is growing fast and increased from 16.2 million in 
1962 to about 69.57 million in 2012 [61]. A significant composition change in the population 
was noted where in 2012 around 45% of the DRC population was below the age of 15 years 
and only about 3% of the population was 65 years and over. In contrast, poverty is widespread 
in DRC and about 60% of the population lives below the poverty line ($1.25/day), and it is 
ranked as one of the world’s poorest countries and positions number 186 out of 186 countries 
also co-held by Niger another in SSA country [62]. Two-thirds the country falls to the south of 
the Equator and one-third to the north [63]. The climate in DRC is cool and dry in the southern 
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highlands with a cold, alpine climate in the Rwenzori Mountains and hot and humid in the 
river basin [64]. South of the Equator, the rainy season starts in October and lasts until May 
and in the north of the Equator, rain starts April and continues until November. In addition 
to this, rainfall is fairly regular throughout the year along the Equator [65]. The annual aver-
age rainfall in DRC ranges from 1000 to 1700 mm and average annual temperatures ranges 
18–32°C. DRC experiences periodic climatic events such as seasonal flooding in the east and 
droughts in the south. These events are may be directly related to the significant variations of 
the rainfall in DRC abundance or lack of precipitation.

AGRA [24] and Chijioke et al. [44, 48] reported that the average temperature is increasing in the 
Sub-Saharan African region. They also noted that climate change is already affecting agricul-
ture and production levels. Between 1980 and 2000, the temperature records from the major-
ity of weather stations in the SSA sub regions revealed progressive warming. In line to these 
conditions, food security appears to be a major concern in DRC. There have been constant food 
insecurities in as much of DRC’s rural communities and this may have resulted people move-
ment from rural to urban areas. According to Alinovi et al. [66], the number of undernourished 
people in DRC has tripled from 12 to 36 million, and the prevalence increased from 31 to 72% 
of the population. In 2002, about 80% of the Congolese population lived below the poverty line 
of around US$0.2 per day [67]. Climate change also causes major events in DRC, for example, 
between 1974 and 2003, 19 natural disasters were recorder in DRC. Lukamba [68] noted that the 
Congo River of 4700 km length crosses the country from East to West and its water levels have 
been increasing steadily and posed risk to communities on its path including the 12 million 
people living in the capital Kinshasa. DRC is considered to be one of the most vulnerable and 
affected countries natural disasters. In some occasions, these climatic conditions trigger com-
munities to mobilize and move to other locations seeking better food security conditions. In the 
following section, people movement in rural and urban areas as well as rainfall and tempera-
ture in DRC will be analysed and changes on these factors will be predicted in the next decade.

2.4. Kenya

Kenya is situated in the Eastern Africa region and borders Somalia, Ethiopia, South Sudan, 
Uganda, Tanzania and the Indian Ocean. Kenya has a 582,646 km2 of land including 11,230 km2 
of water covered land. About 16% of Kenya’s land is potentially suitable for agriculture, where 
84% of the land is arid and semi-arid that is suitable for livestock or irrigated agriculture [69]. 
Kenya has dry and humid climates; that is probably the reason Kenya experiences critical 
water crisis. In Kenya, there has been a high variability of rainfall in terms of time and place 
and hence this had undesirably affected agricultural production. Presently Kenya is under 
water scarcity situation and the renewable fresh water per capita is 718.1 m3/yr [61] stating 
that total internal renewable water resources per capita has dropped from 3558 m3/yr in 1962 
to 484.2 m3/yr in 2011. Not surprisingly, it is predicted that the renewable freshwater per 
capita in Kenya will fall to 235 m3/yr by the year 2025. UNEP (United Nations Environmental 
Programme) has announced the water crisis in Kenya as critical water scarce [70]. Kenya had 
a population of around 41 million in 2010 and it has been growing rapidly [71]. Nyanchaga 
[69] noted that Kenyan population has increased from 5.4 million in 1948 to 42 million in 2011. 
Rainfall in Kenya is highly variable and the annual average rainfall in the country is 630 mm. 
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Marshall [71] reported that the annual rainfall in Mt. Kenya reached 1800 mm and that the 
rainfall in the northern regions of the country is below 200 mm. Rainfed agriculture is the 
major contributor of the Kenyan economy as to the most of SSA countries [71].

2.5. Niger

Niger is another West African country used in this study. The country borders with Algeria, 
Benin, Burkina Faso, Chad, Libya, Mali and Nigeria. Country has around 1.3 million km2 
of land and 15% of arable land [61]. It had a population of about 17.15 million in 2012 [72]. 
Niger is one the fastest growing countries in SSA in terms of population. The World Bank [72] 
reported that the population has quintupled within five decades, increasing from 3.33 million 
in 1960 to 17.15 million in 2012. Beside this population growth, Niger is the poorest country 
in the world out of 186 countries and positions the 186th place with DRC [62]. Approximately 
61% of the population is classified as poor and live with less than $1/day. In line with other 
SSA countries, agriculture remains the dominant sector of the economy and accounts for 39% 
of the GDP in the year 2009. This means that agricultural production levels have significant 
impact to the annual economic growth. In fact, economic growth in Niger has been highly 
volatile due to the unfavourable farming conditions. EPRI [73] has noted that the economic 
growth rates were 3.2, 9.3 and −1.2% in 2007, 2008 and 2009, respectively. Climate change 
implications have affected Niger and the two main factors that affect the agricultural produc-
tion are desertification and frequent drought conditions [73]. On the contrary to other SSA 
countries, during the past 50 years urban population has been growing slowly in Niger, while 
the rural population increased considerably during the same period. For the past 40 years 
Niger has experienced a 0.6°C increase of the average temperature with a declining annual 
average rainfall. Niger has total internal renewable water resources (TRWR) of 3.5 km3; the 
TRWR per capita has dropped considerably from 973 m3/yr in 1962 to 183 m3/yr in 2014, this 
appears to have an inverse relationship to the rapidly growing population. Niger withdraws 
around 2.9% of the actual renewable water resources per year and this has affected the pres-
sure on freshwater withdrawal. In contrast to other SSA countries, Niger has higher percent-
ages of people with access to clean water. In 2015, 100% of people living in urban areas and 
48.6% of rural populations had access to clean water sources in Niger. In fact, 58.2% of the 
total population has access to clean water in Niger.

3. Methodology

3.1. Data sources and procedures

Three Sub-Saharan African countries were selected to test how climate change factors and 
population growth have impacted people movement (rural-urban migration). The Sub-
Saharan African countries involved in this study are Democratic Republic of Congo (DRC), 
Kenya (KEN) and Niger (NER). The data collected was over 56 year period from 1960 to 2015. 
The climate change proxy variable (rainfall and temperature) and the data were collected on 
monthly bases from the National Oceanic and Atmospheric Administration (NOAA) of USA, 
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highlands with a cold, alpine climate in the Rwenzori Mountains and hot and humid in the 
river basin [64]. South of the Equator, the rainy season starts in October and lasts until May 
and in the north of the Equator, rain starts April and continues until November. In addition 
to this, rainfall is fairly regular throughout the year along the Equator [65]. The annual aver-
age rainfall in DRC ranges from 1000 to 1700 mm and average annual temperatures ranges 
18–32°C. DRC experiences periodic climatic events such as seasonal flooding in the east and 
droughts in the south. These events are may be directly related to the significant variations of 
the rainfall in DRC abundance or lack of precipitation.

AGRA [24] and Chijioke et al. [44, 48] reported that the average temperature is increasing in the 
Sub-Saharan African region. They also noted that climate change is already affecting agricul-
ture and production levels. Between 1980 and 2000, the temperature records from the major-
ity of weather stations in the SSA sub regions revealed progressive warming. In line to these 
conditions, food security appears to be a major concern in DRC. There have been constant food 
insecurities in as much of DRC’s rural communities and this may have resulted people move-
ment from rural to urban areas. According to Alinovi et al. [66], the number of undernourished 
people in DRC has tripled from 12 to 36 million, and the prevalence increased from 31 to 72% 
of the population. In 2002, about 80% of the Congolese population lived below the poverty line 
of around US$0.2 per day [67]. Climate change also causes major events in DRC, for example, 
between 1974 and 2003, 19 natural disasters were recorder in DRC. Lukamba [68] noted that the 
Congo River of 4700 km length crosses the country from East to West and its water levels have 
been increasing steadily and posed risk to communities on its path including the 12 million 
people living in the capital Kinshasa. DRC is considered to be one of the most vulnerable and 
affected countries natural disasters. In some occasions, these climatic conditions trigger com-
munities to mobilize and move to other locations seeking better food security conditions. In the 
following section, people movement in rural and urban areas as well as rainfall and tempera-
ture in DRC will be analysed and changes on these factors will be predicted in the next decade.

2.4. Kenya

Kenya is situated in the Eastern Africa region and borders Somalia, Ethiopia, South Sudan, 
Uganda, Tanzania and the Indian Ocean. Kenya has a 582,646 km2 of land including 11,230 km2 
of water covered land. About 16% of Kenya’s land is potentially suitable for agriculture, where 
84% of the land is arid and semi-arid that is suitable for livestock or irrigated agriculture [69]. 
Kenya has dry and humid climates; that is probably the reason Kenya experiences critical 
water crisis. In Kenya, there has been a high variability of rainfall in terms of time and place 
and hence this had undesirably affected agricultural production. Presently Kenya is under 
water scarcity situation and the renewable fresh water per capita is 718.1 m3/yr [61] stating 
that total internal renewable water resources per capita has dropped from 3558 m3/yr in 1962 
to 484.2 m3/yr in 2011. Not surprisingly, it is predicted that the renewable freshwater per 
capita in Kenya will fall to 235 m3/yr by the year 2025. UNEP (United Nations Environmental 
Programme) has announced the water crisis in Kenya as critical water scarce [70]. Kenya had 
a population of around 41 million in 2010 and it has been growing rapidly [71]. Nyanchaga 
[69] noted that Kenyan population has increased from 5.4 million in 1948 to 42 million in 2011. 
Rainfall in Kenya is highly variable and the annual average rainfall in the country is 630 mm. 
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Marshall [71] reported that the annual rainfall in Mt. Kenya reached 1800 mm and that the 
rainfall in the northern regions of the country is below 200 mm. Rainfed agriculture is the 
major contributor of the Kenyan economy as to the most of SSA countries [71].

2.5. Niger

Niger is another West African country used in this study. The country borders with Algeria, 
Benin, Burkina Faso, Chad, Libya, Mali and Nigeria. Country has around 1.3 million km2 
of land and 15% of arable land [61]. It had a population of about 17.15 million in 2012 [72]. 
Niger is one the fastest growing countries in SSA in terms of population. The World Bank [72] 
reported that the population has quintupled within five decades, increasing from 3.33 million 
in 1960 to 17.15 million in 2012. Beside this population growth, Niger is the poorest country 
in the world out of 186 countries and positions the 186th place with DRC [62]. Approximately 
61% of the population is classified as poor and live with less than $1/day. In line with other 
SSA countries, agriculture remains the dominant sector of the economy and accounts for 39% 
of the GDP in the year 2009. This means that agricultural production levels have significant 
impact to the annual economic growth. In fact, economic growth in Niger has been highly 
volatile due to the unfavourable farming conditions. EPRI [73] has noted that the economic 
growth rates were 3.2, 9.3 and −1.2% in 2007, 2008 and 2009, respectively. Climate change 
implications have affected Niger and the two main factors that affect the agricultural produc-
tion are desertification and frequent drought conditions [73]. On the contrary to other SSA 
countries, during the past 50 years urban population has been growing slowly in Niger, while 
the rural population increased considerably during the same period. For the past 40 years 
Niger has experienced a 0.6°C increase of the average temperature with a declining annual 
average rainfall. Niger has total internal renewable water resources (TRWR) of 3.5 km3; the 
TRWR per capita has dropped considerably from 973 m3/yr in 1962 to 183 m3/yr in 2014, this 
appears to have an inverse relationship to the rapidly growing population. Niger withdraws 
around 2.9% of the actual renewable water resources per year and this has affected the pres-
sure on freshwater withdrawal. In contrast to other SSA countries, Niger has higher percent-
ages of people with access to clean water. In 2015, 100% of people living in urban areas and 
48.6% of rural populations had access to clean water sources in Niger. In fact, 58.2% of the 
total population has access to clean water in Niger.

3. Methodology

3.1. Data sources and procedures

Three Sub-Saharan African countries were selected to test how climate change factors and 
population growth have impacted people movement (rural-urban migration). The Sub-
Saharan African countries involved in this study are Democratic Republic of Congo (DRC), 
Kenya (KEN) and Niger (NER). The data collected was over 56 year period from 1960 to 2015. 
The climate change proxy variable (rainfall and temperature) and the data were collected on 
monthly bases from the National Oceanic and Atmospheric Administration (NOAA) of USA, 
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and then converted to annual terms (1901–2015). Due to migration, data availability issues, 
the annual population data (rural, urban and total populations) was collected from the World 
Bank. The vital statistics method has been used to indirectly measure the net internal migra-
tion (rural-unban) of these countries. The yearly natural growth rate of the population in 
each country accounted for and through this process the migration data were obtained. The 
time series data in this model consist of four variables that are Rural Migration (MR), Urban 
Migration (MU), Rainfall (Rain) and Temperature (Temp). The data were initially prepared in 
excel spreadsheets and then transferred to Stata. Stata is a comprehensive, integrated statisti-
cal software package that is used for data management, data analysis and to produce graph-
ics to visualize the data; Stata was developed in 1985 by Stata Corporation. Hashizume et al. 
[74] has utilized Stata software for rainfall and temperature time series analyses, similarly 
Ebrahim et al. [75] has suggested the appropriateness of Stata software for the analyses of 
migrations time series data.

3.2. Multivariate time series analysis: (VAR)

The vector auto-regression (VAR) model is among the most flexible multivariate analysis, well 
established, and proven models in multivariate time series analysis. Ideally, the model pro-
vides a natural extension from the univariate autoregressive models to multivariate models 
that include deterministic, endogeneous and exogeneous variables. The VAR has a multivari-
ate advantage, for the forecasts developed can be made conditional on the potential future 
trends in the other given variables. The proposed study will centre on the analysis of covari-
ance stationary multivariate time series using VAR models. Suppose that   Y  

t
   =   ( Y  

1,t
  ,   Y  

2,t
  , … .,  Y  

n,t
  )    ′   

represents a time series variable vector   (k × 1)   then an autoregressive model of the basic vector, 
having order p, VAR (p) becomes:

   Y  t   =  μ  1   +  α  11   Y  t−1   +  α  12   Y  t−1   + … + α  1p   Y  t−p   +  β  11    X  t−1   +  β  12   X  t−1   + … + β  1p   X  t−p   +  u  t    (1)

   X  t   =  μ  2   +  α  21   Y  t−1   +  α  22   Y  t−1   + … + α  2p   Y  t−p   +  β  21   X  t−1   +  β  22   X  t−1   + … + β  2p   X  t−p   +  u  t    (2)

OR

   Y  t   = c +  ∏  1    Y  t−1   +  ∏  2    Y  t−2   + … + ∏  p    Y  t−p   +  u  t    (3)

where t = 1, …, T and   (k × 1)   and   ∏  
i
    are coefficient matrices, c a   (k × 1)   constant vector and   u  

t
    a    (  k × 1  ) 

vector process for white noise with an unobservable zero mean, with  ∑  covariance matrix. The 
Stata software was used to determine the VAR lags most appropriate for each country. The lag 
selection process was performed using VAR diagnostics and tests method that enables to pos-
testimate the VAR lag order of the time series data. VAR (3) has been the best fit in most cases.

3.3. Granger causality test

A key part of the use of a VAR model is in its use for forecasting. Its structure gives informa-
tion on the ability of variables or variable groups to forecast other variables. Granger [76] 
introduced this intuitive notion of a variable’s ability to forecast. Should   Y  

1
    variable or variable 
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ity notion only suggests the ability to influence another variable.

A VAR(p) bivariate model for    Y  
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1t
  ,  Y  

2t
  )    ′  , can be used to identify the failure of    Y  

2
    to Granger 

cause    Y  
1
   , given that all p VAR matrices of coefficients are lower triangular. The Wald statistic 

can test p linear restrictions on coefficients. The coefficient matrices of VAR are diagonal in the 
event that both   Y  2   and  Y  

1
    fail to Granger cause each other. It is important to note that Granger 

causality is rather useful in finance and continues to be extensively used because it shows bi-
directional as well as uni-directional causal nature of the time series data. In essence, how and 
in what manner the other variables contribute to the prediction process of a given variable; 
that is, which variables or which information is crucial for the prediction process.

4. Results and discussion

Descriptive statistics briefly summarizes the rural and urban migration, rainfall and tempera-
ture time series data (1962–2015) of Democratic Republic of Congo, Kenya and Niger. Table 5 
presents central tenancy, data variabilities as well as spread of the data.

The following section presents VAR results of the analysis time series data of MR, MU, Rain 
and Temp of DRC, KEN and NER to assess how climate change variables Rain and Temp time 
series may impact rural-urban migration phenomenon of these countries in the future. The 
first step of the VAR analysis was the lag selection process. The goodness of fit statistics of 

Variable Min Max Mean Range P50 SD Variance

DRC_MR −115,821 79,940 6138.33 195,761 7663.5 37464.27 1.40E^9

DRC_MU −47,403 59,624 12386.24 107,027 9040 20682.77 4.28E^8

DRC_Rain 1208.6 1728.9 1488.00 426.5 1494.6 67.3 4534.5

DRC_Temp 23.60 25.00 24.06 1.299999 24.00 0.28 0.080

KEN_MR −115,821 79,940 6138.33 195,761 7663.5 37464.27 1.40E^9

KEN_MU −47,403 59,624 12386.24 107,027 9040 20682.77 4.28E^8

KEN_Rain 429.9 1005.7 645.60 527.4 640.8 100.7 10136.1

KEN_Temp 23.60 25.60 24.59 2 24.50 0.34 0.114

NER_MR −4708 18,450 5396.98 23,158 5649 5420.30 2.94E^7

NER_MU −13,695 7510 1782.02 21,205 1656.5 3708.77 1.38E^7

NER_Rain 106.8 269.1 185.60 162.3 183.2 32.3 1041.5

NER_Temp 26.20 28.80 27.34 2.199999 27.20 0.49 0.240

Table 5. Descriptive statistics summary of MR, MU, rain and temp time series data (1962–2015).
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and then converted to annual terms (1901–2015). Due to migration, data availability issues, 
the annual population data (rural, urban and total populations) was collected from the World 
Bank. The vital statistics method has been used to indirectly measure the net internal migra-
tion (rural-unban) of these countries. The yearly natural growth rate of the population in 
each country accounted for and through this process the migration data were obtained. The 
time series data in this model consist of four variables that are Rural Migration (MR), Urban 
Migration (MU), Rainfall (Rain) and Temperature (Temp). The data were initially prepared in 
excel spreadsheets and then transferred to Stata. Stata is a comprehensive, integrated statisti-
cal software package that is used for data management, data analysis and to produce graph-
ics to visualize the data; Stata was developed in 1985 by Stata Corporation. Hashizume et al. 
[74] has utilized Stata software for rainfall and temperature time series analyses, similarly 
Ebrahim et al. [75] has suggested the appropriateness of Stata software for the analyses of 
migrations time series data.

3.2. Multivariate time series analysis: (VAR)

The vector auto-regression (VAR) model is among the most flexible multivariate analysis, well 
established, and proven models in multivariate time series analysis. Ideally, the model pro-
vides a natural extension from the univariate autoregressive models to multivariate models 
that include deterministic, endogeneous and exogeneous variables. The VAR has a multivari-
ate advantage, for the forecasts developed can be made conditional on the potential future 
trends in the other given variables. The proposed study will centre on the analysis of covari-
ance stationary multivariate time series using VAR models. Suppose that   Y  

t
   =   ( Y  

1,t
  ,   Y  

2,t
  , … .,  Y  

n,t
  )    ′   

represents a time series variable vector   (k × 1)   then an autoregressive model of the basic vector, 
having order p, VAR (p) becomes:

   Y  t   =  μ  1   +  α  11   Y  t−1   +  α  12   Y  t−1   + … + α  1p   Y  t−p   +  β  11    X  t−1   +  β  12   X  t−1   + … + β  1p   X  t−p   +  u  t    (1)

   X  t   =  μ  2   +  α  21   Y  t−1   +  α  22   Y  t−1   + … + α  2p   Y  t−p   +  β  21   X  t−1   +  β  22   X  t−1   + … + β  2p   X  t−p   +  u  t    (2)

OR

   Y  t   = c +  ∏  1    Y  t−1   +  ∏  2    Y  t−2   + … + ∏  p    Y  t−p   +  u  t    (3)

where t = 1, …, T and   (k × 1)   and   ∏  
i
    are coefficient matrices, c a   (k × 1)   constant vector and   u  

t
    a    (  k × 1  ) 

vector process for white noise with an unobservable zero mean, with  ∑  covariance matrix. The 
Stata software was used to determine the VAR lags most appropriate for each country. The lag 
selection process was performed using VAR diagnostics and tests method that enables to pos-
testimate the VAR lag order of the time series data. VAR (3) has been the best fit in most cases.

3.3. Granger causality test

A key part of the use of a VAR model is in its use for forecasting. Its structure gives informa-
tion on the ability of variables or variable groups to forecast other variables. Granger [76] 
introduced this intuitive notion of a variable’s ability to forecast. Should   Y  

1
    variable or variable 
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ity notion only suggests the ability to influence another variable.

A VAR(p) bivariate model for    Y  
t
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  )    ′  , can be used to identify the failure of    Y  
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cause    Y  
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   , given that all p VAR matrices of coefficients are lower triangular. The Wald statistic 

can test p linear restrictions on coefficients. The coefficient matrices of VAR are diagonal in the 
event that both   Y  2   and  Y  

1
    fail to Granger cause each other. It is important to note that Granger 

causality is rather useful in finance and continues to be extensively used because it shows bi-
directional as well as uni-directional causal nature of the time series data. In essence, how and 
in what manner the other variables contribute to the prediction process of a given variable; 
that is, which variables or which information is crucial for the prediction process.

4. Results and discussion

Descriptive statistics briefly summarizes the rural and urban migration, rainfall and tempera-
ture time series data (1962–2015) of Democratic Republic of Congo, Kenya and Niger. Table 5 
presents central tenancy, data variabilities as well as spread of the data.

The following section presents VAR results of the analysis time series data of MR, MU, Rain 
and Temp of DRC, KEN and NER to assess how climate change variables Rain and Temp time 
series may impact rural-urban migration phenomenon of these countries in the future. The 
first step of the VAR analysis was the lag selection process. The goodness of fit statistics of 

Variable Min Max Mean Range P50 SD Variance

DRC_MR −115,821 79,940 6138.33 195,761 7663.5 37464.27 1.40E^9

DRC_MU −47,403 59,624 12386.24 107,027 9040 20682.77 4.28E^8

DRC_Rain 1208.6 1728.9 1488.00 426.5 1494.6 67.3 4534.5

DRC_Temp 23.60 25.00 24.06 1.299999 24.00 0.28 0.080

KEN_MR −115,821 79,940 6138.33 195,761 7663.5 37464.27 1.40E^9

KEN_MU −47,403 59,624 12386.24 107,027 9040 20682.77 4.28E^8

KEN_Rain 429.9 1005.7 645.60 527.4 640.8 100.7 10136.1

KEN_Temp 23.60 25.60 24.59 2 24.50 0.34 0.114

NER_MR −4708 18,450 5396.98 23,158 5649 5420.30 2.94E^7

NER_MU −13,695 7510 1782.02 21,205 1656.5 3708.77 1.38E^7

NER_Rain 106.8 269.1 185.60 162.3 183.2 32.3 1041.5

NER_Temp 26.20 28.80 27.34 2.199999 27.20 0.49 0.240

Table 5. Descriptive statistics summary of MR, MU, rain and temp time series data (1962–2015).
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the VAR model gave the R2 values shown in Table 6. The test of the model fit gave favourable 
results. As shown in Table 6, most of R2 values are above 0.70.

4.1. Democratic Republic of Congo (DRC)

The lag selection process suggested lag 3 for DRC time series. VAR (3) was used to assess 
the interaction between climatic variables and people movement. In other words how rain-
fall variability and rising temperatures may have impacted people movement in Democratic 
Republic of Congo. VAR results have shown that temperature has a significant impact on 
rural and urban migrations in DRC (Table 7). The temperature (lag 2) is a significant vari-
able––less than 10 and 5%—to explain DRC rural migration and urban migration, respec-
tively. Further, the results indicate a strong relationship between rural migration and urban 
migration in DRC; where urban migration is statistically significant to explain changes in 
rural migration and vice versa.

Granger causality tests were conducted to test the VAR model and to determine whether each 
variable plays a significant role in each of the equations. The granger causality tests have shown 
that there is significant granger causality effect from Temp to both DRC MR and MU. Further, 
Temp may able to compensate for the other variables including rainfall and lead to a combined 
granger effect on DRC MR and MU. The combined effect of the rising temperature and rainfall 
variabilities seem to be significant at 5% level. Further, the results also suggest that there is a sig-
nificant granger causes exist between rural migration and urban migration where each migra-
tion variable granger causes the other at less than 1% significance level. Table 8 presents the 
granger causality Wald tests for MR and MU of DRC. The results suggest that future amounts 
of MR and MU in DRC can be predicted by using Eqs. (4) and (5).

     
DRC _ M  R  t   = 355348 + 1.476M  R  t−1   − 1.237M  R  t−2   + 0.23M  R  t−3   + 1.274M  U  t−1  

                                  − 1.064M  U  t−2   + 0.531M  U  t−3   − 4.35Rai  n  t−1   + 22.61Rai  n  t−2         
                          − 7.751Rai  n  t−3   + 1987.52Tem  p  t−1   − 11957.5Tem  p  t−2   − 5619.88Tem  p  t−3   +  u  t  

     
  

(4)

     
DRC _ M  U  t   = − 384210 + 0.586M  R  t−1   − 0.36M  R  t−2   − 0.067M  R  t−3   + 0.52M  U  t−1  

                                   − 0.227M  U  t−2   + 0.142M  U  t−3   + 0.857Rai  n  t−1   − 24.366Rai  n  t−2         
                           + 3.364Rai  n  t−3   + 5775.5Tem  p  t−1   + 11500Tem  p  t−2   − 1731.45Tem  p  t−3   +  u  t  

   (5)

4.2. Kenya (KEN)

The lag selection process suggested lag 3 for KEN time series. VAR (3) was conducted to 
assess the impact that rainfall fluctuations and rising temperatures have on rural and urban 
migrations in Kenya. This is to identify how rainfall variability and rising temperatures may 
impact rural and urban migrations. VAR results have shown that temperature has a signifi-
cant impact on rural and urban migration in Kenya (Table 9). Both rainfall and tempera-
ture are statistically significant at less than 5% to explain rural migration in Kenya. Similarly, 
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temperature impacts urban migration in Kenya. Further, results also suggest that there is a 
significant relationship between rural migration and urban migration where each variable is 
statistically significant to explain changes in to the other.

Granger causality tests were conducted to determine whether each variable plays a significant 
role in each of the equations. As shown in Table 10, both rain and temperature granger cause 
(<5%) rural migration in Kenya; rainfall and temperature together granger cause rural migration in 
Kenya at 1% significance level. Further, rising temperatures granger cause MU at less than 5%. The 
results also suggest that granger causality effects exist between rural and urban migrations, where 
each migration variable granger causes the other at less than 1% significance level. The VAR results 
suggest that future amounts of MR and MU in Kenya can be predicted by using Eqs. (6) and (7).

   
KEN _ M  R  t   = 143048.2 + 1.527M  R  t−1   − 1.121M  R  t−2   + 0.192M  R  t−3   + 1.105M  U  t−1  

                                  − 1.096M  U  t−2   + 0.475M  U  t−3   + 15.2Rai  n  t−1   + 0.786Rai  n  t−2         
                          − 27.1Rai  n  t−3   + 6401.1Tem  p  t−1   − 14576.6Tem  p  t−2   + 2526.64Tem  p  t−3   +  u  t  

        
  

(6)

   
KEN _ M  U  t   = − 207028 + 0.619M  R  t−1   − 0.47M  R  t−2   − 0.023M  R  t−3   + 0.56M  U  t−1  

                                  − 0.273M  U  t−2   + 0.268M  U  t−3   − 5.785Rai  n  t−1   + 4.024Rai  n  t−2         
                         + 12.26Rai  n  t−3   − 2708.18Tem  p  t−1   + 8202.4Tem  p  t−2   + 2833Tem  p  t−3   +  u  t  

     (7)

4.3. Niger (NER)

VAR lag 3 was used to examine the interaction between climatic variables (namely rainfall and 
temperature) and migration variables (rural and urban). The VAR results have shown that rainfall 

Equation Parms RMSE R-sq chi2 P-value

DRC_MR 13 10478.4 0.9439 857.9503 0.000

DRC_MU 13 7176.59 0.9128 533.7465 0.000

DRC_Rain 13 62.5479 0.3807 31.35537 0.002

DRC_Temp 13 0.203218 0.7205 131.4498 0.000

KEN_MR 13 9601.34 0.9529 1031.6 0.000

KEN_MU 13 7453.29 0.9059 491.136 0.000

KEN_Rain 13 107.421 0.1966 12.48087 0.408

KEN_Temp 13 0.31654 0.5711 67.90203 0.000

NER_MR 13 2916.02 0.7778 178.5192 0.000

NER_MU 13 2882.49 0.5537 63.27865 0.000

NER_Rain 13 29.2051 0.2938 21.21593 0.047

NER_Temp 13 0.33013 0.6683 102.7623 0.000

Table 6. Model fitting for VAR models for MR, MU, rain and temp of Congo DR, Kenya and Niger.
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the VAR model gave the R2 values shown in Table 6. The test of the model fit gave favourable 
results. As shown in Table 6, most of R2 values are above 0.70.

4.1. Democratic Republic of Congo (DRC)

The lag selection process suggested lag 3 for DRC time series. VAR (3) was used to assess 
the interaction between climatic variables and people movement. In other words how rain-
fall variability and rising temperatures may have impacted people movement in Democratic 
Republic of Congo. VAR results have shown that temperature has a significant impact on 
rural and urban migrations in DRC (Table 7). The temperature (lag 2) is a significant vari-
able––less than 10 and 5%—to explain DRC rural migration and urban migration, respec-
tively. Further, the results indicate a strong relationship between rural migration and urban 
migration in DRC; where urban migration is statistically significant to explain changes in 
rural migration and vice versa.

Granger causality tests were conducted to test the VAR model and to determine whether each 
variable plays a significant role in each of the equations. The granger causality tests have shown 
that there is significant granger causality effect from Temp to both DRC MR and MU. Further, 
Temp may able to compensate for the other variables including rainfall and lead to a combined 
granger effect on DRC MR and MU. The combined effect of the rising temperature and rainfall 
variabilities seem to be significant at 5% level. Further, the results also suggest that there is a sig-
nificant granger causes exist between rural migration and urban migration where each migra-
tion variable granger causes the other at less than 1% significance level. Table 8 presents the 
granger causality Wald tests for MR and MU of DRC. The results suggest that future amounts 
of MR and MU in DRC can be predicted by using Eqs. (4) and (5).

     
DRC _ M  R  t   = 355348 + 1.476M  R  t−1   − 1.237M  R  t−2   + 0.23M  R  t−3   + 1.274M  U  t−1  

                                  − 1.064M  U  t−2   + 0.531M  U  t−3   − 4.35Rai  n  t−1   + 22.61Rai  n  t−2         
                          − 7.751Rai  n  t−3   + 1987.52Tem  p  t−1   − 11957.5Tem  p  t−2   − 5619.88Tem  p  t−3   +  u  t  

     
  

(4)

     
DRC _ M  U  t   = − 384210 + 0.586M  R  t−1   − 0.36M  R  t−2   − 0.067M  R  t−3   + 0.52M  U  t−1  

                                   − 0.227M  U  t−2   + 0.142M  U  t−3   + 0.857Rai  n  t−1   − 24.366Rai  n  t−2         
                           + 3.364Rai  n  t−3   + 5775.5Tem  p  t−1   + 11500Tem  p  t−2   − 1731.45Tem  p  t−3   +  u  t  

   (5)

4.2. Kenya (KEN)

The lag selection process suggested lag 3 for KEN time series. VAR (3) was conducted to 
assess the impact that rainfall fluctuations and rising temperatures have on rural and urban 
migrations in Kenya. This is to identify how rainfall variability and rising temperatures may 
impact rural and urban migrations. VAR results have shown that temperature has a signifi-
cant impact on rural and urban migration in Kenya (Table 9). Both rainfall and tempera-
ture are statistically significant at less than 5% to explain rural migration in Kenya. Similarly, 
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temperature impacts urban migration in Kenya. Further, results also suggest that there is a 
significant relationship between rural migration and urban migration where each variable is 
statistically significant to explain changes in to the other.

Granger causality tests were conducted to determine whether each variable plays a significant 
role in each of the equations. As shown in Table 10, both rain and temperature granger cause 
(<5%) rural migration in Kenya; rainfall and temperature together granger cause rural migration in 
Kenya at 1% significance level. Further, rising temperatures granger cause MU at less than 5%. The 
results also suggest that granger causality effects exist between rural and urban migrations, where 
each migration variable granger causes the other at less than 1% significance level. The VAR results 
suggest that future amounts of MR and MU in Kenya can be predicted by using Eqs. (6) and (7).

   
KEN _ M  R  t   = 143048.2 + 1.527M  R  t−1   − 1.121M  R  t−2   + 0.192M  R  t−3   + 1.105M  U  t−1  

                                  − 1.096M  U  t−2   + 0.475M  U  t−3   + 15.2Rai  n  t−1   + 0.786Rai  n  t−2         
                          − 27.1Rai  n  t−3   + 6401.1Tem  p  t−1   − 14576.6Tem  p  t−2   + 2526.64Tem  p  t−3   +  u  t  

        
  

(6)

   
KEN _ M  U  t   = − 207028 + 0.619M  R  t−1   − 0.47M  R  t−2   − 0.023M  R  t−3   + 0.56M  U  t−1  

                                  − 0.273M  U  t−2   + 0.268M  U  t−3   − 5.785Rai  n  t−1   + 4.024Rai  n  t−2         
                         + 12.26Rai  n  t−3   − 2708.18Tem  p  t−1   + 8202.4Tem  p  t−2   + 2833Tem  p  t−3   +  u  t  

     (7)

4.3. Niger (NER)

VAR lag 3 was used to examine the interaction between climatic variables (namely rainfall and 
temperature) and migration variables (rural and urban). The VAR results have shown that rainfall 

Equation Parms RMSE R-sq chi2 P-value

DRC_MR 13 10478.4 0.9439 857.9503 0.000

DRC_MU 13 7176.59 0.9128 533.7465 0.000

DRC_Rain 13 62.5479 0.3807 31.35537 0.002

DRC_Temp 13 0.203218 0.7205 131.4498 0.000

KEN_MR 13 9601.34 0.9529 1031.6 0.000

KEN_MU 13 7453.29 0.9059 491.136 0.000

KEN_Rain 13 107.421 0.1966 12.48087 0.408

KEN_Temp 13 0.31654 0.5711 67.90203 0.000

NER_MR 13 2916.02 0.7778 178.5192 0.000

NER_MU 13 2882.49 0.5537 63.27865 0.000

NER_Rain 13 29.2051 0.2938 21.21593 0.047

NER_Temp 13 0.33013 0.6683 102.7623 0.000

Table 6. Model fitting for VAR models for MR, MU, rain and temp of Congo DR, Kenya and Niger.
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(lags 1 and 3) impacts rural migration in Niger and statistically significant. Moreover, tempera-
ture (lag 2) impacts rural migration at less than 10% significance level. On the other hand, the VAR 
results have shown that rainfall impacts urban migration and statistically significant (less than 5%); 
while temperature (lag 2) impacts urban migration at less than 5% significance level (Table 11).  

Lags Coef. Std. Err. z P-value [95% conf. interval]

DRC_MR

DRC_MR L1. 1.476003 0.133345 11.07 0.000 1.214651 1.737355

L2. −1.23725 0.229631 −5.39 0.000 −1.68732 −0.78718

L3. 0.230204 0.144511 1.59 0.111 −0.05303 0.513439

DRC_MU L1. 1.273907 0.19951 6.39 0.000 0.882875 1.66494

L2. −1.06411 0.216905 −4.91 0.000 −1.48924 −0.63899

L3. 0.531081 0.185797 2.86 0.004 0.166926 0.895237

DRC_Rain L1. −4.34987 23.08613 −0.19 0.851 −49.5979 40.89811

L2. 22.61041 23.87814 0.95 0.344 −24.1899 69.4107

L3. −7.75103 23.25511 −0.33 0.739 −53.3302 37.82815

DRC_Temp L1. 1987.52 6380.53 0.31 0.755 −10518.1 14493.13

L2. −11957.5 6233.197 −1.92 0.055 −24174.3 259.3549

L3. −5619.88 5994.979 −0.94 0.349 −17369.8 6130.059

Cons 355348.5 185244.5 1.92 0.055 −7723.95 718,421

DRC_MU

DRC_MR L1. 0.585985 0.091327 6.42 0.000 0.406987 0.764983

L2. −0.36227 0.157273 −2.3 0.021 −0.67052 −0.05402

L3. −0.06749 0.098974 −0.68 0.495 −0.26148 0.126494

DRC_MU L1. 0.519761 0.136643 3.8 0.000 0.251946 0.787576

L2. −0.22655 0.148557 −1.53 0.127 −0.51772 0.064613

L3. 0.141994 0.127251 1.12 0.264 −0.10741 0.391401

DRC_Rain L1. 0.857312 15.81151 0.05 0.957 −30.1327 31.84731

L2. −24.3663 16.35395 −1.49 0.136 −56.4194 7.686882

L3. 33.36421 15.92725 2.09 0.036 2.147376 64.58104

DRC_Temp L1. 5775.531 4369.976 1.32 0.186 −2789.47 14340.53

L2. 11500.03 4269.069 2.69 0.007 3132.805 19867.25

L3. −1731.45 4105.915 −0.42 0.673 −9778.89 6315.998

Cons −384,210 126872.5 −3.03 0.002 −632,875 −135,544

Table 7. Democratic Republic of Congo MR and MU VAR results.
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Lags Coef. Std. Err. z P-value [95% Conf. Interval]

KEN_MR

KEN_MR L1. 1.527326 0.124974 12.22 0.000 1.282381 1.772271

L2. −1.12056 0.200759 −5.58 0.000 −1.51404 −0.72708

L3. 0.191674 0.130621 1.47 0.142 −0.06434 0.447688

KEN_MU L1. 1.105072 0.173335 6.38 0.000 0.765342 1.444802

L2. −1.09597 0.199596 −5.49 0.000 −1.48717 −0.70477

L3. 0.475334 0.153952 3.09 0.002 0.173592 0.777075

KEN_Rain L1. 15.18659 12.65142 1.2 0.230 −9.60974 39.98292

L2. 0.785979 12.16677 0.06 0.948 −23.0605 24.6324

L3. −27.1015 11.93806 −2.27 0.023 −50.4996 −3.70329

KEN_Temp L1. 6401.065 3979.371 1.61 0.108 −1398.36 14200.49

L2. −14576.6 4502.144 −3.24 0.001 −23400.6 −5752.53

L3. 2526.642 4568.531 0.55 0.580 −6427.51 11480.8

Cons 143048.2 114,720 1.25 0.212 −81798.8 367895.3

KEN_MU

KEN_MR L1. 0.618856 0.097015 6.38 0.000 0.428711 0.809001

L2. −0.4728 0.155844 −3.03 0.002 −0.77825 −0.16736

L3. −0.02283 0.101398 −0.23 0.822 −0.22156 0.175912

KEN_MU L1. 0.563427 0.134556 4.19 0.000 0.299703 0.827151

L2. −0.27283 0.154942 −1.76 0.078 −0.57651 0.030848

L3. 0.267967 0.11951 2.24 0.025 0.033733 0.502201

KEN_Rain L1. −5.7853 9.820989 −0.59 0.556 −25.0341 13.46348

L2. 4.023753 9.444765 0.43 0.670 −14.4877 22.53515

L3. 12.26245 9.267225 1.32 0.186 −5.90098 30.42588

Equation Excluded chi2 df P-value

DRC_MR DRC_MU 43.642 3 0.000

DRC_MR DRC_Rain 0.90801 3 0.823

DRC_MR DRC_Temp 7.7732 3 0.051

DRC_MR ALL 47.282 9 0.000

DRC_MU DRC_MR 82.511 3 0.000

DRC_MU DRC_Rain 5.2714 3 0.153

DRC_MU DRC_Temp 14.913 3 0.002

DRC_MU ALL 126.24 9 0.000

Table 8. Granger causality Wald tests for MR and MU of DRC.
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(lags 1 and 3) impacts rural migration in Niger and statistically significant. Moreover, tempera-
ture (lag 2) impacts rural migration at less than 10% significance level. On the other hand, the VAR 
results have shown that rainfall impacts urban migration and statistically significant (less than 5%); 
while temperature (lag 2) impacts urban migration at less than 5% significance level (Table 11).  

Lags Coef. Std. Err. z P-value [95% conf. interval]

DRC_MR

DRC_MR L1. 1.476003 0.133345 11.07 0.000 1.214651 1.737355

L2. −1.23725 0.229631 −5.39 0.000 −1.68732 −0.78718

L3. 0.230204 0.144511 1.59 0.111 −0.05303 0.513439

DRC_MU L1. 1.273907 0.19951 6.39 0.000 0.882875 1.66494

L2. −1.06411 0.216905 −4.91 0.000 −1.48924 −0.63899

L3. 0.531081 0.185797 2.86 0.004 0.166926 0.895237

DRC_Rain L1. −4.34987 23.08613 −0.19 0.851 −49.5979 40.89811

L2. 22.61041 23.87814 0.95 0.344 −24.1899 69.4107

L3. −7.75103 23.25511 −0.33 0.739 −53.3302 37.82815
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DRC_MR L1. 0.585985 0.091327 6.42 0.000 0.406987 0.764983
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L3. −0.06749 0.098974 −0.68 0.495 −0.26148 0.126494
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L3. 0.141994 0.127251 1.12 0.264 −0.10741 0.391401
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L2. −24.3663 16.35395 −1.49 0.136 −56.4194 7.686882

L3. 33.36421 15.92725 2.09 0.036 2.147376 64.58104

DRC_Temp L1. 5775.531 4369.976 1.32 0.186 −2789.47 14340.53

L2. 11500.03 4269.069 2.69 0.007 3132.805 19867.25

L3. −1731.45 4105.915 −0.42 0.673 −9778.89 6315.998

Cons −384,210 126872.5 −3.03 0.002 −632,875 −135,544

Table 7. Democratic Republic of Congo MR and MU VAR results.
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Lags Coef. Std. Err. z P-value [95% Conf. Interval]

KEN_MR

KEN_MR L1. 1.527326 0.124974 12.22 0.000 1.282381 1.772271

L2. −1.12056 0.200759 −5.58 0.000 −1.51404 −0.72708

L3. 0.191674 0.130621 1.47 0.142 −0.06434 0.447688

KEN_MU L1. 1.105072 0.173335 6.38 0.000 0.765342 1.444802

L2. −1.09597 0.199596 −5.49 0.000 −1.48717 −0.70477

L3. 0.475334 0.153952 3.09 0.002 0.173592 0.777075

KEN_Rain L1. 15.18659 12.65142 1.2 0.230 −9.60974 39.98292

L2. 0.785979 12.16677 0.06 0.948 −23.0605 24.6324

L3. −27.1015 11.93806 −2.27 0.023 −50.4996 −3.70329

KEN_Temp L1. 6401.065 3979.371 1.61 0.108 −1398.36 14200.49

L2. −14576.6 4502.144 −3.24 0.001 −23400.6 −5752.53

L3. 2526.642 4568.531 0.55 0.580 −6427.51 11480.8

Cons 143048.2 114,720 1.25 0.212 −81798.8 367895.3

KEN_MU

KEN_MR L1. 0.618856 0.097015 6.38 0.000 0.428711 0.809001

L2. −0.4728 0.155844 −3.03 0.002 −0.77825 −0.16736

L3. −0.02283 0.101398 −0.23 0.822 −0.22156 0.175912

KEN_MU L1. 0.563427 0.134556 4.19 0.000 0.299703 0.827151

L2. −0.27283 0.154942 −1.76 0.078 −0.57651 0.030848

L3. 0.267967 0.11951 2.24 0.025 0.033733 0.502201

KEN_Rain L1. −5.7853 9.820989 −0.59 0.556 −25.0341 13.46348

L2. 4.023753 9.444765 0.43 0.670 −14.4877 22.53515

L3. 12.26245 9.267225 1.32 0.186 −5.90098 30.42588

Equation Excluded chi2 df P-value

DRC_MR DRC_MU 43.642 3 0.000

DRC_MR DRC_Rain 0.90801 3 0.823

DRC_MR DRC_Temp 7.7732 3 0.051

DRC_MR ALL 47.282 9 0.000

DRC_MU DRC_MR 82.511 3 0.000

DRC_MU DRC_Rain 5.2714 3 0.153

DRC_MU DRC_Temp 14.913 3 0.002

DRC_MU ALL 126.24 9 0.000

Table 8. Granger causality Wald tests for MR and MU of DRC.
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Further, there is a significant relationship between urban migration and rural migration in 
Niger, where rural migration is statistically significant at less than 5% to explain changes that 
occur to urban migration in Niger.

Granger causality tests were conducted to examine whether each variable plays a significant 
role in each of the equations. The granger causality tests have indicated that there are granger 
causality effects from Rain to both MR and MU at less than 5% significance level (Table 12). 
Further, the results also suggest that there is a granger causality running from urban migra-
tion to rural migration at less than 1% significance level. The granger causality Wald tests have 
suggested that temperature does not granger cause people movement in Niger. The results 
suggest that future amounts of MR and MU in NER can be predicted by using Eqs. (8) and (9).

   
NER _ M  R  t   =  46384.24 + 1.64M  R  t−1   − 1.26M  R  t−2   + 0.467M  R  t−3   + 1.228M  U  t−1  

                                   − 1.144M  U  t−2   + 0.378M  U  t−3   + 26.3Rai  n  t−1   + 9.86Rai  n  t−2         
                           − 40.56Rai  n  t−3   + 622Tem  p  t−1   − 1918Tem  p  t−2   − 356Tem  p  t−3   +  u  t  

    (8)

   
NER _ M  U  t   = − 56334 + 0.616M  R  t−1   − 0.644M  R  t−2   + 0.15M  R  t−3   + 1.014M  U  t−1  

                                   − 0.7M  U  t−2   + 0.21M  U  t−3   − 32.82Rai  n  t−1   − 8.85Rai  n  t−2         
                           + 42.987Rai  n  t−3   − 498.24Tem  p  t−1   + 2293.47Tem  p  t−2   + 247.89Tem  p  t−3   +  u  t  

     (9)

Equation Excluded chi2 df P-value

KEN_MR KEN_MU 47.081 3 0.000

KEN_MR KEN_Rain 7.961 3 0.047

KEN_MR KEN_Temp 11.625 3 0.009

KEN_MR ALL 66.058 9 0.000

KEN_MU KEN_MR 76.582 3 0.000

KEN_MU KEN_Rain 2.7587 3 0.430

KEN_MU KEN_Temp 10.582 3 0.014

KEN_MU ALL 113.33 9 0.000

Table 10. Granger causality Wald tests for MR and MU of Kenya.

Lags Coef. Std. Err. z P-value [95% Conf. Interval]

KEN_Temp L1. −2708.18 3089.089 −0.88 0.381 −8762.68 3346.322

L2. 8202.401 3494.905 2.35 0.019 1352.513 15052.29

L3. 2832.964 3546.439 0.8 0.424 −4117.93 9783.857

Cons −207,028 89054.35 −2.32 0.020 −381,572 −32485.1

Table 9. Kenya MR and MU VAR results.
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Lags Coef. Std. Err. z P-value [95% Conf. Interval]

NER_MR

NER_MR L1. 1.648669 0.548767 3 0.003 0.573106 2.724232

L2. −1.26126 1.001884 −1.26 0.208 −3.22492 0.702394

L3. 0.46737 0.568036 0.82 0.411 −0.64596 1.5807

NER_MU L1. 1.22845 0.547162 2.25 0.025 0.156032 2.300868

L2. −1.1438 0.997921 −1.15 0.252 −3.09969 0.812092

L3. 0.378649 0.570321 0.66 0.507 −0.73916 1.496458

NER_Rain L1. 26.30783 14.01253 1.88 0.060 −1.15623 53.77188

L2. 9.863682 13.98378 0.71 0.481 −17.544 37.27138

L3. −40.5639 15.41653 −2.63 0.009 −70.7798 −10.3481

NER_Temp L1. 622.3344 1061.896 0.59 0.558 −1458.94 2703.613

L2. −1918.36 1100.37 −1.74 0.081 −4075.05 238.3239

L3. −356.347 1057.053 −0.34 0.736 −2428.13 1715.438

Cons 46384.24 39517.46 1.17 0.240 −31068.6 123,837

NER_MU

NER_MR L1. 0.615852 0.542456 1.14 0.256 −0.44734 1.679046

L2. −0.64425 0.990362 −0.65 0.515 −2.58532 1.296827

L3. 0.149531 0.561503 0.27 0.790 −0.951 1.250057

NER_MU L1. 1.013816 0.54087 1.87 0.061 −0.04627 2.073901

L2. −0.7102 0.986445 −0.72 0.472 −2.6436 1.223198

L3. 0.207188 0.563762 0.37 0.713 −0.89777 1.312142

NER_Rain L1. −32.8194 13.85138 −2.37 0.018 −59.9676 −5.67121

L2. −8.85125 13.82296 −0.64 0.522 −35.9438 18.24125

L3. 42.98771 15.23924 2.82 0.005 13.11935 72.85607

NER_Temp L1. −498.241 1049.684 −0.47 0.635 −2555.58 1559.103

L2. 2293.472 1087.715 2.11 0.035 161.5892 4425.355

L3. 247.8878 1044.897 0.24 0.812 −1800.07 2295.847

Cons −56333.9 39,063 −1.44 0.149 −132,896 20228.15

Table 11. Niger MR and MU VAR results.
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Further, there is a significant relationship between urban migration and rural migration in 
Niger, where rural migration is statistically significant at less than 5% to explain changes that 
occur to urban migration in Niger.

Granger causality tests were conducted to examine whether each variable plays a significant 
role in each of the equations. The granger causality tests have indicated that there are granger 
causality effects from Rain to both MR and MU at less than 5% significance level (Table 12). 
Further, the results also suggest that there is a granger causality running from urban migra-
tion to rural migration at less than 1% significance level. The granger causality Wald tests have 
suggested that temperature does not granger cause people movement in Niger. The results 
suggest that future amounts of MR and MU in NER can be predicted by using Eqs. (8) and (9).

   
NER _ M  R  t   =  46384.24 + 1.64M  R  t−1   − 1.26M  R  t−2   + 0.467M  R  t−3   + 1.228M  U  t−1  

                                   − 1.144M  U  t−2   + 0.378M  U  t−3   + 26.3Rai  n  t−1   + 9.86Rai  n  t−2         
                           − 40.56Rai  n  t−3   + 622Tem  p  t−1   − 1918Tem  p  t−2   − 356Tem  p  t−3   +  u  t  

    (8)

   
NER _ M  U  t   = − 56334 + 0.616M  R  t−1   − 0.644M  R  t−2   + 0.15M  R  t−3   + 1.014M  U  t−1  

                                   − 0.7M  U  t−2   + 0.21M  U  t−3   − 32.82Rai  n  t−1   − 8.85Rai  n  t−2         
                           + 42.987Rai  n  t−3   − 498.24Tem  p  t−1   + 2293.47Tem  p  t−2   + 247.89Tem  p  t−3   +  u  t  

     (9)

Equation Excluded chi2 df P-value

KEN_MR KEN_MU 47.081 3 0.000

KEN_MR KEN_Rain 7.961 3 0.047

KEN_MR KEN_Temp 11.625 3 0.009

KEN_MR ALL 66.058 9 0.000

KEN_MU KEN_MR 76.582 3 0.000

KEN_MU KEN_Rain 2.7587 3 0.430

KEN_MU KEN_Temp 10.582 3 0.014

KEN_MU ALL 113.33 9 0.000

Table 10. Granger causality Wald tests for MR and MU of Kenya.
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Lags Coef. Std. Err. z P-value [95% Conf. Interval]
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L2. −1.1438 0.997921 −1.15 0.252 −3.09969 0.812092

L3. 0.378649 0.570321 0.66 0.507 −0.73916 1.496458

NER_Rain L1. 26.30783 14.01253 1.88 0.060 −1.15623 53.77188

L2. 9.863682 13.98378 0.71 0.481 −17.544 37.27138

L3. −40.5639 15.41653 −2.63 0.009 −70.7798 −10.3481

NER_Temp L1. 622.3344 1061.896 0.59 0.558 −1458.94 2703.613
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L3. −356.347 1057.053 −0.34 0.736 −2428.13 1715.438

Cons 46384.24 39517.46 1.17 0.240 −31068.6 123,837

NER_MU

NER_MR L1. 0.615852 0.542456 1.14 0.256 −0.44734 1.679046

L2. −0.64425 0.990362 −0.65 0.515 −2.58532 1.296827

L3. 0.149531 0.561503 0.27 0.790 −0.951 1.250057

NER_MU L1. 1.013816 0.54087 1.87 0.061 −0.04627 2.073901

L2. −0.7102 0.986445 −0.72 0.472 −2.6436 1.223198

L3. 0.207188 0.563762 0.37 0.713 −0.89777 1.312142

NER_Rain L1. −32.8194 13.85138 −2.37 0.018 −59.9676 −5.67121

L2. −8.85125 13.82296 −0.64 0.522 −35.9438 18.24125

L3. 42.98771 15.23924 2.82 0.005 13.11935 72.85607

NER_Temp L1. −498.241 1049.684 −0.47 0.635 −2555.58 1559.103

L2. 2293.472 1087.715 2.11 0.035 161.5892 4425.355

L3. 247.8878 1044.897 0.24 0.812 −1800.07 2295.847

Cons −56333.9 39,063 −1.44 0.149 −132,896 20228.15

Table 11. Niger MR and MU VAR results.
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5. Summary

As presented in the sections above, Democratic Republic of Congo, Kenya and Niger have 
been experiencing considerable rainfall fluctuations; that is often below average levels. In addi-
tion to that all countries have also experienced rising temperatures. As shown in Figure 6, it is 

Equation Excluded chi2 df P-value

NER_MR NER_MU 14.534 3 0.002

NER_MR NER_Rain 8.5631 3 0.036

NER_MR NER_Temp 3.4747 3 0.324

NER_MR ALL 33.264 9 0.000

NER_MU NER_MR 2.9754 3 0.395

NER_MU NER_Rain 10.792 3 0.013

NER_MU NER_Temp 4.9537 3 0.175

NER_MU ALL 23.811 9 0.005

Table 12. Granger causality Wald tests for MR and MU of Niger.

Figure 6. DRC, KEN and NER time series and forecasted line plots 1960–2025.
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predicted that these climatic conditions will continue to exist. Populations in these countries 
have been growing rapidly. These unfavourable climatic conditions and increasing population 
have together compounded the water scarcity and rural-urban migration conditions in Kenya 
and Niger. In contacts to that, Democratic Republic of Congo receives high annual rainfalls 
and medium low average annual temperature. Democratic Republic of Congo has abundant 
water resources and the renewable internal freshwater resources per capita (m3) is significantly 
high. During the vector auto-regression analyses, the lag selection process suggested lag 3 in 
all cases. VAR was used to investigate the interaction between climatic variables—rainfall and 
temperature—and people movement variables—rural and urban migrations. By using VAR (3), 
it was tested how rainfall variabilities and rising temperatures impact rural-urban migrations 
in Democratic Republic of Congo, Kenya and Niger. The VAR results have suggested that both 
rainfall and temperature impact rural migration and statistically significant. Further, the results 
also indicated that there is a significant relationship between rural and urban migrations.

Moreover, granger causality Wald tests were conducted to test the VAR model and to determine 
whether each variable plays a significant role in each of the equations. The granger causality 
tests have shown that there is significant granger causality effect from Rain and/or Temp to both 
rural and urban migrations in Democratic Republic of Congo and Kenya. Moreover, Rain and 
Temp together have a combined granger effect on MR and MU; this is statistically significant. 
In contrast, the granger causality test has shown that there is significant granger causality effect 
from Rain to both rural and urban migrations in Niger. However, rising temperatures does not 
appear to granger cause people movement in Niger. The results also suggest that there is a sig-
nificant granger causes exist between rural migration and urban migration where each migra-
tion variable granger causes the other at less than 1% significance level. VAR auto forecasting 
in Stata and Eqs. (4), (5), (6), (7), (8) and (9) (inclusive) were used to predict changes of rural 
migration, urban migration, rainfall and temperature of Democratic Republic of Congo, Kenya 
and Niger in the next 10 years. The study predicts increasing rural-urban migrations in the next 
decade due to high rainfall variabilities and increasing temperatures. This study suggests that 
there will be a large number of rural communities leaving from their villages to urban areas 
due to water availability conditions and poor agricultural production levels.

6. Conclusion

This study investigated Sub-Saharan Africa water availability and water security conditions 
in relation to rural-urban migration numbers. The SSA countries considered in this study are 
Democratic Republic of Congo (DRC), Kenya (KEN) and Niger (NER). The countries were 
selected based on specific factors such as water resources availability, population growth, 
migration processes and urbanization situation in recent times. The study finds that all three 
countries have fast growing populations with Niger having the highest fertility rate in the 
world. The countries are experiencing rapid urbanization where rural communities have been 
moving to urban areas at increased rates. The study finds that the renewable internal freshwater 
resources per capita (cubic meters) in Niger and Kenya have reached well below the water scar-
city level of 1000 m3/capita/annum. In 2014, these countries had renewable internal freshwater 
resources per capita (cubic meters) of 183 m3/capita/annum and 450 m3/capita/annum, respec-
tively. On the other hand, Democratic Republic of Congo is known to be the SSA’s water rich 
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5. Summary

As presented in the sections above, Democratic Republic of Congo, Kenya and Niger have 
been experiencing considerable rainfall fluctuations; that is often below average levels. In addi-
tion to that all countries have also experienced rising temperatures. As shown in Figure 6, it is 
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predicted that these climatic conditions will continue to exist. Populations in these countries 
have been growing rapidly. These unfavourable climatic conditions and increasing population 
have together compounded the water scarcity and rural-urban migration conditions in Kenya 
and Niger. In contacts to that, Democratic Republic of Congo receives high annual rainfalls 
and medium low average annual temperature. Democratic Republic of Congo has abundant 
water resources and the renewable internal freshwater resources per capita (m3) is significantly 
high. During the vector auto-regression analyses, the lag selection process suggested lag 3 in 
all cases. VAR was used to investigate the interaction between climatic variables—rainfall and 
temperature—and people movement variables—rural and urban migrations. By using VAR (3), 
it was tested how rainfall variabilities and rising temperatures impact rural-urban migrations 
in Democratic Republic of Congo, Kenya and Niger. The VAR results have suggested that both 
rainfall and temperature impact rural migration and statistically significant. Further, the results 
also indicated that there is a significant relationship between rural and urban migrations.

Moreover, granger causality Wald tests were conducted to test the VAR model and to determine 
whether each variable plays a significant role in each of the equations. The granger causality 
tests have shown that there is significant granger causality effect from Rain and/or Temp to both 
rural and urban migrations in Democratic Republic of Congo and Kenya. Moreover, Rain and 
Temp together have a combined granger effect on MR and MU; this is statistically significant. 
In contrast, the granger causality test has shown that there is significant granger causality effect 
from Rain to both rural and urban migrations in Niger. However, rising temperatures does not 
appear to granger cause people movement in Niger. The results also suggest that there is a sig-
nificant granger causes exist between rural migration and urban migration where each migra-
tion variable granger causes the other at less than 1% significance level. VAR auto forecasting 
in Stata and Eqs. (4), (5), (6), (7), (8) and (9) (inclusive) were used to predict changes of rural 
migration, urban migration, rainfall and temperature of Democratic Republic of Congo, Kenya 
and Niger in the next 10 years. The study predicts increasing rural-urban migrations in the next 
decade due to high rainfall variabilities and increasing temperatures. This study suggests that 
there will be a large number of rural communities leaving from their villages to urban areas 
due to water availability conditions and poor agricultural production levels.

6. Conclusion

This study investigated Sub-Saharan Africa water availability and water security conditions 
in relation to rural-urban migration numbers. The SSA countries considered in this study are 
Democratic Republic of Congo (DRC), Kenya (KEN) and Niger (NER). The countries were 
selected based on specific factors such as water resources availability, population growth, 
migration processes and urbanization situation in recent times. The study finds that all three 
countries have fast growing populations with Niger having the highest fertility rate in the 
world. The countries are experiencing rapid urbanization where rural communities have been 
moving to urban areas at increased rates. The study finds that the renewable internal freshwater 
resources per capita (cubic meters) in Niger and Kenya have reached well below the water scar-
city level of 1000 m3/capita/annum. In 2014, these countries had renewable internal freshwater 
resources per capita (cubic meters) of 183 m3/capita/annum and 450 m3/capita/annum, respec-
tively. On the other hand, Democratic Republic of Congo is known to be the SSA’s water rich 
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state and in 2014 DRC had renewable internal freshwater resources per capita (cubic meters) of 
12,208 m3/capita/annum. Despite the water abundancy situation only 52.4% of the total popula-
tion in DRC has access to improved water source. Further it is noted that 81% of urban popula-
tion and 31% of rural populations had access to clean water sources in DRC in 2015. In general, 
many rural communities in these countries have limited access to clean water. Water avail-
ability and accessibility remains to be major challenge in rural communities of these countries.

This study reveals large rainfall variation and raising temperatures in DRC, KEN and NER. The 
adverse nature of climate change in these countries appears to have impacted agricultural pro-
duction and likelihoods in the rural communities. These conditions led great deal of rural-urban 
migrations that occurred in these countries in recent times. Further, limited access to clean water 
in rural communities appears to have compounded the rural migration and rapid urbanization 
in these countries. In addition to that, the agricultural production in SSA has not been improv-
ing in recent times and this has exacerbated the move away from rural areas towards the urban. 
The study conducted VAR analyses and granger causality tests and concluded that rainfall and 
temperature have granger impact on rural and urban migrations in DRC, KEN and NER. The 
study predicts increasing rural and urban migrations in Democratic Republic of Congo, Kenya 
and Niger due to large rainfall fluctuations and rising temperatures.
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state and in 2014 DRC had renewable internal freshwater resources per capita (cubic meters) of 
12,208 m3/capita/annum. Despite the water abundancy situation only 52.4% of the total popula-
tion in DRC has access to improved water source. Further it is noted that 81% of urban popula-
tion and 31% of rural populations had access to clean water sources in DRC in 2015. In general, 
many rural communities in these countries have limited access to clean water. Water avail-
ability and accessibility remains to be major challenge in rural communities of these countries.

This study reveals large rainfall variation and raising temperatures in DRC, KEN and NER. The 
adverse nature of climate change in these countries appears to have impacted agricultural pro-
duction and likelihoods in the rural communities. These conditions led great deal of rural-urban 
migrations that occurred in these countries in recent times. Further, limited access to clean water 
in rural communities appears to have compounded the rural migration and rapid urbanization 
in these countries. In addition to that, the agricultural production in SSA has not been improv-
ing in recent times and this has exacerbated the move away from rural areas towards the urban. 
The study conducted VAR analyses and granger causality tests and concluded that rainfall and 
temperature have granger impact on rural and urban migrations in DRC, KEN and NER. The 
study predicts increasing rural and urban migrations in Democratic Republic of Congo, Kenya 
and Niger due to large rainfall fluctuations and rising temperatures.
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A noise pattern analysis is used to demonstrate how water quality events can be classi-
fied. The algorithm presented mimics a random walk process in order to measure the 
level and type of noise in the water quality data. The resulting curve is analyzed and 
four different cases are identified. i.e. sensor problem, water source change, operational 
change and contamination. For each problem, the algorithm identifies a different pat-
tern. This pattern can be used later to reduce the level of false alarms in the monitoring 
system.
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1. Introduction

Anomaly detection in multivariate time series, such as water quality data, derived from water 
quality monitoring stations, is considered a non-trivial task. This is mainly due to the implica-
tion involved with both false positive and false negative situations.

In the case of false positive, i.e., the water is declared non-drinkable, and an alternative for 
customers must be found by the relevant water utility. This type of one-time event may be 
costly, while repetitive mistakes of this kind will eventually cause the monitoring system to 
be perceived as unreliable.

In the case of false negative, i.e., the monitoring system failed to detect a problem, some health 
hazard situations may develop and, in the long run, once again, the monitoring system may 
be considered unreliable.
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Several methods have been suggested as a methodology for detecting abnormal events in 
similar cases. The basic approach for solving such problems may be based on unsupervised 
machine learning (USL), As described in detail by Celebi and Aydin [1]. One of the first and 
most fundamental methods of USL is based on clustering. Clustering is a methodology which 
groups vectors into several similar groups, where the members of each group are as similar 
as possible and the differences between groups are as great as possible. Clustering may be 
distance-based or density-based. Examples of distance-based clustering, such as the kMean 
algorithm, were presented by Knorr and Ng [2, 3] who compute abnormality score by count-
ing neighbors to each point. More updated work in this field was introduced by Angiulli and 
Pizzuti [4] who compute the anomaly score of a data instance as the sum of its distances from 
its k-nearest neighbors. Ramaswamy et al. [5] extend this technique to spatial data. Their 
methods are also based on the kNN algorithm. Bay and Schwabacher [6] introduced the same 
algorithm with regard to pruning.

Another clustering philosophy is based on density of points. Examples of such cases are 
Breunig et al. [7, 8], in relation to relative density. Jin et al. [9] showed how some of the cal-
culations can be skipped. Tang et al. [10] further improved clustering by adding the idea of a 
connectivity-based outlier factor, which refers to the number of connections between points. 
Jin et al. [9] also introduced improvements by adding the idea of symmetric neighborhood 
relationship. The main density-based algorithm is known as the EM algorithm.

In both methods - distance or density - the result is a multi-dimensional data structure which 
contains centroids. A centroid is a center of a group. It is, in the broadest sense, the group’s 
center of gravity, i.e., the coordinates of the center of the group in each dimension. Once such 
a data structure exists, each new incoming record is evaluated based on its distance from the 
most nearest centroid. If the new incoming record is too far from any known centroid, it is 
declared a suspicious record, one that should be examined. After examination, the new point is 
classified, either as a True or False event. This classification is added to the model’s learning set.

A second method, which has been used for abnormality detection, is based on a prediction 
methodology. According to this methodology, one of the variables in a multi-dimensional space 
is considered to be a dependent variable, whose value or class (in the case of discrete values) 
is related to the other variables. Given that, a mathematical model is then constructed, which 
describes the relation between the dependent variable and all other variables. This model can 
be based, for example, on linear regression, decision trees or neural networks. In this case, each 
new incoming record is used to generate a prediction. If the predicted value is too far or has a 
different class value than the actual value of the dependent variable, the new incoming record, 
is again considered abnormal and must be investigated. An example of such a methodology is 
given by Stefano et al. [11], Odin and Addison [12], Hawkins et al. [13] and Williams et al. [14].

A third method, which will be the focus of this chapter, is based on examining noise pat-
tern changes, generated by the multi-dimensional data. Several methods have been suggested 
along this line. A fundamental method has been demonstrated by Cheng et al. [15], which 
used an RBF1 function to identify abnormal patterns in a moving window.

1Radial basis function (see https://en.wikipedia.org/wiki/Radial_basis_function).
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The methodology suggested in this chapter is based on Brill [16]. This methodology is based 
on detection and classification changes in noise patterns. Noise is measured based on the 
distance traveled by an artificial particle located at the normalized coordinates of the multi-
dimensional vector. The difference between Cheng et al. [15] and Brill [16] is in the clas-
sification type of the abnormal events. While the first uses a True and False classification, 
the second adds the hazard and non-hazard classification. As will be demonstrated later in 
this chapter, patterns in this noise can be explained by different events related to the water 
network.

The aim of this chapter is to describe a different methodology for abnormality detection in 
water network. The chapter describes the basic model and presents a numerical illustration of 
the calculation framework. Than it illustrates four different cases which enable the identifica-
tion of changes in the noise pattern and their related events. The last section concludes the 
chapter.

2. The model

The following section presents an overview of the mathematical model used in this chapter. 
It starts by examining Brownian Motion (BM), which is named after Robert Brown [17], who 
discovered the typical movement of flowers seeds on the water’s surface. Einstein [18] used 
the idea of BM in order to provide precise details about the movement of atoms. This expla-
nation was later further validated by Perrin who awarded the physics noble price for 1926.

BM was also used by Louis Bachelier [19] (1900) in his Ph.D. thesis “The Theory of Speculation”, 
in which he presented a stochastic analysis of the stock and option markets. His work went 
on to inspire the novel work of Black and Scholes [20], which awarded them the Nobel Prize 
in economics.

Modern literature gives many examples of the usage of BM in various areas; most are related 
to biology, chemistry, physics and other fields of life sciences. However, it is rare that such a 
technique or a similar one is used for the analysis of abnormal water events - the main topic 
of the current chapter.

One of the central results of BM theory is an estimation of the traveling distance of a particle, 
which travels using random movement in a given time interval across a multi-dimensional 
space. According to this theory, if  ρ (x,m) is the density function of particles at location x (were 
x is a single dimension, e.g., one axis) at time m, then ρ satisfies the diffusion equation:

    
∂ ρ

 ___ ∂ m   = D   
 ∂   2  ρ

 ___ ∂  x   2     (1)

where D is the mass diffusivity, a term which measures how fast particles of a given type may 
move in a specific material, in our case, water. The solution of Eq. (1) gives a density function 
with a first moment, which is seen to vanish, and a second moment given by:

    ̄   x   2   = 2D ∗ m  (2)
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be based, for example, on linear regression, decision trees or neural networks. In this case, each 
new incoming record is used to generate a prediction. If the predicted value is too far or has a 
different class value than the actual value of the dependent variable, the new incoming record, 
is again considered abnormal and must be investigated. An example of such a methodology is 
given by Stefano et al. [11], Odin and Addison [12], Hawkins et al. [13] and Williams et al. [14].

A third method, which will be the focus of this chapter, is based on examining noise pat-
tern changes, generated by the multi-dimensional data. Several methods have been suggested 
along this line. A fundamental method has been demonstrated by Cheng et al. [15], which 
used an RBF1 function to identify abnormal patterns in a moving window.
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the calculation framework. Than it illustrates four different cases which enable the identifica-
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nation was later further validated by Perrin who awarded the physics noble price for 1926.
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in which he presented a stochastic analysis of the stock and option markets. His work went 
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in economics.
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∂ ρ

 ___ ∂ m   = D   
 ∂   2  ρ

 ___ ∂  x   2     (1)

where D is the mass diffusivity, a term which measures how fast particles of a given type may 
move in a specific material, in our case, water. The solution of Eq. (1) gives a density function 
with a first moment, which is seen to vanish, and a second moment given by:

    ̄   x   2   = 2D ∗ m  (2)

Identifying Water Network Anomalies Using Multi Parameters Random Walk: Theory and Practice
http://dx.doi.org/10.5772/intechopen.71566

35



The left side of Eq. (2) expresses the distance at which a particle can be found from its origin, 
given the elapsed time m and the diffusivity parameter D. Assuming x is distributed nor-
mally, the maximum value a particle can travel for a given time can be calculated using (2) 
with a given confidence interval.

Using Eq. (2), and assuming that the left hand side of (2) is distributed normally, and its stan-
dard deviation (S) can be estimated empirically, the probability of a particle to travel a given 
distance from its origin within m units of time can be calculated by:

  L =  √ 
_______

 2D ∗ m   +  S   ∗  t (α)   (3)

where t(α) is the confidence interval factor, based on the level of confidence required (drawn 
from the student distribution). Thus, if a particle is found within m steps at a distance which 
is greater than L units from its origin, it is considered an abnormal event.

In the physical or chemical diffusion process, the value of D is determined based on mate-
rial properties, and the value of m is measured in continuous time. In the current model, 
these values should be determined using another methodology as explained in the following 
paragraphs.

Let us denote with vector Xm the set of quality measurements of water at each moment m 
and, assuming Xm has K dimensions. The value of Xm can be normalized with the following 
process equation:

    v ̂    m  k   =   
 X  m  k   −  X  min  k  

 ________  X  max  k   −  X  min  k      (4)

where   v  
m
  k    is the normalized k dimension of vector Vm and m is the discrete time index. The 

subscripts max and min refer to the maximum and minimum value of this dimension over 
the whole data set.

Let’s also define the distance between two vectors to be denoted by   DN  
m
  n    (where DN stands 

for Dynamic Noise). This measurement is calculated as the normalized Euclidian distance 
between two values of Vm and is given by the equation

   DN  m  n   =   V ̂    m   −   V ̂    m−n  .  (5)

Note please that unlike in the case of BM where the distance of a particle from its origin 
increases with time, in the case of the DN, the particle may turn back to its origin.

An illustration of this distance in a normalized two-dimensional space is shown in Figure 1. 
In this case, Vm is a two-dimensional vector.

In terms of Figure 1, assuming a dataset with M records and two variables in each record (x1 
and x2), one may look at this dataset as a description of location for a particle in each time 
stamp. After normalizing the dataset according to Eq. (4), the Euclidian distance between each 
two points is the distance this particle travels. If the distance is measured in a five-step gap, 
the result may be a chart as shown in Figure 1.
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Figure 2 shows a schematic chart of   DN  
m
  n    over time without exceeding the L limit. As explained 

previously, under normal conditions the value of   DN  
m
  n    is not expected to go above the value of 

L, with a confidence level equal to 1 − α. The value of L can also be obtained. In Figure 2, point 
1 refers to values of DN above the level of L for a constant period, while point 2 underline a 
significant change in the value of DN.

The first is calculated by comparing the value of   DN  
m
  n    with the result of Eq. (3), as calculated 

by data accumulated until the m point in time. The second is calculated by comparing the 
average normalized value of   DN  

m
  n    at a fixed-width moving window of   DN  

m
  n    with the average   DN  

m
  n    

known prior to this window.

3. Numerical example

This section numerically describes the calculation procedure as described in the previous sec-
tion. Table 1 contains an example data set with 20 records. The measured variables are Free 
Chlorine (CL), Turbidity (TU), pH and Conductivity (CO). These are a common water quality 
indicators.

Figure 1. BM distance traveling in two dimensions.

Figure 2. DN over time.
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and x2), one may look at this dataset as a description of location for a particle in each time 
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Max 1 1 9.5 600

CL

Normalized data

CO DN

Min 0 0 6 300

No CL TU pH CO TU pH

1 0.60 0.09 7.69 536.00 0.60 0.09 0.48 0.79 0.0000

2 0.59 0.09 7.70 541.50 0.59 0.09 0.49 0.81 0.0000

3 0.60 0.08 7.70 538.00 0.60 0.08 0.49 0.79 0.0000

4 0.60 0.09 7.70 538.00 0.60 0.09 0.49 0.79 0.0000

5 0.60 0.09 7.71 538.00 0.60 0.09 0.49 0.79 0.0000

6 0.60 0.08 7.70 537.00 0.60 0.08 0.49 0.79 0.0003

7 0.60 0.09 7.70 536.00 0.60 0.09 0.49 0.79 0.0001

8 0.60 0.12 7.70 535.50 0.60 0.12 0.49 0.79 0.0008

9 0.60 0.12 7.70 536.00 0.60 0.12 0.49 0.79 0.0010

10 0.60 0.09 7.70 533.00 0.60 0.09 0.49 0.78 0.0002

11 0.60 0.09 7.70 533.00 0.60 0.09 0.49 0.78 0.0002

12 0.59 0.08 7.70 529.00 0.59 0.08 0.49 0.76 0.0016

13 0.60 0.08 7.71 529.00 0.60 0.08 0.49 0.76 0.0024

14 0.59 0.09 7.71 545.00 0.59 0.09 0.49 0.82 0.0017

15 0.59 0.09 7.71 545.00 0.59 0.09 0.49 0.82 0.0017

16 0.60 0.09 7.71 545.00 0.60 0.09 0.49 0.82 0.0029

17 0.59 0.08 7.71 544.00 0.59 0.08 0.49 0.81 0.0025

18 0.59 0.09 7.71 545.33 0.59 0.09 0.49 0.82 0.0000

19 0.59 0.08 7.71 540.00 0.59 0.08 0.49 0.80 0.0004

20 0.59 0.08 7.71 538.00 0.59 0.08 0.49 0.79 0.0006

Table 1. Data for numerical example.
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The first two rows display the minimum and maximum values of each variable. These values 
were used to normalize the records in the left side of the table to the right side of the table. 
After normalization, a vector of the Euclidian Distance between each pair of records with a 
difference of 5 steps was calculated. This vector is the most right column in the table. The 
first value in this vector (located in row 6) contains the distance between record 6 to record 1. 
The second contains the distance between record 7 to record 2. The chart in Figure 3 displays 
relevant DN chart.

In the following section, examples from a read data set are used to illustrate the analysis 
framework of abnormality detection and classification using this methodology.

4. Real data example

The following examples refer to a real data set recorded at a field station with measurements, 
as presented in Table 2. The table’s quality measurements include Free Chlorine (Cl mea-
sured in ppm), Turbidity (TU measured in NTU), pH, Conductivity (CO measured in mS), 
and pressure (PRI measured in bars). For each measurement, the algorithm dynamically cal-
culates the minimum and maximum values of the last 48 hours. (see first two rows of Table 1).

Figure 3. Dynamic noise chart.

Symbol Measurement Units Minimum Maximum

Cl Free Chlorine mA 0 2

TU Turbidity NTU 0 2

pH pH pH 6 9.5

CO Conductivity mS 0 800

PRI Pressure Bar 0 15

Table 2. Measurements.
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The first two rows display the minimum and maximum values of each variable. These values 
were used to normalize the records in the left side of the table to the right side of the table. 
After normalization, a vector of the Euclidian Distance between each pair of records with a 
difference of 5 steps was calculated. This vector is the most right column in the table. The 
first value in this vector (located in row 6) contains the distance between record 6 to record 1. 
The second contains the distance between record 7 to record 2. The chart in Figure 3 displays 
relevant DN chart.

In the following section, examples from a read data set are used to illustrate the analysis 
framework of abnormality detection and classification using this methodology.

4. Real data example

The following examples refer to a real data set recorded at a field station with measurements, 
as presented in Table 2. The table’s quality measurements include Free Chlorine (Cl mea-
sured in ppm), Turbidity (TU measured in NTU), pH, Conductivity (CO measured in mS), 
and pressure (PRI measured in bars). For each measurement, the algorithm dynamically cal-
culates the minimum and maximum values of the last 48 hours. (see first two rows of Table 1).

Figure 3. Dynamic noise chart.

Symbol Measurement Units Minimum Maximum

Cl Free Chlorine mA 0 2

TU Turbidity NTU 0 2

pH pH pH 6 9.5

CO Conductivity mS 0 800

PRI Pressure Bar 0 15

Table 2. Measurements.
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Typical minimum and maximum values are shown in Table 2. Given these minimum and 
maximum values, the raw measurements are transformed into normalized measurements, 
as shown by Eq. (4) of Section 2. The normalized measurements are used to calculate the 
“Dynamic Noise”, as shown in Eq. (5), with a lag difference between the records of 10 time-
stamps. Figure 4 shows the distribution of the dynamic noise values.

As can be seen from the histogram, a value which is more than 0.25 is rare (see red arrow). 
Hence, the threshold for the dynamic noise was set to 0.3. In terms of Section 2 of this 
chapter, L = 0.3.

The first data analysis step with regard to the dynamic noise algorithm is to estimate the 
normal conditions, i.e., to observe how a dynamic noise curve behavie in case of a normal 
data flow. Figure 5 shows a normal period of time for the four water quality measurements. 
Note that pH ranges between 7.70 and 7.79; Free Chlorine ranges between 0.37 and 0.48; 
Conductivity usually has an average of around 520–530 with short drops to 450; and Turbidity 
ranges between 0.09 and 0.12.

Figure 6 shows the equivalent dynamic noise for the relevant measurements. As can be seen, 
the values range between 0.03 and 0.25 at the most.

We will now discuss four different cases, in which the dynamic noise violation threshold is 
analyzed. Note please that violation of the threshold L triggers an alarm only after a delay 
time in which the value of the DN is above the level of L. This in order to avoid false alarms 
caused by short spikes.

Case 4.1: Malfunctioning of sensors

The first case shows a situation in which two of the sensors stopped functioning for a short 
period of time. As can be seen from Figure 7, the Cl and the pH dropped suddenly to zero for 
a short period. This may result from communication problems, which are very common with 
distributed I/O.

Figure 4. DN histogram.
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Figure 6. DN for normal measurements.

Figure 7. Malfunctioning of sensors.

Figure 5. Normal measurements.
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Figure 8 shows the resulting dynamic noise curve of the sensor’s malfunctioning. As can be 
seen, the drop in the values of Cl and pH causes a sharp increase in the value of the dynamic 
noise. After a short period, when the sensors resume functioning, the value of the dynamic 
noise drops back to a level below the red threshold line (0.3).

Note also that if the sensors remain non-functional for a long period of time, and the algo-
rithm stops using the values of these sensors as part of Eq. (5), the level of the dynamic noise 
curve will be lower during steady state, since less sensors are transmitting data.

The gray box around the area of the event depicts the shape of the dynamic noise curve as a rect-
angle. This is due to the sharp change in the values of certain sensors. This sharp change can only 
occur during sensor failure . A chemical change in water quality cannot occur within 1 minute.

Case 4.2: Operational change

The second typical change is an operational change. This is defined as a situation in which one 
of the variables controlled by operators has been changed. Some examples of such variables 
may be pressure or flow. An operational change may influence the variables’ quality. One 
such example of this type of situation is shown in Figure 9. The black line shows a change in 
the pressure (PRI) value. Shortly after this change, a peak in the Turbidity value is recorded 
(see red line in Figure 9).

Figure 10 shows the corresponding changes in the dynamic noise curve. The chart indicates 
that the operational change also results in the violation of the dynamic noise’s “red line”. 
However, this can be explained by the change in the operational variable.

Since operational changes are also sudden changes, the peak in the dynamic noise curve is 
immediate. However, the return to normal happens gradually. This is the reason why the 
gray area has a triangular shape in Figure 10.

Case 4.3: Water source change

The third case illustrates what happens when a change is made to the water source. In this 
case, if the attributes of the water from the new source are different, the footsteps of the water 
source change can also be seen in the dynamic change curve.

Figure 8. Noise curve for sensor malfunctioning.

Applications in Water Systems Management and Modeling42

Figure 11 shows a change in the water source. Conductivity rose from a level of 345 mS to a 
level of 385 mS (within 6 hours, from 10:00 am to 4:30 pm). Together with this, the pH level 
dropped from 8.20 to 8.07.

The effect on the dynamic noise curve can be seen in Figure 12. The average value of the 
dynamic noise curve has changed. This is due to the change in the noise level of the water 
measurements from the new source.

A change in water source, which can take between 30 and 60 minutes and up to several hours, 
will result in a change in the noise of the dynamic noise curve. Sometimes, it will also cause a 
change to occur in the average value of the dynamic noise.

Case 4.4: Contamination event

Finally, we have the case of contamination. Figure 13 shows raw data from a typical contami-
nation event. The event starts with a drop in the Free Chlorine (see green line in Figure 13). 
This is due to chlorine consumption by the contaminator. Shortly after, the Turbidity level 
starts to rise (see blue line in Figure 13).

Figure 9. Operational change - raw data.

Figure 10. Operational change - dynamic noise curve.

Identifying Water Network Anomalies Using Multi Parameters Random Walk: Theory and Practice
http://dx.doi.org/10.5772/intechopen.71566

43



Figure 8 shows the resulting dynamic noise curve of the sensor’s malfunctioning. As can be 
seen, the drop in the values of Cl and pH causes a sharp increase in the value of the dynamic 
noise. After a short period, when the sensors resume functioning, the value of the dynamic 
noise drops back to a level below the red threshold line (0.3).

Note also that if the sensors remain non-functional for a long period of time, and the algo-
rithm stops using the values of these sensors as part of Eq. (5), the level of the dynamic noise 
curve will be lower during steady state, since less sensors are transmitting data.

The gray box around the area of the event depicts the shape of the dynamic noise curve as a rect-
angle. This is due to the sharp change in the values of certain sensors. This sharp change can only 
occur during sensor failure . A chemical change in water quality cannot occur within 1 minute.

Case 4.2: Operational change

The second typical change is an operational change. This is defined as a situation in which one 
of the variables controlled by operators has been changed. Some examples of such variables 
may be pressure or flow. An operational change may influence the variables’ quality. One 
such example of this type of situation is shown in Figure 9. The black line shows a change in 
the pressure (PRI) value. Shortly after this change, a peak in the Turbidity value is recorded 
(see red line in Figure 9).

Figure 10 shows the corresponding changes in the dynamic noise curve. The chart indicates 
that the operational change also results in the violation of the dynamic noise’s “red line”. 
However, this can be explained by the change in the operational variable.

Since operational changes are also sudden changes, the peak in the dynamic noise curve is 
immediate. However, the return to normal happens gradually. This is the reason why the 
gray area has a triangular shape in Figure 10.

Case 4.3: Water source change

The third case illustrates what happens when a change is made to the water source. In this 
case, if the attributes of the water from the new source are different, the footsteps of the water 
source change can also be seen in the dynamic change curve.

Figure 8. Noise curve for sensor malfunctioning.

Applications in Water Systems Management and Modeling42

Figure 11 shows a change in the water source. Conductivity rose from a level of 345 mS to a 
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dynamic noise curve has changed. This is due to the change in the noise level of the water 
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Figure 11. Water source change - raw data.

Figure 12. Water source change - dynamic noise.

Figure 13. Contamination event - raw data.
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At the same time, the chlorination dosing system reacts to the situation and the level of Free 
Chlorine once again rises to a normal level; and due to the diffusion factor, the Turbidity 
level gradually drops. The result of this event can be seen in the dynamic noise line shown in 
Figure 14.

As seen in Figure 14, when the event starts, the dynamic noise curve rapidly rises above the 
red line of the threshold. It is fast, but not steep, as in the case of sensor malfunctioning or 
water source change. Once the maximum level of contamination has been obtained, the level 
starts to gradually drop, due to the diffusion effect, which causes the contamination to be 
diluted with the incoming water. This is why the right side of the curve in Figure 14 is not 
symmetric to the left side of the blue curve. The overall situation creates the shape of non-
symmetric triangle, as is illustrated by the gray area in Figure 14. Note that the farther the 
contamination’s penetration to the system is from the measuring point, the less non-symmet-
ric and the shorter the triangle will be. This is due to the dilution effect.

5. Concluding remarks

The current chapter demonstrates how the simple pattern recognition of a curve created by 
a noise capture process, similar to a random walk, can be used to classify different types of 
abnormal events. The presented algorithm uses the imaginary center of gravity of the water 
quality measurements in order to measure the noise of the process captured as traveling dis-
tance. It has been shown that the created curve has a maximum value, due to the nature of the 
process. This threshold is violated when abnormal events occur.

Four different types of abnormal events were examined: malfunctioning of sensors, opera-
tional change, water source change and contamination events. Numerical examples based on 
real data show that each of the events has a different “signature”, which enables the identifi-
cation of the event’s nature.

Figure 14. Contamination event - dynamic noise.
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Figure 11. Water source change - raw data.

Figure 12. Water source change - dynamic noise.

Figure 13. Contamination event - raw data.
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The current chapter shows how water analytics can be used as part of the information sys-
tem which helps operators protect the water system. The above framework can also assist 
control systems in regard to the automatic classification process of observed events, in order 
to reduce the level of false alarms in water monitoring systems. For example, this may be 
achieved by eliminating alarms like the first three types analyzed in this study and notifying 
operators only in the case of contamination event alarms.
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Abstract

In a slender water body with a large aspect ratio, the angle of wind waves relative to the 
direction normal to the shoreline may exceed 45°, resulting in the emergence of cuspate 
forelands and the segmentation of the water body. The BG model was used to predict 
the segmentation of a rectangular water body by wind waves when the probability of 
occurrence of the wind direction is given by a circular or elliptic distribution, and the 
segmentation of a rectangular water body into a circular or elliptic lake was predicted in 
each case. The segmentation of a shallow water body with a triangular or crescent shape 
was also predicted together with the prediction of lakeshore changes when a rocky or 
sandy island exists in a circular lake.

Keywords: closed water body, wind waves, segmentation, lakeshore changes,  
BG model, cuspate foreland, island

1. Introduction

In a shallow water body, beach changes may take place owing to wind waves. In a narrow water 
body with a large aspect ratio, the angle of wind waves relative to the direction normal to the 
shoreline may exceed 45°, and the shoreline may become unstable because the fetch distance in 
the direction of the principal axis of the water body is sufficiently large for waves with signifi-
cant energy to be generated [1, 2]. Therefore, cuspate forelands that develop from both shores of 
a narrow water body connect with each other, resulting in the segmentation of the water body 
into smaller rounded lakes [3, 4]. For example, Figure 1 shows the segmentation of a lagoon fac-
ing the Chukchi Sea in Russia [3, 4]. In this example, five elliptic lakes can be observed as a result 
of segmentation, and their axes are parallel to each other. Figure 2 shows an enlarged satellite 
image of the rectangular area in Figure 1, and in this image, lake segmentation at a primitive 
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stage can be seen with the alternate development of cuspate forelands. Regarding these phe-
nomena, the division and reduction of the fetch distance owing to the formation of a large shore-
line protrusion associated with shoreline instability under high-wave-angle conditions and the 
resulting change in the wave field are key factors. Ashton et al. [4] predicted that the forelands 
formed along the shoreline connect with each other, resulting in the segmentation of the water 
body into smaller rounded lakes. Uda et al. [5] predicted the three-dimensional (3-D) segmenta-
tion of a shallow rectangular water body using the BG model (a model for predicting 3-D beach 
changes based on Bagnold’s concept) [6]. Uda et al. studied the emergence and mergence of 
small lakes and their segmentation using the same model [7], assuming that the wind blew from 
all directions between 0 and 360° with the same probability of occurrence and intensity, that 
is, a circular distribution of the probability. The segmentation into elliptic shapes, as shown in 
Figure 1, was not predicted in their study. It may be accomplished, assuming that the probabil-
ity of occurrence of the wind direction is given by an elliptic distribution, similarly to the case 
of oriented lakes [8]. In this study, the segmentation of a rectangular water body was predicted, 
given a circular or elliptic distribution of the probability of occurrence of the wind direction.

In the coastal area, the segmentation of a shallow water body with a triangular or crescent 
shape can also be observed. To study the mechanism of segmentation of such a water body, 
several examples of segmentation together with the development of sand spits along the lake-
shore were examined in Lagoa de Mangueira in Brazil, Lake Saroma and Lake Kitaura in 

Figure 1. Example of segmentation of slender water body: Lagoons facing Chukchi Sea [3, 4].

Figure 2. Enlarged satellite image of rectangular area in Figure 1.
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Japan. Then, the BG model was used to investigate the segmentation of a shallow water body 
with a triangular or crescent shape, and 3-D beach changes during the segmentation of a shal-
low water body into small lakes were predicted.

When wind waves are incident to the lakeshore in a closed water body with a rocky or sandy 
island, topographic changes may occur on the lee of the island because of the wave-sheltering 
effect. Since a rocky island is fixed at a location in a closed water body, the wave-sheltering effect 
of the island is constant with time, and the lakeshore converges to a certain stable form after the 
wave action for a sufficiently long time. When a sandy island is located in a closed water body, 
however, the island itself can deform owing to the action of wind waves, resulting in the suc-
cessive change in wave field. Thus, more complicated lakeshore changes will occur. Here, Lake 
Balkhash located in Kazakhstan [9] was selected as an example, and the BG model was used for 
predicting lakeshore changes when a rocky or sandy island exists in a circular lake.

2. Examples of cuspate forelands in lake

2.1. Lakeshore in Lagoa de Mangueira

Figure 3 shows an example of segmentation and the development of sand spits along the 
lakeshore of Lagoa de Mangueira (location: 33°09′59”S, 52°49′32”W) in Brazil [7]. The cres-
cent lake is 100 km long and 10 km wide at the center of the lake. Many cuspate forelands 
have developed along the lakeshore and, in particular, the intervals of the cuspate forelands 
formed on the west shore become short near the south end of the lake. On the other hand, 
sand spits with similar shapes and cuspate forelands have developed along the east and west 
shores, respectively, in the north part of the lake. This is a typical example of segmentation 
and the development of sand spits in a crescent lake.

2.2. Lakeshore in Lake Saroma

Figure 4 shows a satellite image of an abandoned inlet located at the east end of Lake Saroma 
in Hokkaido, Japan (Location: 44°08′03”N, 143°59′04″E) [10]. This water body has a triangular 
shape, and segmentation of a water body can be seen near the east end. When enlarging the 
rectangular area in the satellite image of Figures 4 and 5 is obtained. For the wind rose in 
Lake Saroma, the predominant wind direction is WNW, resulting in the eastward develop-
ment of sand spits. On the south shore is Tofutsu fishing port, as shown in Figure 5. East of 

Figure 3. Segmentation and development of sand spits along lakeshore of Lagoa de Mangueira in Brazil [7].
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Figure 5. Enlarged satellite image of rectangular area in Figure 4, and sand spits A-E and E’ [10].

this fishing port, the width of the water body gradually decreases, and sand spits A-E develop 
together with pairs of sand spits A’ and E’. Of these sand spits, sand spits A and A’ are the 
largest and divide the water body into two. In the vicinity of sand spit A’, wind waves can-
not be generated in the presence of the westerly wind, resulting in no development of sand 
spits. However, east of sand spit A’, wind waves can develop, and the size of the sand spits 
increases eastward in the order of sand spits B, C, and D.

2.3. Lakeshore in Lake Kitaura

Lake Kitaura located in Ibaraki Prefecture is a shallow lake with an area of 35.2 km2 and 25 km 
length in the north-south direction, as shown in Figure 6. The formation of cuspate forelands 
in this lake was discussed in [5], and here we refer this results. This lake is located in the 
lowland surrounded by Kashima and Namegata tablelands with elevations of 40 and 30 m 
on the east and west sides, respectively. Thus, wind waves can be generated without a signifi-
cant sheltering effect by hills or mountains. Because the direction of the principal axis of Lake 

Figure 4. Study area in eastern Lake Saroma [10].
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Kitaura is N18°W, the predominant wind of NNE blows at an angle of 40.5° clockwise relative 
to the direction of the principal axis. Because of this oblique wind direction, wind waves are 
incident at a large incidence angle to the shoreline, resulting in the formation of the protrud-
ing shoreline on the west shore. In particular, an enlarged satellite image of two subareas, 
a and b, in Figure 6 is shown in Figure 7. In subarea a, cuspate forelands and the ridges develop 
out of phase, and this condition is very similar to that in the lagoon facing the Chukchi Sea, 
as shown in Figure 2. Similarly, the cuspate forelands on both shores extend out of phase in 
subarea b. This shows a typical example of segmentation and the development of sand spits 
in a triangular lake.

Figure 6. Cuspate forelands developed along lakeshore of Lake Kitaura in Japan [5].

Figure 7. Enlarged satellite images of areas a and b in Lake Kitaura [5].
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Figure 5. Enlarged satellite image of rectangular area in Figure 4, and sand spits A-E and E’ [10].
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Figure 4. Study area in eastern Lake Saroma [10].
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Kitaura is N18°W, the predominant wind of NNE blows at an angle of 40.5° clockwise relative 
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incident at a large incidence angle to the shoreline, resulting in the formation of the protrud-
ing shoreline on the west shore. In particular, an enlarged satellite image of two subareas, 
a and b, in Figure 6 is shown in Figure 7. In subarea a, cuspate forelands and the ridges develop 
out of phase, and this condition is very similar to that in the lagoon facing the Chukchi Sea, 
as shown in Figure 2. Similarly, the cuspate forelands on both shores extend out of phase in 
subarea b. This shows a typical example of segmentation and the development of sand spits 
in a triangular lake.

Figure 6. Cuspate forelands developed along lakeshore of Lake Kitaura in Japan [5].

Figure 7. Enlarged satellite images of areas a and b in Lake Kitaura [5].
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Figure 9. Enlarged satellite image of Lake Balkhash.

2.4. Lake Balkhash

Lake Balkhash has 450 and 200 km lengths in the E-W and S-N directions, respectively 
(Figure 8). Figure 9 shows an enlarged satellite image of the rectangular area in Figure 8. 
Island A is located at a location of 46°34′53.99”N and 78°50′17.47″E at the central part of the 
lake near the east end, and a cuspate foreland of 14 km length extends between island A and 
the lakeshore. On the shore opposite to island A, a triangular cuspate foreland B is formed 
with a barrier island. The sand bar extending northwestward from Island A is symmetric with 
respect to the centerline of the cuspate foreland, and the length of the sand bar is longer than 
the width of the island. From this, it is inferred that the cuspate foreland extended from the 
land to Island A by the sand supply from Island A and the land, and connected to Island A.

Figure 8. Satellite image of Lake Balkhash in Kazakhstan.
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3. Model for predicting lakeshore changes

For the calculation of the segmentation of a rectangular water body, the BG model employed 
for the calculation of oriented lakes [8] was used. Given a local fetch distance F at a given point 
(g is the acceleration due to gravity and U is the wind velocity), the significant wave height 
H1/3 was calculated using Wilson’s formula  [11, 12].

   H  1/3   = f (F, U)  = 0.30 {1 −   [1 + 0.004   (gF /  U   2 )    1/2 ]    -2 }  ( U   2  / g)   (1)

In this calculation, a coordinate system (xw, yw) was set corresponding to the wave direction 
instead of a fixed coordinate system (x, y) for the calculation of beach changes with the rect-
angular calculation domain, ABCD, as shown in Figure 10, and the wave height was calcu-
lated in the rectangular domain A’B’C’D’ including the domain ABCD. Neglecting the wave 
refraction effect, waves were assumed to propagate in the same direction as the wind. The 
fetch distance F was added from upwind to downwind along the xw-axis using Eq. (2) when 
the xw-axis was divided by mesh intervals Δxw [13]. Here, the index i in Eq. (2a) is the mesh 
number along the xw-axis.

   F    (i+1)   =  F    (i)   + r∆  x  w    (2a)

 r  =    { 1    (Z ≤ 0)   0    (Z > 0)     (2b)

Figure 10. Selection of coordinate system (x, y) adopted for calculation of beach changes with rectangular calculation 
domain ABCD and another coordinate system (xw, yw) [13].
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When a grid point was located on land and the downslope condition of dZ/dxw ≤ 0 was satis-
fied, the local fetch was reset as F = 0 (Eq. (3)).

   F    (i)   = 0   (if Z ≥ 0 and dZ /  dx  w   ≤ 0)   (3)

When the grid point was located in the lake, F was recalculated. By this procedure, the wave 
height becomes 0 on the lee of the cuspate forelands, and the wave-sheltering effect alone can 
be evaluated.

For the sand transport equation, Eq. (4), which is expressed using the wave energy at the 
breaking point, was used [6].

   q →   =  C  0     
 K  s   P _____ tan  β  c  

   {tan  β  c    
→  e  w    −  |cos α|   

⟶
 ∇Z  }   (−  h  c   ≤ Z ≤  h  R  )   (4)

  P = ε (Z)    (E C  g  )   
b
   tan  β  w    (5)

  tan  β  w   = dZ /  dx  w    (tan  β  w   ≥ 0)   (6)

Here,   q →   = ( q  x  ,  q  y   )  is the net sand transport flux, Z (x, y, t) is the seabed elevation with reference to the  
still water level (Z = 0),    

⟶
 ∇Z   = ( ∂ Z / ∂ x,   ∂ Z / ∂ y)  is the seabed slope vector,    e →    w    the unit vector of the  

wave direction, α is the angle between the wave direction and the direction normal to  
the contour line, and  |cosα| = |   e →    w   ⋅   → ∇Z  |/|  → ∇Z  | . tanβc is the equilibrium slope of sand, and Ks is the 
longshore and cross-shore sand transport coefficient. The P value in Eq. (5) is the wave dissipa-
tion ratio per unit area of the seabed and time between Z = −hc and hR, where sand movement 
occurs [6], and (ECg)b is the wave energy flux at the breaking point. xw is the coordinate in the 
direction of wave propagation, and tanβw is set to 0 when tanβw < 0 is satisfied. tanβw is the 
seabed slope measured in the direction of wave propagation. In the calculation, the local beach 
slope measured along the wave ray was used for the beach slope in Eq. (5), as shown in Eq. (6). 
hc is the depth of closure, and hR is the berm height. C₀ is the coefficient for transforming the 
immersed weight expression to the volumetric expression (  C 0     =  1     /{(ρs − ρ)g(1 − p)}  ; ρ is the seawa-
ter density, ρs is the specific gravity of sand, p is the sand porosity, g is the acceleration due to 
gravity), ε(Z) in Eq. (5) is the depth distribution of sand transport and is defined so as to satisfy 
Eq. (7); in this study, a uniform distribution was employed (Eq. (8)).

   ∫ − h  c  
   h  R      ε (Z) dZ = 1  (7)

  ε (Z)  = 1 /  ( h  c   +  h  R  )     (−  h  c   ≤ Z ≤  h  R  )   (8)

If H1/3 is approximately equal to the breaker height Hb and γ is the ratio of the breaker height 
to water depth, the wave energy flux at the breaking point (ECg)b in Eq. (5) can be written as 
Eq. (9a).

    (E  C  g  )   
b
   =  C  1     ( H  b  )      

5 __ 2    ≈  C  1     ( H  1/3  )      
5 __ 2     (9a)
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   C  1   =   
𝜌𝜌g

 ___  k  1  
    √ 

____
 g / γ     ( k  1   =   (4.004)    2 , γ = 0.8)   (9b)

When F and H1/3 are calculated using the coordinate system (xw, yw) according to the wave 
direction, the wave power P (Eq. (5)) can be calculated and assigned to each grid point on 
the coordinate system (xw, yw). The wave power P at each grid point in the calculation of 
beach changes was interpolated from this distribution of P. The mesh intervals (Δxw, Δyw) in 
the coordinate system (xw, yw) were taken to be the same as (Δx, Δy). Finally, the sand trans-
port and continuity equations were solved on the x-y plane by the explicit finite-difference 
method using a staggered mesh scheme. In this study, the wind direction at each step in the 
calculation of beach changes was selected to be a value determined by random numbers so as 
to satisfy the probability distribution function of the occurrence of a certain wind direction, 
although the wind velocity was assumed to be constant.

In estimating the intensity of sand transport near the berm top and at the depth of closure, 
the intensity of sand transport was linearly reduced to 0 near the berm height or the depth of 
closure to prevent sand from being deposited in the zone higher than the berm height and the 
beach from being eroded in the zone deeper than the depth of closure [14].

4. Calculation conditions

Lakeshore changes in a rectangular water body with an aspect ratio of 5 owing to wind waves 
were first predicted when wind blew from all directions between 0 and 360° with the same prob-
ability of occurrence and intensity (Case 1) or blew at an angle of 45° relative to the principal axis 
of the rectangular water body with an elliptic probability of occurrence and intensity (Case 2),  
as shown in Figure 11 [13]. Then, lakeshore changes in triangle- and crescent-shaped shallow 
water bodies with a flatbed were predicted in Cases 3 and 4, respectively. In all cases, the water 
depth of the flatbed, the berm height, and the initial beach slope were set to 3 m, 1 m, and 1/20, 
respectively. Figure 12 shows the initial topography in each case. Random perturbations with 

Figure 11. Probability distribution of occurrence of wind direction: (a) circular and (b) elliptic [13].
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When a grid point was located on land and the downslope condition of dZ/dxw ≤ 0 was satis-
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   F    (i)   = 0   (if Z ≥ 0 and dZ /  dx  w   ≤ 0)   (3)
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occurs [6], and (ECg)b is the wave energy flux at the breaking point. xw is the coordinate in the 
direction of wave propagation, and tanβw is set to 0 when tanβw < 0 is satisfied. tanβw is the 
seabed slope measured in the direction of wave propagation. In the calculation, the local beach 
slope measured along the wave ray was used for the beach slope in Eq. (5), as shown in Eq. (6). 
hc is the depth of closure, and hR is the berm height. C₀ is the coefficient for transforming the 
immersed weight expression to the volumetric expression (  C 0     =  1     /{(ρs − ρ)g(1 − p)}  ; ρ is the seawa-
ter density, ρs is the specific gravity of sand, p is the sand porosity, g is the acceleration due to 
gravity), ε(Z) in Eq. (5) is the depth distribution of sand transport and is defined so as to satisfy 
Eq. (7); in this study, a uniform distribution was employed (Eq. (8)).
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When F and H1/3 are calculated using the coordinate system (xw, yw) according to the wave 
direction, the wave power P (Eq. (5)) can be calculated and assigned to each grid point on 
the coordinate system (xw, yw). The wave power P at each grid point in the calculation of 
beach changes was interpolated from this distribution of P. The mesh intervals (Δxw, Δyw) in 
the coordinate system (xw, yw) were taken to be the same as (Δx, Δy). Finally, the sand trans-
port and continuity equations were solved on the x-y plane by the explicit finite-difference 
method using a staggered mesh scheme. In this study, the wind direction at each step in the 
calculation of beach changes was selected to be a value determined by random numbers so as 
to satisfy the probability distribution function of the occurrence of a certain wind direction, 
although the wind velocity was assumed to be constant.

In estimating the intensity of sand transport near the berm top and at the depth of closure, 
the intensity of sand transport was linearly reduced to 0 near the berm height or the depth of 
closure to prevent sand from being deposited in the zone higher than the berm height and the 
beach from being eroded in the zone deeper than the depth of closure [14].

4. Calculation conditions

Lakeshore changes in a rectangular water body with an aspect ratio of 5 owing to wind waves 
were first predicted when wind blew from all directions between 0 and 360° with the same prob-
ability of occurrence and intensity (Case 1) or blew at an angle of 45° relative to the principal axis 
of the rectangular water body with an elliptic probability of occurrence and intensity (Case 2),  
as shown in Figure 11 [13]. Then, lakeshore changes in triangle- and crescent-shaped shallow 
water bodies with a flatbed were predicted in Cases 3 and 4, respectively. In all cases, the water 
depth of the flatbed, the berm height, and the initial beach slope were set to 3 m, 1 m, and 1/20, 
respectively. Figure 12 shows the initial topography in each case. Random perturbations with 

Figure 11. Probability distribution of occurrence of wind direction: (a) circular and (b) elliptic [13].
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the amplitude △Z = 0.1 m were added to the slope between Z = 1 and −3 m in the initial bathym-
etry. The wind velocity was 20 m/s. The calculation domain was discretized by △x = △y = 20 m 
with △t = 10 h. The depth distribution of sand transport was assumed to be a uniform distribu-
tion throughout the depth, and the equilibrium slope was 1/20. Table 1 shows the calculation 
conditions for Cases 1–4. The wind velocity of 20 m/s is the value at which a significant wave 
height of approximately 1 m, the same as the berm height, could be generated, given the fetch 
distance of 4.6 km, being the distance along the diagonal of the initial rectangular water body in 
Cases 1 and 2. In Cases 3 and 4, the wind velocity was also assumed to be 20 m/s, and wind was 
assumed to blow from all directions with the same probability and intensity.

In predicting lakeshore changes when a rocky or sandy island is located in a closed water body, 
four calculations were carried out, as shown in Figure 13. In each case, a circular lake with 
a radius of 1000 m and a solid bottom of a constant depth of 3 m was set for the calculation 
domain. In this circular lake, a rocky or sandy island with a radius of 200 m was set at locations 
deviating from the center of the lake. The foreshore slope of the lakeshore was assumed to be 
1/20. In the present study, the incident angle of waves to the mean shoreline exceeds 45° at 

Figure 12. Initial topographies in Cases 1–4.
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Wind velocity 20 m/s

Berm height, hR 1 m

Depth of closure, hc 3 m

Equilibrium slope, tanβc 1/20

Coefficient of sand transport Ks = 0.2

Calculation cases Case 1: rectangular water body, circular probability distribution

Case 2: rectangular water body, elliptic probability distribution

Case 3: segmentation of a triangular water body

Case 4: segmentation of a crescent-shaped water body

Cases 5–8: topographic changes around an island located in a circular lake

Mesh size Δx = Δy = 20 m

Time intervals Δt = 10 h

Duration of calculation 106 h (105 steps) in Cases 1–4,

5 × 105 h (5 × 104 steps) in Cases 5–8

Boundary conditions Shoreward and landward ends, qx = 0

Right and left boundaries, qy = 0

Table 1. Calculation conditions.

Figure 13. Arrangement of island in Cases 5–8.
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certain locations of the lakeshore, resulting in shoreline instability. Therefore, a small perturba-
tion with the amplitude ΔZ = 0.1 m was added in the depth zone between Z = −3 and 1 m. In 
Cases 5 and 6, a rocky island was placed with its center deviating from the center of lake, and 
the wave-sheltering effect by the island was enhanced in Case 6, in which the island was set at 
a location closer to the lakeshore. In Cases 7 and 8, the arrangement of the island is the same as 
those in Cases 5 and 6, respectively, but the island is composed of sand. The other conditions 
are the same as those in Cases 1–4. Table 1 shows the calculation conditions for Cases 5–8.

5. Results

5.1. Segmentation of water body given circular distribution of probability (Case 1)

Figure 14 shows the calculation results for the segmentation of a slender, rectangular water body 
with a longshore length of 4.5 km, and a width of 0.9 km (aspect ratio = 5), assuming that the 
probability of occurrence of wind direction was given by a circular distribution [13]. When wind 
waves were incident to the lakeshore, several cuspate forelands with irregular shapes developed 
along the shoreline in the beginning. After 2 × 104 steps, the cuspate forelands merged with each 
other, resulting in a reduction in their number, and sand bars with a hound’s-tooth shape were 
formed. This development of cuspate forelands well explains the formation of the lakeshore, as 
shown in Figure 2. After 4 × 104 steps, sand bars extended to the opposite shores, and the water 
body was about to separate into two lakes, and then the water body had separated into two 
completely independent lakes. Finally, two completely rounded lakes were formed.

The distributions of the wave height and longshore sand transport alter in response to the wind 
direction at each time. The formation of cuspate forelands and rounded lakes over time, how-
ever, strongly depends on the mean (H1/3)5/2 flux averaged over a significantly long time [13]. 
Figure 15 shows the mean (H1/3)5/2 flux averaged over 103 steps at six stages between 1 × 103 and 
1 × 105 steps. The arrows in the figure show the direction of the flux, and the color corresponds 
to the intensity of the flux. After 103 steps, outward flux was generated radially from the central 
part of the lake with a symmetric distribution, and the time-averaged flux at the central part 
was 0 because of the cancelation of the sum of the vectors. After 2 × 104 steps, the mean (H1/3)5/2 
flux was equivalent on both sides of the central cuspate foreland, facilitating the development 
of the cuspate foreland. After 4 × 104 steps, the cuspate forelands had further developed, and 
the direction of the mean (H1/3)5/2 flux approached the direction normal to the shoreline. Finally, 
after 105 steps, its direction became normal to the shoreline of the rounded lake.

The mean sand transport flux after 4 × 104 and 5 × 104 steps in Case 1 can be drawn, as shown 
in Figure 16 [13]. Intensive sand transport flux occurred along the shoreline of a cuspate fore-
land at the central part of the water body, enhancing further development of a cuspate fore-
land. Also, intensive sand transport took place near the right corner of the slender water body 
because of a large aspect ratio of the water body, which induced the formation of a circular lake.
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In Case 2, wind blew from the direction of 45° with respect to the principal axis of the slender lake, 
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Uda et al. [8] predicted the formation of oriented lakes [15] using the BG model and showed that 
oriented lakes can develop when the probability of occurrence of the wind direction is given by an 
elliptic distribution. Here, the segmentation of a rectangular water body was predicted, assuming 
that the probability of occurrence was given by an elliptic distribution.

Figure 17 shows the predicted results of the lake averaged over 103 steps in Case 2 [13]. 
Cuspate forelands with an asymmetric form had developed on both shores and inclined 
rightward (leftward) on lower (upper) shorelines in the beginning. Then, the cuspate fore-
lands had merged to increase their size and moved rightward (leftward) on lower (upper) 
shorelines. These results are in good agreement with those obtained by Uda et al. [5] concern-
ing the development of sand spits and cuspate forelands owing to the shoreline instability. 
Because the principal axis of the wind direction is at an angle of 45° relative to the shoreline, 
and the effect of wind blowing from the land to the lake can be neglected along lower shore-
line, the oblique component of waves incident from the left had a higher probability than 
that of waves incident from the right. As a result, rightward sand transport predominantly 
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Figure 16. Mean sand transport flux in Case 1 [13].

Figure 15. Distribution of mean (H1/3)5/2 flux in Case 1 [13].
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caused the formation of a cuspate foreland with an asymmetric shape along the y-axis, and 
rightward movement of the cuspate foreland took place. The formation of a cuspate foreland 
with an asymmetric shape corresponds to the formation of a lagoon, as shown in Figure 2. 
Furthermore, the cuspate foreland markedly developed at the right (left) end on the lower 
(upper) shoreline because of the long fetch distance and large wave intensity after 2 × 104 
steps. With time, the cuspate forelands near the end of the lake were connected to the ends and 
formed a barrier island, whereas the cuspate foreland in the central part markedly extended 
to the opposite shore. After 5 × 104 steps, the water body on the left side was segmented to 
have an elliptic form. Finally, three segmented lakes with an elliptic shape were formed. The 
formation of the lakes with an elliptic shape with parallel principal axes explains the develop-
ment process of the elliptic lakes observed in Chukchi Sea shown in Figure 1.

5.3. Segmentation of a triangular or crescent-shaped water body (Cases 3 and 4)

Figure 18 shows the results of the calculation of the segmentation of a triangular water 
body, assuming that the probability of occurrence of wind direction was given by a circular  

Figure 17. Topographic changes in Case 2 under elliptic distribution of occurrence of wind direction [13].
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distribution [7]. Although the results are similar to those in [7], numerical simulation was carried  
out with changing the size of the lake because of the revision in Eq. (2b). Segmentation rapidly 
occurred in the vicinity of the right end of the triangular water body, and elliptic lakes were 
formed in the area between y = 3.25 and 3.75 km in the beginning. Near the left end, the segmen-
tation stage was delayed, and cuspate forelands extended from both shores. After 1 × 104 steps, 

Figure 18. Segmentation of a triangular water body with time.

Figure 19. Segmentation of a crescent-shaped water body with time.
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the elliptic lake that formed near y = 3.0 km became rounded and merged into a larger lake, 
resulting in a decrease in the aspect ratio. Until 4 × 104 steps, five circular lakes were formed. The 
shape of the water body after 1 × 104 steps well explains the development of the sand spits in 
Lake Saroma shown in Figure 5.

Similarly, Figure 19 shows the results of the segmentation of a crescent-shaped water body 
with time. Rapid segmentation occurred in the vicinity of the both ends of the crescent water 
body in the beginning. In the area between y = 3.25 and 4.0 km, cuspate forelands that devel-
oped from both shores were alternately distributed on both shores, in contrast to the sym-
metric cuspate forelands in the central part. This explains the features observed in the water 
body facing the Chukchi Sea, as shown in Figure 2. After 1 × 104 steps, sand bars with a 
hound’s-tooth shape were formed in the area between y = 3.75 and 4.25 km. The segmentation 
continued over time, and the lakes became rounded as a whole. After 105 steps, circular lakes 
with a radius corresponding to the initial lake width were formed and stabilized.

5.4. Lakeshore changes in circular lake with a rocky or sandy island

Figure 20 shows the lakeshore changes in Case 5 with a rocky island in a circular lake, assuming 
that the probability of occurrence of wind direction was given by a circular distribution. Under 

Figure 20. Lakeshore changes behind a rocky island in lake (Case 5).
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the condition, a wave-shelter zone was primarily formed on the lee of the island against wind 
waves incident from x-axis. Sand was transported from the outside of the wave-shelter zone 
to the inside, and a symmetrical cuspate foreland started to form on the lee of the island. After 
5 × 104 steps, the cuspate foreland connected to the island. Because sand was mainly transported 
from the opposite shore with a longer fetch distance to the lee of the island, the lakeshore on the 
opposite shore was eroded. Thus, when a rocky island is asymmetrically located at a location in 
a lake, the formation of a cuspate foreland and erosion on the opposite shore take place at the 
same time.

Figure 21 shows the same results in Case 6. In this case, the wave-sheltering effect due to the 
island was strengthened than that in Case 5 because of the proximity of the island to the lake-
shore, the cuspate foreland rapidly developed together with the formation of a large cuspate 
foreland. After 5 × 104 steps, a headland with a circular head was formed. Because the distance 
between the island and lakeshore decreased, the wave-sheltering effect increased, resulting in 
the greater cuspate foreland behind the island and erosion on the opposite shore.

The lakeshore changes in Case 7 with a sandy island in a circular lake are shown in Figure 22. 
When waves were incident to the sandy island, the island deformed by the action of waves 
incident from x-axis, which has the longest fetch distance, and slender sand bars extended 

Figure 21. Lakeshore changes behind a rocky island in lake (Case 6).
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toward the y-axis. In the wave-shelter zone of this sand bars, double tombolo extended at 
first, which connected to the slender sand bars. With time, all sand comprised of the island 
were transported to the lakeshore and merged with the lakeshore. After 5 × 104 steps, a large 
amount of sand was deposited on the lee of the island, whereas the opposite shore was eroded.

Figure 23 shows the same results in Case 8. The initial circular island significantly deformed 
owing to the action of wind waves incident from the direction of x-axis, and sand bars extend-
ing to the direction of the y-axis were formed. Because of the short distance between the island 
and lakeshore, double tombolo quickly extended on the lee of the sandy island, while leav-
ing a lagoon in the central part. With time, a barrier island was formed with a lagoon inside 
double tombolo, and the smaller lake behind the barrier island was rounded by wind waves 
in the closed water body. A large amount of sand was deposited behind the island.

The mean sand transport fluxes averaged over 1000 steps between 1.9 × 104 + 1 and 2 × 104 
steps in Cases 5 and 7 with the same arrangement of an island are shown in Figure 24. In Case 
5 with a rocky island, the intensive sand transport flux occurred on both sides of the island 
with decreasing the intensity behind the island, whereas in Case 7, strong sand transport 
flux toward the tips of the sand bar occurred along the shoreline of sand bars. When setting 
point O at the center of the circular lake, and points a and b at both ends of the straight line 
through point O, as shown in Figure 24, the direction of sand transport flux is downward at 
points a and b. Out of waves incident to point a, waves incident from the upper half of the 

Figure 22. Lakeshore changes around a sandy island in lake (Case 7).
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through point O, as shown in Figure 24, the direction of sand transport flux is downward at 
points a and b. Out of waves incident to point a, waves incident from the upper half of the 

Figure 22. Lakeshore changes around a sandy island in lake (Case 7).
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lake causes downward longshore sand transport, and vice versa, when waves are incident 
from the lower half. Without an island, net sand transport at point A is 0 because of the sym-
metricity of the closed water body. With an island, however, the area of the water body in the 
lower half decreases than that in the upper half, resulting in weaker wave action. As a result, 
the direction of the net sand transport fluxes at points a and b became downward, enhancing 
sand transport from the upper half to the lower half, resulting in erosion in the upper half.

Figure 24. Mean sand transport flux averaged over 1000 steps in Cases 5 and 7.

Figure 23. Lakeshore changes around a sandy island in lake (Case 8).
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In the case of Lake Balkhash, part of sand comprised of the island was considered to be trans-
ported northwestward, forming a long slender sand bar. Such topographic changes can be 
explained by the mergence of a slender sand bar extended from the island and the sand bar 
extended in the opposite direction, as shown in the results after 5 × 104 steps in Case 5 and 
after 2 × 104 steps in Case 7.

6. Conclusions

Specific geomorphological features associated with shoreline instability under a high-wave-
angle condition on the lakeshore, such as the development of sand spits, in several elongated 
water bodies were investigated, and the segmentation of a water body was numerically pre-
dicted using the BG model. It was concluded that a rectangular water body segmented into 
circular (elliptic) lakes when the probability of occurrence of the wind direction was given by a 
circular (elliptic) distribution. In each case, the wave-sheltering effect of the cuspate forelands 
played a primary role. Also, the mergence and segmentation of triangular and crescent-shaped 
slender water bodies were predicted using the BG model. It was further used for predicting the 
lakeshore changes when a rocky or sandy island exists in a circular lake. The deformation of a 
sandy island and mergence of the sandy island to the lakeshore were predicted well.
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Abstract

Hydrodynamic simulations using three-dimensional numerical model were carried out in
three different shallow tropical lakes to understand the characteristics of water movement
in the respective water bodies. The models were based on meteorological data from the
nearest stations and calibrated with current measurement, temperature, or water-level
data. The results show good agreement between measured and simulated velocities and/
or temperature at certain depth. This study found that the major driving forces of the
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managers to understand patterns of surface water movement and pollutant transport. Varia-
tions in hydrodynamics among lakes have been associated with differences in morphological
geometries and the surrounding topographies as well as hydrometeorological and geochemi-
cal influences [1]. Simulations of hydrodynamic pattern using high-dimensional numerical
models have become useful for understanding the complex role of different forcing mecha-
nisms. For example, wind-driven motion was an important forcing mechanism to induce
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observed basin-scale cyclonic gyre in Lake Maracaibo [2]. Bailey and Hamilton showed that
the effects of changing wind direction were found to have a greater influence on the sediment
concentration distribution compared to advection and diffusion in lakes having directionally
varying strong winds such as Thomsons Lake in Australia [3]. Numerous earlier works have
established the spatial variability of winds and temperature on lake dynamics including
horizontal and vertical mixing and stratification pattern [4].

Many recent studies have also used hydrodynamic simulation to assess the impacts of climate
change on lakes [4, 5]. One-dimensional hydrodynamic model was used to identify potential
drawbacks of climate change in Lake Ammersee, Germany. The study found that global
warming of the atmosphere increased water temperatures, subsequently extending duration of
stratification and increasing thermal stability on the lake ecosystem [6]. In [7], simulation results
indicated global warming led to possible increase in water transparency in Lake Mangueira,
Brazil due to nutrient limitation and submerged macrophyte growths, while increase in inflows
and low water levels changed the lake hydrodynamic behavior leading to algal bloom [8].

Despite known significant advances in lake hydrodynamic information published in literature,
understanding on the circulation patterns in different lakes, in particular in the trophic zone,
remains inadequate due to the absence of long-term monitoring data and technical knowledge
on numerical model simulation [4]. The aim of this study is to improve understanding of the
hydrodynamic characteristics in different tropical lakes located in Malaysia. Understanding
such hydrodynamic pattern is necessary to enable effective management purposes.

2. Research method

The study has focused on three shallow water bodies namely Bukit Merah reservoir, Durian
Tunggal reservoir and Bera Lake (Figure 1). Bera Lake is a natural floodplain lake with a mean
depth of about 2.8 m, while Durian Tunggal is a water supply reservoir with a mean depth
about 6 m. Bera Lake (N3�700000, E102�3600000) is a dendritic, alluvial peat and freshwater
swamp system situated in Bera District, Pahang [9], while Durian Tunggal Lake is located in
the Malacca State, Malaysia (N2�2000000, E102�1800000). Bukit Merah reservoir is a multi-
function shallow reservoir (mean depth of about 2.5 m) created for irrigation and flood
mitigation. The reservoir is located in Northern Perak State at N5�200000, E100�4000000. Durian
Tunggal reservoir is small (surface area about 5.8 km2), while Bukit Merah reservoir is large
(surface area of about 33 km2). Both Bera Lake and Durian Tunggal Lake are mesotrophic,
while Bukit Merah Lake is mesotrophic-eutrophic [10].

Meteorological and hydrological data were obtained from automatic weather monitoring
stations deployed at each lake or the nearest weather or rainfall stations over the study period.
Meteorological data, such as wind, water discharge, and morphological properties, were
important elements for three-dimensional hydrodynamic model application and calibration
of the model. Bathymetry data for Bukit Merah Reservoir were attained from hydrographic
survey results provided by Kerian Drainage and Irrigation Department. Hydrographic sur-
veys were carried out for Bera Lake and Durian Tunggal reservoir. Survey area for Bera Lake
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was limited to open lake areas due to extensive presence of macrophytes. The bathymetry and
shoreline data were meshed into three-dimensional grids (Table 1). Smaller vertical grid
(0.5 m) was selected for the Bukit Merah reservoir due to its shallowness (~4 m) while vertical
grid of 1 m was chosen for Bera and Durian Tunggal lakes. Bukit Merah Lake has nonuniform
mesh type with larger grid for open water and smaller grid in channel connecting the north
and south of the lake. For Durian Tunggal Lake, focus was given to the larger part of the lake in
the east with areas separated by road excluded in the analysis due to the lack of observation
data. The bathymetry of the three lakes is shown in Figure 2. Flow data at nearest station
within each lake catchment were obtained from the Drainage and Irrigation Department of

Figure 1. Map of study lakes in Peninsular Malaysia.

Lake Bera Durian Tunggal Bukit Merah

Horizontal grid designs 100 m uniform mesh model 100 m uniform mesh model 200 m � 200 m; 5 m
mesh for channel

Vertical grid (m) 1.0 1.0 0.5

Simulation period March-June 2015 January-March 2014 February-August
2014

Computational area (m) 3180 � 3500 4300 � 5200 6500 � 9500

Maximum time step (s) 3 2 10

Surface drag coefficient 0:0007þ 0:0004
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wind speed m=sð Þp

Vertical eddy viscosity and diffusivity Predicted by the turbulence closure model

Table 1. Hydrodynamic model set up and computational setting.
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Malaysia or published information in [11, 12]. Additional measurements of main river dis-
charges were also carried out in Bukit Merah and Bera lakes. Current data were based on
current measurements using Acoustic Doppler Current Profiler (ADCP).

This study used a three-dimensional rectilinear grid hydrodynamic model to simulate the
hydrodynamic structures of the lakes. The numerical model comprises integrated momentum,
continuity, and heat transfer equations together with the equation of state developed by
National Institutes of Japan [9]. The physical processes are described by fluid motion (Eq. (1)),
flow continuity (Eq. (2)), state equation (Eq. 3), and heat transfer conservation (Eq. (4)), and the
numerical schemes are adapted in-line with the methodology described in [13, 14].

For each layer k, the depth integrated momentum equation is described as follows:

∂Mk

∂t
þ v � ∇ð ÞMk þ vwð Þj�Hk�1

� vwð Þj�Hk
� f 0k�Mk

¼ hk
rk

Ψk � 1
2
ghk∇rk

� �
þ ∇ � AH∇ð Þ½ �Mk

þ Az
∂v
∂z

� �����
�Hk�1

� Az
∂v
∂z

� �����
�Hk

(1)

Figure 2. Bathymetry of study lakes and their major inflow.
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In these equations, hk (k = 1, 2, …, K) represents thickness (cm) of each k layer, H the still-water
depth (cm), v = (u, v) the horizontal velocity components (cm�s�1) in the x, y direction, w the
vertical velocity (cm�s�1), r the seawater density (g�cm�3), ζ the sea-surface level (cm), f0 the
Coriolis parameter (s�1) which is described as f 0 ¼ 2ω sinφ0 with the angular velocity ω (s�1)
of the earth rotation and the mean latitude φ0 of the lake, g the gravitational acceleration
(= 980 cm�s�2), and Pa the atmospheric pressure (g�cm�2�s�1). Mk = hk�vk is volume transport
integrated into vertically in each layer, ∇ the horizontal gradient operator, AH and KH the
horizontal viscosity and diffusivity coefficients (cm�2�s�1), AZ and KZ are vertical viscosity
and diffusivity coefficients (cm�2�s�1), and θ is the conservative physical value such as tem-
perature. T and S represent water temperature (�C) and salinity (ppt), respectively.

The model employs the turbulence closure scheme, the k–L model, that considers turbulence
kinetic energy (k) and mixing length (L) for hydrodynamic simulation due to the importance of
vertical turbulence transport processes. The buoyancy effect due to stratification was based on
Munk-Anderson empirical relationship [13]. Knudsen’s expression was adopted for calculat-
ing the water density from water temperature and salinity. The heat exchange calculation
through the water surface is estimated based on the contribution from the sensible heat flux,
and latent heat flux, short wave radiation and long wave radiation. Meteorological data, such
as air temperature, wind speed, and solar radiation, provide the input for the surface heat
balance.

The main inputs of the model were the river inflow; meteorological parameter, such as wind,
rainfall, and air temperature; and bathymetry data. Comparison between different wind
speeds and under calm wind conditions was made to evaluate the circulation pattern and
transport phenomena. The model assumes no physical effect of the flow field and no contribu-
tion from the groundwater. Despite the fact that a large quantity of macrophytes, such as
submerged species Cabomba furcata in Bukit Merah Lake and emergent plants Pandanus
helicopus in Bera Lake, may shape the hydrodynamic features, this effect was not considered
in the study. The bathymetry data for Bera Lake only cover open surface areas where accessi-
bility is not limited, while the presence of submerged species in Bukit Merah was highly
variable during the study period. The maximal allowable time step for the models follows the
Courant-Friedrichs-Lewy (CFL) condition stability criterion with values completed at 3, 10,
and 2 s for Bera, Bukit Merah, and Durian Tunggal, respectively. In this respect, we discuss the
impact of drought and water management on the hydrodynamic pattern of the water bodies.
The main characteristics of runs are explained in Table 1.

Assessing the Hydrodynamic Pattern in Different Lakes of Malaysia
http://dx.doi.org/10.5772/intechopen.73274

75



Malaysia or published information in [11, 12]. Additional measurements of main river dis-
charges were also carried out in Bukit Merah and Bera lakes. Current data were based on
current measurements using Acoustic Doppler Current Profiler (ADCP).

This study used a three-dimensional rectilinear grid hydrodynamic model to simulate the
hydrodynamic structures of the lakes. The numerical model comprises integrated momentum,
continuity, and heat transfer equations together with the equation of state developed by
National Institutes of Japan [9]. The physical processes are described by fluid motion (Eq. (1)),
flow continuity (Eq. (2)), state equation (Eq. 3), and heat transfer conservation (Eq. (4)), and the
numerical schemes are adapted in-line with the methodology described in [13, 14].

For each layer k, the depth integrated momentum equation is described as follows:

∂Mk

∂t
þ v � ∇ð ÞMk þ vwð Þj�Hk�1

� vwð Þj�Hk
� f 0k�Mk

¼ hk
rk

Ψk � 1
2
ghk∇rk

� �
þ ∇ � AH∇ð Þ½ �Mk

þ Az
∂v
∂z

� �����
�Hk�1

� Az
∂v
∂z

� �����
�Hk

(1)

Figure 2. Bathymetry of study lakes and their major inflow.

Applications in Water Systems Management and Modeling74

∂ς
∂t

¼ w� ∇ �M1, wk�1 ¼ wk � ∇ �Mk 2≦k≦K�1� �
, (2)

r ¼ r S;Tð Þ (3)

∂
∂t

hk � θkð Þ þ ∇ � Mk � θkð Þ þ wθð Þj�Hk�1
� wθð Þj�Hk

¼ ∇ � hkKH∇ð Þ½ � � θk þ Kz
∂θ
∂z

� �����
�Hk�1

� Kz
∂θ
∂z

� �����
�Hk

(4)

In these equations, hk (k = 1, 2, …, K) represents thickness (cm) of each k layer, H the still-water
depth (cm), v = (u, v) the horizontal velocity components (cm�s�1) in the x, y direction, w the
vertical velocity (cm�s�1), r the seawater density (g�cm�3), ζ the sea-surface level (cm), f0 the
Coriolis parameter (s�1) which is described as f 0 ¼ 2ω sinφ0 with the angular velocity ω (s�1)
of the earth rotation and the mean latitude φ0 of the lake, g the gravitational acceleration
(= 980 cm�s�2), and Pa the atmospheric pressure (g�cm�2�s�1). Mk = hk�vk is volume transport
integrated into vertically in each layer, ∇ the horizontal gradient operator, AH and KH the
horizontal viscosity and diffusivity coefficients (cm�2�s�1), AZ and KZ are vertical viscosity
and diffusivity coefficients (cm�2�s�1), and θ is the conservative physical value such as tem-
perature. T and S represent water temperature (�C) and salinity (ppt), respectively.

The model employs the turbulence closure scheme, the k–L model, that considers turbulence
kinetic energy (k) and mixing length (L) for hydrodynamic simulation due to the importance of
vertical turbulence transport processes. The buoyancy effect due to stratification was based on
Munk-Anderson empirical relationship [13]. Knudsen’s expression was adopted for calculat-
ing the water density from water temperature and salinity. The heat exchange calculation
through the water surface is estimated based on the contribution from the sensible heat flux,
and latent heat flux, short wave radiation and long wave radiation. Meteorological data, such
as air temperature, wind speed, and solar radiation, provide the input for the surface heat
balance.

The main inputs of the model were the river inflow; meteorological parameter, such as wind,
rainfall, and air temperature; and bathymetry data. Comparison between different wind
speeds and under calm wind conditions was made to evaluate the circulation pattern and
transport phenomena. The model assumes no physical effect of the flow field and no contribu-
tion from the groundwater. Despite the fact that a large quantity of macrophytes, such as
submerged species Cabomba furcata in Bukit Merah Lake and emergent plants Pandanus
helicopus in Bera Lake, may shape the hydrodynamic features, this effect was not considered
in the study. The bathymetry data for Bera Lake only cover open surface areas where accessi-
bility is not limited, while the presence of submerged species in Bukit Merah was highly
variable during the study period. The maximal allowable time step for the models follows the
Courant-Friedrichs-Lewy (CFL) condition stability criterion with values completed at 3, 10,
and 2 s for Bera, Bukit Merah, and Durian Tunggal, respectively. In this respect, we discuss the
impact of drought and water management on the hydrodynamic pattern of the water bodies.
The main characteristics of runs are explained in Table 1.

Assessing the Hydrodynamic Pattern in Different Lakes of Malaysia
http://dx.doi.org/10.5772/intechopen.73274

75



3. Results and discussion

3.1. Hydrological and meteorological characteristics

Wind speed and rainfall pattern vary between the three lakes (Figure 3). Rainfall amount and
wind speed in 2016 was highest in Durian Tunggal Lake compared to Bera and Bukit Merah
lakes. Highest daily rainfall amount recorded was 151, 50, and 33 mm in Durian Tunggal,
Bukit Merah, and Bera lakes, respectively. Wind speed was also highest in Durian Tunggal
Lake followed by Bukit Merah and Bera lakes. Mean daily wind speeds were relatively higher

Figure 3. Rainfall amount and wind speed in three lakes in 2016.
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in Durian Tunggal and Bukit Merah, namely 2.1 and 1.8 m/s compared to Bera Lake of 1.0 m/s.
The highest daily mean wind speeds recorded in Durian Tunggal, Bukit Merah, and Bera Lake
were 7.8, 7.7, and 2.6 m/s, respectively.

The main rivers that flow into the Bukit Merah Lake are Kurau River and Merah River. Kurau
River covers a large catchment with total surface area of 337 km2 and thus contributing bigger
flow into the lake. Mean flow recorded at DID Pondok Tanjung monitoring station for the
period 1960–2004 was 16.5 m3/s. Measurement recorded in 2012 showed flows of 26.7 and
1.3 m3/s for Kurau River and Merah River, respectively [15]. The discharge of Kurau River
based on measurement was approximately 13 m3/s. The main river that flows into Bera Lake is
the Tembagau River and Bera River, which channel backflow of water from Pahang River
during monsoon season. Inflows from Bera River range between <1 and 12.2 m3/s, while
inflows from tributaries are almost negligible for Durian Tunggal Lake. Durian Tunggal lake
is more dependent on the inter-water transfer scheme from Muar River [16] consistent with
qualitative observation. Generally, the small catchment and large conversion of forested land
to agriculture in Durian Tunggal Basin are likely reducing the natural water resource supply
within the catchment. In contrast, Bera Lake and Bukit Merah have large forest reserve and
water catchment storage subsequently more inflows.

3.2. Model calibration

In this chapter, evaluation of the model performance was based on the visual inspection of
observed and simulated trends and correlation coefficients of determination (r2). Flow field of
east, north, and vertical directions was measured at one location in Bukit Merah using ADCP
and used to calibrate the hydrodynamic model. The results show good agreement between
measured and simulated velocities at 1-m depth (Figure 4a). However, proper agreement of
velocities at different depths and water level was difficult to achieve due to many uncertainties
connected with hydrology and water demand management. Additionally, temperature sensor
was also deployed to calibrate the hydrodynamic model. Simulated temperature yields very
good agreement with measured temperature (Figure 4b). Based on the coefficients of determi-
nation (r2) between model output and observed data, the simulated current has higher corre-
lation with the observed values at 1 m level. The coefficient of determination for temperature
was 0.742. In Durian Tunggal and Bera Lake, temperature-depth profiling was carried out at
few sites for calibration purposes. The coefficient of determination for temperature was 0.762
and 0.6 for Durian Tunggal and Bera Lake, respectively.

3.3. Model analysis

Hydrodynamic simulation in Bukit Merah Lake indicated that the major driving force of the
hydrodynamic pattern in the reservoir is wind-driven motion. The hydrodynamic patterns at
surface level as shown in Figure 5 were averaged from air-water interface to 0.5 m depth. The
circulation pattern analyzed and modeled showed mixing and water movement in the lake,
which is closely related to wind velocity and direction. For example, a northeast wind, with
magnitude approximately greater than 3 m/s, can cause a substantial transport and circulation
of water mass in Bukit Merah Lake. A much higher wind speed exceeding 7 m/s was recorded
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in Durian Tunggal and Bukit Merah, namely 2.1 and 1.8 m/s compared to Bera Lake of 1.0 m/s.
The highest daily mean wind speeds recorded in Durian Tunggal, Bukit Merah, and Bera Lake
were 7.8, 7.7, and 2.6 m/s, respectively.

The main rivers that flow into the Bukit Merah Lake are Kurau River and Merah River. Kurau
River covers a large catchment with total surface area of 337 km2 and thus contributing bigger
flow into the lake. Mean flow recorded at DID Pondok Tanjung monitoring station for the
period 1960–2004 was 16.5 m3/s. Measurement recorded in 2012 showed flows of 26.7 and
1.3 m3/s for Kurau River and Merah River, respectively [15]. The discharge of Kurau River
based on measurement was approximately 13 m3/s. The main river that flows into Bera Lake is
the Tembagau River and Bera River, which channel backflow of water from Pahang River
during monsoon season. Inflows from Bera River range between <1 and 12.2 m3/s, while
inflows from tributaries are almost negligible for Durian Tunggal Lake. Durian Tunggal lake
is more dependent on the inter-water transfer scheme from Muar River [16] consistent with
qualitative observation. Generally, the small catchment and large conversion of forested land
to agriculture in Durian Tunggal Basin are likely reducing the natural water resource supply
within the catchment. In contrast, Bera Lake and Bukit Merah have large forest reserve and
water catchment storage subsequently more inflows.

3.2. Model calibration

In this chapter, evaluation of the model performance was based on the visual inspection of
observed and simulated trends and correlation coefficients of determination (r2). Flow field of
east, north, and vertical directions was measured at one location in Bukit Merah using ADCP
and used to calibrate the hydrodynamic model. The results show good agreement between
measured and simulated velocities at 1-m depth (Figure 4a). However, proper agreement of
velocities at different depths and water level was difficult to achieve due to many uncertainties
connected with hydrology and water demand management. Additionally, temperature sensor
was also deployed to calibrate the hydrodynamic model. Simulated temperature yields very
good agreement with measured temperature (Figure 4b). Based on the coefficients of determi-
nation (r2) between model output and observed data, the simulated current has higher corre-
lation with the observed values at 1 m level. The coefficient of determination for temperature
was 0.742. In Durian Tunggal and Bera Lake, temperature-depth profiling was carried out at
few sites for calibration purposes. The coefficient of determination for temperature was 0.762
and 0.6 for Durian Tunggal and Bera Lake, respectively.

3.3. Model analysis

Hydrodynamic simulation in Bukit Merah Lake indicated that the major driving force of the
hydrodynamic pattern in the reservoir is wind-driven motion. The hydrodynamic patterns at
surface level as shown in Figure 5 were averaged from air-water interface to 0.5 m depth. The
circulation pattern analyzed and modeled showed mixing and water movement in the lake,
which is closely related to wind velocity and direction. For example, a northeast wind, with
magnitude approximately greater than 3 m/s, can cause a substantial transport and circulation
of water mass in Bukit Merah Lake. A much higher wind speed exceeding 7 m/s was recorded
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in an earlier observation in 2014, and most wind direction was observed to be from north-east
[17]. Wind-induced storm has been observed to have transported floating vegetation island
from north to south of the lake [17]. In our simulation, water movement responded along the
wind direction. As shown in Figure 5a, north-east wind moved water toward southeast
direction. High wind exceeding 7.5 m/s induced mean surface current about 7.2 cm/s. Higher
current of 14.4 cm/s occurs near constricted channel. Warmer temperature was observed in the
west, while lowest temperature was observed in the southeast. High wind effects homoge-
nized the surface temperature and induced turbulence that could well mix the water column
(Figure 5a and b).

Figure 4. Calibrated results of (a) current velocity and (b) temperature in Bukit Merah Lake.
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Figure 5. Pattern of (a) temperature and (b) current velocity pattern under high wind events and (c) temperature and (d)
current velocity pattern under low wind events in Bukit Merah Lake.
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In addition to winds, inflows from tributaries are also important for Bukit Merah Lake. Water
movement from Kurau River from simulated result responded directly with the inflow of
Kurau River. The water mass moved from the river mouth in the east to the deeper area in the
west and south. Wind effects conveyed further the water mass and spread in to larger areas
depending on the speed and direction. Under low wind events or calm conditions, tempera-
ture gradient between shallow and deep areas promoted convective motion. Convective
motions can be driven by differential heating and cooling of water mass of differed depth and
volume. Since the lake depth was less than 5 m deep, both wind-induced and nocturnal mixing
in Bukit Merah Lake extended to the lake bottom consistent with mixing pattern in other
shallow lakes [18]. Well-mixed lakes were like to be more supersaturated with oxygen and
thus more productive due to better light environment and nutrient supply such as from
sediment. This hydrodynamic feature may support the findings on phytoplankton characteri-
zation between the three lakes, which indicated higher productivity in Bukit Merah Lake
compared to the two lakes [19].

Unequal heating of surface layer between shallow and deep regions resulted in higher rate of
change in temperature in the shallow areas due to small volume of water contained. This
differential heating can induce movement of warm waters over the cooler waters [20]. Simi-
larly, differential cooling or unequal cooling between shallow and deep regions resulting from
larger heat loss in the shallow regions or weaker winds due to wind shelters resulted in
downslope movement of cold waters to deeper regions [20]. Most of the areas at the south
and west of Bukit Merah are shallower compared to the east side of Bukit Merah which
induced movement of water toward the deeper areas in the east or center due to differential
heating in the shallow areas during calm conditions (Figure 5c and d). In contrast to current
velocity during wind events, current velocity during calm weather were small, in the range of
nil to 2.9 cm/s. Differential cooling was observed in other large lake, such as the Lake Tangan-
yika in Africa, which induced large-scale convective motion throughout the lake [21]. Drought
associated with long dry season may have strong impact on the Bukit Merah Lake due to its
large size. Continuous abstraction of water for irrigation and higher evaporation rates can lead
to significant drop of water level in the lake. Low water level reduces the lake volume and
affects the hydrodynamic patterns with stronger mixing and temperature gradient in agree-
ment with atmospheric forcing including wind, temperature, and solar radiation pattern.

Hydrodynamic simulation in Bera Lake indicated that the major driving force of the hydrody-
namic pattern in the reservoir is river inflow. Bera Lake is mostly surrounded by riparian forest
and subsequently is sheltered from wind motions. Wind records showed low wind conditions
with average winds of about 1 m/s. Wind-driven motion has low effects on this natural lake.
However, higher wind speed (>3 m/s) occasionally alters water movement in the lake
(Figure 6a). Similar to the nearby Chini Lake, this floodplain lake is very much influenced by
inflows of the main river, namely the Pahang River that backflows into the lake through Bera
River during monsoon and rainy seasons. Simulation showed the water movement responded
directly with inflow from the Pahang River (Figure 6b). The inflow of cold and turbid water
from the Pahang River is heavier and enters into the lake as underflows. Our qualitative
observation revealed that inflows into the lake from all tributaries were negligible during dry
period and drought, and together with no rain input led to severe drop of lake’s water level.
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The turbid water from the Pahang River may also induce vertical density gradient as surface
temperature increases at the surface water due to reduction in penetration of solar radiation to
a smaller depth as observed in the nearby floodplain Chini Lake [19]. Convective motion
driven by water temperature gradient was also important in Bera Lake. In this lake, under still
wind conditions and low flow, movement of current or convective motion was detected by the
simulation which was likely driven by unequal temperature gradient between the macro-
phytes (shallow) and open water (deeper). During the night, warmer temperature at the
deeper area in the east moved to shallower area in the west at the surface, while cooler water
in the shallow areas move to the deeper areas of the open water at the lake bottom (Figure 6c).
Density-driven flow was observed between reed beds and open water in a shallow lake in
southern Sweden [22] and in laboratory experiments [23]. Current velocities induced by differ-
ential cooling and heating between floating-leaved bed and open water reported in the litera-
ture were between 1.6 and 1.9 cm/s [19]. Higher horizontal density flow was reported between
open water and reed beds (1.5–2.8 cm/s) [22] and between the wetland and lake (3–5 cm/s) [24].
In this study, simulated current movements under no winds as illustrated in the simulation
were in the range of 1.0–3.0 cm/s.

Hydrodynamic simulation in Durian Tunggal Lake showed the importance of wind effects in
driving the hydrodynamic pattern in the reservoir. Wind records showed high wind condi-
tions exceeding 6 m/s with wind direction mostly from the northeast. Durian Tunggal Lake
was deeper compared to the other two lakes and may experience more apparent stratification.
Lake isotherm under different wind conditions is shown in Figure 7. High wind speeds
exceeding 6 m/s led to strong mixed layer throughout the water column within the upper
(Figure 7a). In mid-afternoon and high solar radiation, increased surface heating and weak
winds induce differential heating near surface layer (Figure 7b). The lake may also experience
differential heating due to variation in heat absorption, given the high turbidity level in the

Figure 6. Temperature and current velocity pattern in Bera Lake during (a) high winds, (b) strong inflow from Bera River,
and (c) calm wind and low flow.
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in the shallow areas move to the deeper areas of the open water at the lake bottom (Figure 6c).
Density-driven flow was observed between reed beds and open water in a shallow lake in
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Figure 6. Temperature and current velocity pattern in Bera Lake during (a) high winds, (b) strong inflow from Bera River,
and (c) calm wind and low flow.
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Figure 7. Isotherm in the Durian Tunggal Lake during (a) high wind, well-mixed condition and (b) low wind, differential
heating condition. Numbers represent profiling locations.

Figure 8. Temperature and current velocity pattern in Durian Tunggal Lake during (a) high wind, (b) mid-wind speed,
heavy rain, and (c) low wind.
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water from interbasin water transfer from Muar River into the lake. Similar to Bukit Merah,
northeast winds are common for Durian Tunggal Lake and such wind direction moved water
toward southeast direction (Figure 8a). Mid-wind speeds and heavy rain exceeding 50 mm
induced mean surface current more than 9.0 cm/s in certain western part of the lake
(Figure 8b), while low wind induced wind surface current less than 2.5 cm/s (Figure 8c).
Additionally, higher salinity of the water from interbasin water transfer was reported occa-
sionally which may affect the hydrodynamic features [10]. However, this dynamic is not
studied here due to limited observation data. Water level in this man-made lake is very much
influenced by the water abstraction.

4. Conclusion

The hydrodynamic studies of the three lakes in Malaysia here indicate distinct variation of the
circulation. The mixing regime is shaped by the bathymetry of the lakes in relation to changes
in winds, temperature-solar radiation, and inflows. This study found variation in the major
driving force of the hydrodynamic pattern between lakes. Hydrodynamic simulations showed
that the Bukit Merah and Durian Tunggal reservoirs are more sensitive to wind-driven motion.
Bera Lake is more sensitive to flood inflow by the main river during the monsoon season.
Convective motion driven by water temperature gradient was important for Bukit Merah and
Bera Lake. The horizontal gradient in the former was driven by variation in depth between
shallow and deeper regions, while in the latter it was influenced by variation between shel-
tered areas and open areas. The hydrodynamic models were capable of evaluating the changes
in the stratification pattern and physical process created by the effect of the wind on the lake.
This will aid in identifying upwelling and downwelling areas and spatial water quality varia-
tion and plankton community structure.

The model provides tool for understanding the hydrodynamic characteristics of lakes. The
findings from the hydrodynamic analysis, such as water column and circulation pattern
generated by the model, will become useful as the basis for the study of the water quality and
environmental variations in water bodies.
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Abstract

This chapter introduces basic concepts, properties, and principles of different processes in
inland surface water and analytical methodologies. The fundamentals of surface water
hydrodynamics, including water properties, hydrodynamic processes, Cartesian coordinate-
based governing equations, and boundary and initial conditions were reviewed. The fate
and transport of contaminants in surface water were introduced. Based on aforemen-
tioned theory and principles, two hydrodynamic-water quality models were developed
for studying a lake and a river, respectively. A stratified 3D model was used to investigate
the circulation and E. coli transport in the nearshore region of Lake Michigan. The mode-
ling results show that stratified phenomenon exists in the near region, and a 3D model is
necessary even though a previous 2D model works well for the shallow water environ-
ment. A 2D depth-averaged water quality model was developed to estimate the fate and
transport of four contaminants in the San Joaquin River of California. The modeling
results indicate that it took 20 days for these contaminants to transport from the upstream
to the downstream in the research domain. These models can be effectively used for inland
surface water restoration and management.

Keywords: inland, surface water, hydrodynamics, water quality, numerical model

1. Introduction to surface water systems

Inland surface water systems such as rivers, streams, creeks, lakes, reservoirs, and wetlands
play a hugely important role in our drinking water supply, agricultural irrigation, industrial
utilization, recreational activities, and other public uses. Our everyday lives depend on the
availability and quality of surface water. Surface water is in motion in response to natural
forces, climatic effects, and human activities, all of which have a significant impact on its
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quality. Although surface water systems are governed by many different factors, this chapter
focuses primarily on two of the most influential aspects: hydrodynamics and water quality.
Water’s hydrodynamic characteristics include its flow velocity, water depth, and water surface
elevation, while water quality is assessed in terms of its physical (temperature, color, odor,
sediments, etc.), chemical (dissolved oxygen, salinity, organic matter and heavy metal content,
nutrients, etc.), and biological characteristics (bacteria, viruses, protozoans, etc.). The interac-
tions between the processes related to these characteristics are inevitably fairly complex; water
system administrators must therefore seek to develop a good understanding of the dominant
factors and processes that affect the water quality of each of the local water resources they are
responsible for if they are to make correct or optimized management decisions.

Water quality is represented by the levels of a series of water quality parameters such as water
temperature, dissolved oxygen, level of pathogens, and the concentrations of different
chemicals, all of which may vary both temporally and spatially. In addition to the inactivation
of contaminants, the levels and distribution of contaminants are governed by several dynamic
processes, including diffusion, dispersion, and advection. These processes are closely linked to
the water’s flow characteristics, the influents and effluents entering and leaving the body of
water, wind stress, the Coriolis effect (which must be taken into account in large bodies of water
such as the Great Lakes), and stratified temperature, among other factors. In turn, the fate and
transport of contaminants may influence flow, for example, sediment transport may change
flow density. In addition to these commonmechanisms shared by all surface water bodies, each
will have its own unique characteristics. Therefore, to better understand how a particular
surface water system functions, essential knowledge of its hydrodynamic and water quality
related processes must be supplemented by information regarding its specific characteristics.

The methods typically used to study the surface water systems include theoretical analyses,
mathematical modeling, laboratory experiments, and field observations. Experiments and
observations are the most reliable ways to acquire real information for a specific system that
will provide a good basis for analysis and modeling. However, for a complex surface water
body, the observed or measured data are usually far from sufficient to reflect or predict a
complete picture of the real scenario. Furthermore, the available data are not necessarily totally
reliable, and low quality data with high errors may lead researchers to build a false or
misleading idea of what is actually happening. Therefore, mathematical modeling coupled
with observations for verification and calibration is essential in such cases. Hydrodynamic and
water quality models have been widely developed and used for the investigations of rivers
[1–4], lakes or reservoirs [5–11], estuaries [12, 13], and coastal waters [14, 15] on various
aspects. These models have been effective tools for explaining, simulating, and forecasting the
complex processes in water environment.

This chapter focuses on the fundamental concepts and principles of surface water analysis, and
the application of a model that combines hydrodynamics and water quality. The goals are to help
develop a better understanding of the different hydrodynamic processes involved to facilitate
decision making in real surface water systems. After a discussion on the fundamentals of surface
water hydrodynamics (Section 2), contaminant fate and transport in surface water and a water
quality model will be discussed. This chapter concludes with a discussion of two case studies of
very different surface water systems, the southern part of Lake Michigan and the upper reaches
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of the San Joaquin River in California, to illustrate how these theoretical predictions compare to
the hydrodynamic and water quality properties observed in real bodies of water.

2. Fundamentals of surface water hydrodynamics

Hydrodynamics deals with the motion of water and the forces acting on water. Hydrodynamic
studies focus on investigating the mechanisms driving flow by quantifying the key physical
processes in water. The results obtained provide invaluable information on the movement and
transport of contaminants, which serves as the basis for all research into water quality. The
information needed to develop a hydrodynamic model includes a comprehensive set of
governing equations that describe the physical processes involved and the associated initial
and boundary conditions required to numerically solve the equations, and the various param-
eters that must be input to run the model.

2.1. Water properties and hydrodynamic processes

In hydrodynamics, the main property parameters of water are its density/specific weight and
its viscosity, both of which have a significant impact on the solutions to the governing equa-
tions. The density of water can vary depending on the temperature, concentration of the
suspended solids, and salinity. The influence of these factors on water density has been
formulated as follows [16]:

r ¼ rT þ ΔrS þ ΔrC (1)

where rT is the density of pure water as a function of temperature T [17, 18], ΔrS is the change in
density due to salinity S, and ΔrC is the change in density due to total suspended sediments [19].

Viscosity represents the internal friction of water and is very important for hydrodynamic
processes. The kinematic viscosity (m2/s) of a river can be approximated as a function of
temperature T (�C) [20].

υ ¼ 1:785� 0:0584T þ 0:00116T2 � 0:0000102T3� �� 10�6 (2)

Here, hydrodynamic processes refer to water motion, circulation, mixing phenomena; the
corresponding processes involving the materials suspended in the water include advection,
dispersion and mixing. The results combine to form a hydrodynamic model that generally
includes flow field, water depth and water surface elevation, salinity, temperature, and sedi-
ment concentration. Some of this information, for example, which related to temperature,
salinity, and/or sediment, may also be utilized in water quality models.

2.2. Cartesian coordinate-based governing equations

The governing equations for both water flow and the transport of contaminants are based on
the conservation laws of mass, momentum, and energy. Hydrodynamic models include two
main types of governing equations: continuity equation for the mass balance of water in the
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flow and momentum equation that indicates the relationship between the driving forces and
water acceleration of motion, which is Newton’s second law. The forces acting on a water body
include gravity, viscous force, and pressure as well as other external forces such as wind and
the Coriolis force. The momentum equation in most hydrodynamic models is a simplification
and/or modification of the Navier-Stokes equation. Most natural surface water systems are
characterized as “shallow water,” where the horizontal scale is far greater than the water
depth. The hydrostatic assumption, which assumes that the hydrostatic balance in the vertical
plane and the vertical acceleration can be neglected, also applies to shallow water. Technically,
all surface water systems are three-dimensional scenarios, and a fully 3D model would thus
provide the most complete description of their flow features, but the resulting model would be
far too complex for the governing equations to be solved. Under most circumstances, it is
reasonable to use a 1D, 2D, or quasi-3D model as this provides sufficient accuracy to solve
nearly all practical problems. Based on the representation and spatial scale of water body and
application purposes, a number of different dimensional models have been developed by
researchers. Examples of these models and their applications are listed in Table 1. Their
governing equations for continuity and momentum are described as follows [20] (2.2.1), [16,
20] (2.2.3), [21] (2.2.2), [23] (2.2.4).

2.2.1. 1D equations

2.2.1.1. Continuity equation

∂A
∂t

þ ∂ Auð Þ
∂x

¼ 0 (3)

2.2.1.2. Momentum equation
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Bτsx � λτbxð Þ ¼ 0 (4)

Model
dimensions

Characteristics Applications

Zero Completely mixed, no flow, spatially uniform Estimation of ponds, lakes, tanks with no or low
flow

One Shallow narrow flow, well mixed, spatial variation in
transverse and vertical directions neglected

Long creeks, rivers, streams, narrow channels

Two
(horizontal)

Shallow wide flow, well mixed, spatial variations in
vertical direction neglected

Wide open lakes and estuaries (weakly
stratified), ponds, wide shallow river reaches

Two
(vertical)

Deep narrow flow, spatial variation in lateral direction
neglected

Narrow and deep lakes, reservoirs, river reaches
(strongly stratified)

Three Deep, stratified flow, significant variation in vertical
direction, all three directions considered

Deep large lakes, reservoirs, coastal regions,
estuaries

Table 1. Examples of different dimensional models and their applications.
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where A is the cross sectional area, u is the flow velocity averaged over the cross section, a is the
elevation of channel bottom, h is the water depth, εxx is the horizontal eddy coefficient, B is the
channel width at the water surface, λ is the wetted perimeter of the cross section, τsx is the wind
stress acting on water surface, and τbx is the frictional stress on bottom and bank surface [20].

2.2.2. Depth-averaged 2D equations

2.2.2.1. Continuity equation
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2.2.2.2. Momentum equations
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where u, v are the depth-averaged velocities in the x, y directions, respectively, W is the wind
velocity, ψ is the wind direction, ζ is the empirical wind coefficient; f is the Coriolis parameter, g is
the accelerationdue togravity,n is theManning’s roughness coefficient, and ε is thedepth-averaged
eddy viscosity. Horizontalmixing is described using the Smagorinsky eddy parameterization:

ε ¼ 2Am ¼ αA
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(8)

where α is a constant in the range 0.01–0.5 [22] and Am is the area of the current element based
on the finite element scheme [21].

2.2.3. Lateral-averaged 2D equations

2.2.3.1. Continuity equation

∂ Buð Þ
∂x

þ ∂ Bwð Þ
∂z

¼ 0 (9)

where u is the lateral averaged velocity in the x direction, w is the lateral averaged velocity in
the z direction, and B is the water width.
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where A is the cross sectional area, u is the flow velocity averaged over the cross section, a is the
elevation of channel bottom, h is the water depth, εxx is the horizontal eddy coefficient, B is the
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where u, v are the depth-averaged velocities in the x, y directions, respectively, W is the wind
velocity, ψ is the wind direction, ζ is the empirical wind coefficient; f is the Coriolis parameter, g is
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where α is a constant in the range 0.01–0.5 [22] and Am is the area of the current element based
on the finite element scheme [21].

2.2.3. Lateral-averaged 2D equations
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where u is the lateral averaged velocity in the x direction, w is the lateral averaged velocity in
the z direction, and B is the water width.
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2.2.3.2. Momentum equation
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where AH is the horizontal eddy viscosity, Av is the vertical turbulent mixing coefficient, and zs
is the water surface elevation. For gradually varying flows, the z-direction momentum equa-
tion can be neglected due to the insignificant effects of inertia, diffusion, and dispersion in the
vertical direction [16, 20].

2.2.4. 3D stratified flow equations

2.2.4.1. Continuity equation
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Based on the hydrostatic assumption Eq. (12), vertical momentum equations can be eliminated
from 3D governing equations.
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For the purposes of this analysis, a water system is divided into a series of horizontal layers
that interact with each other. The topography of a real 3D environment is generally
nonuniform, and the bathymetry may spatially differ over a wide range. To avoid any prob-
lems due to the nonuniform water depth, it is necessary to transform the system to a constant
geometric structure with uniform resolution. Based on the Sigma method [16, 23, 24], a
transformation scheme was developed as follows:

x0 ¼ x
y0 ¼ y

z0 ¼ aþ z� að Þ b� að Þ
h

(13)

where x0,y0,z0 are the transformed coordinates, p is the water pressure, g is the acceleration due
to gravity, r is the water density, z is the vertical coordinate, a is the bottom elevation, and b is
the fixed vertical location to which the water surface will be transformed. Thus, the continuity
equation and momentum equations along the horizontal direction are as follows [23]:
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where u, v, w are the velocities in the x, y, z direction, respectively, εij is the turbulent eddy
coefficient (i, j ¼ x, y, z), Γi is the external tractions on the water body, and rs is the density at
the water surface. Subscripts s and b denote surface and bottom, respectively.

Eddy viscosity can be determined using a number of different methods, but the Mellor
Yamada formulation [25] and the Smagorinsky [22] method are the among most widely used
methods for the horizontal and vertical eddy viscosity, respectively.

2.3. Boundary and initial conditions

To numerically solve these governing equations, boundary conditions (and initial conditions for
transition problems) must be specified for all external surfaces of the water body. Boundaries of a
surface water system consist of the top water surface and the bottom and side surfaces. Accord-
ingly, the water surface elevation, the velocities at the bottom and side surfaces, and the flux (if
sediment and salinity are to be considered) at all boundaries must be specified.

2.3.1. The free water surface

There is zero pressure on the water surface and no leakage across the water surface.

ws ¼ dh
dt

(17)

where ws is the vertical velocity at the water surface. There may also be some external surface
traction, such as wind stress, acting on the water surface.

2.3.2. The bottom surface

Two types of boundary conditions are applied to the bottom surface [23], which will be either a
no leakage boundary or a no slip boundary (ub ¼ vb ¼ wb ¼ 0) condition.
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where AH is the horizontal eddy viscosity, Av is the vertical turbulent mixing coefficient, and zs
is the water surface elevation. For gradually varying flows, the z-direction momentum equa-
tion can be neglected due to the insignificant effects of inertia, diffusion, and dispersion in the
vertical direction [16, 20].
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nonuniform, and the bathymetry may spatially differ over a wide range. To avoid any prob-
lems due to the nonuniform water depth, it is necessary to transform the system to a constant
geometric structure with uniform resolution. Based on the Sigma method [16, 23, 24], a
transformation scheme was developed as follows:
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where x0,y0,z0 are the transformed coordinates, p is the water pressure, g is the acceleration due
to gravity, r is the water density, z is the vertical coordinate, a is the bottom elevation, and b is
the fixed vertical location to which the water surface will be transformed. Thus, the continuity
equation and momentum equations along the horizontal direction are as follows [23]:
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where u, v, w are the velocities in the x, y, z direction, respectively, εij is the turbulent eddy
coefficient (i, j ¼ x, y, z), Γi is the external tractions on the water body, and rs is the density at
the water surface. Subscripts s and b denote surface and bottom, respectively.

Eddy viscosity can be determined using a number of different methods, but the Mellor
Yamada formulation [25] and the Smagorinsky [22] method are the among most widely used
methods for the horizontal and vertical eddy viscosity, respectively.

2.3. Boundary and initial conditions

To numerically solve these governing equations, boundary conditions (and initial conditions for
transition problems) must be specified for all external surfaces of the water body. Boundaries of a
surface water system consist of the top water surface and the bottom and side surfaces. Accord-
ingly, the water surface elevation, the velocities at the bottom and side surfaces, and the flux (if
sediment and salinity are to be considered) at all boundaries must be specified.

2.3.1. The free water surface

There is zero pressure on the water surface and no leakage across the water surface.

ws ¼ dh
dt

(17)

where ws is the vertical velocity at the water surface. There may also be some external surface
traction, such as wind stress, acting on the water surface.

2.3.2. The bottom surface

Two types of boundary conditions are applied to the bottom surface [23], which will be either a
no leakage boundary or a no slip boundary (ub ¼ vb ¼ wb ¼ 0) condition.
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2.3.3. The side surface

The side surface refers to the shoreline of the water body or a defined boundary of the model
such as the entrance or exit of a river reach. The shoreline conditions are zero normal velocity,
that is, no leakage across the boundary surface. Information on the water surface elevation,
velocities, or flow rate need to be specified for the defined boundaries, but combinations of
different conditions should be avoided on the same boundary.

2.3.4. Other boundary conditions

In addition to the required boundary conditions mentioned earlier, some frictional stresses Γi
in the governing equations may act on the surfaces of water body so the corresponding
conditions should be added to the model. Common stresses include wind stress (ΓWX and
ΓWY) and frictional stress (ΓBX and ΓBY).

2.3.5. Initial conditions

A dynamic model requires a set of initial values to be input in order to begin to solve the
governing equations. The model needs a “best guess” set of conditions for all the nodes in the
mesh at the beginning of the iterative process; a bad initial guess that is far from the real
conditions will adversely affect the convergence, slowing down the process immensely. A
commonly used strategy is to have the whole water body at rest with a constant water surface
elevation (WSE) when t = 0. The real initial scenario generally emerges after running the
simulation for a period from this initial state.

2.4. Parameters and data for the hydrodynamic model

Many different types of data are needed as input or to determine the controlling parameters
when running a hydrodynamic model. The data used as direct input include the geographic
coordinates of the shoreline, bathymetry, flow rate, water surface elevation, meteorological
data such as wind speed and direction, radiation intensity, air pressure, precipitation and the
evaporation rate, among others. In addition to the input data, data on the flow rate, velocities,
water depth, and water surface elevation at other locations than the boundaries are also
needed to calibrate the model to determine hard to measure parameters such as the roughness
of the bottom and the horizontal momentum diffusion coefficient [16], and to confirm that the
model accurately reflects the real scenario. The modeling results are compared to the data
measured either in the laboratory or in the field for the model calibration and verification.

3. Water quality model

Water quality, which includes its physical, chemical, biological, and other characteristics, is
predominantly controlled by the hydrodynamic processes and the various mechanisms
governing the fate and transport of contaminants. Once a contaminant enters a water system,
its concentration is determined by its chemical and biological reactions and hydrodynamic
transport processes, including advection, dispersion, and vertical mixing. Water quality models
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are widely used to reflect these processes. Some examples of water quality model applications
include the simulation and prediction of water temperature, dissolved oxygen (DO), biochemical
oxygen demand (BOD), the nitrogen cycle (including levels of organic nitrogen, ammonia, nitrite
and nitrate), the phosphorous cycle (including levels of organic phosphorous and phosphates),
algae growth and decay, cohesive/noncohesive suspended sediment, salinity, heavy metals, and
pathogens, among others [27]. Depending on the results for advection, dispersion, and turbulent
mixing obtained from the hydrodynamic model, water quality models may also incorporate the
sources/sinks, chemical and biological reactions of contaminants.

3.1. Governing equations for contaminant fate and transport

The governing equations for contaminant fate and transport are as follows [16, 21, 23]:

3.1.1. 1D equation
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3.1.3. 2D laterally averaged equation
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3.1.4. 3D stratified equation
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The side surface refers to the shoreline of the water body or a defined boundary of the model
such as the entrance or exit of a river reach. The shoreline conditions are zero normal velocity,
that is, no leakage across the boundary surface. Information on the water surface elevation,
velocities, or flow rate need to be specified for the defined boundaries, but combinations of
different conditions should be avoided on the same boundary.

2.3.4. Other boundary conditions

In addition to the required boundary conditions mentioned earlier, some frictional stresses Γi
in the governing equations may act on the surfaces of water body so the corresponding
conditions should be added to the model. Common stresses include wind stress (ΓWX and
ΓWY) and frictional stress (ΓBX and ΓBY).

2.3.5. Initial conditions

A dynamic model requires a set of initial values to be input in order to begin to solve the
governing equations. The model needs a “best guess” set of conditions for all the nodes in the
mesh at the beginning of the iterative process; a bad initial guess that is far from the real
conditions will adversely affect the convergence, slowing down the process immensely. A
commonly used strategy is to have the whole water body at rest with a constant water surface
elevation (WSE) when t = 0. The real initial scenario generally emerges after running the
simulation for a period from this initial state.

2.4. Parameters and data for the hydrodynamic model

Many different types of data are needed as input or to determine the controlling parameters
when running a hydrodynamic model. The data used as direct input include the geographic
coordinates of the shoreline, bathymetry, flow rate, water surface elevation, meteorological
data such as wind speed and direction, radiation intensity, air pressure, precipitation and the
evaporation rate, among others. In addition to the input data, data on the flow rate, velocities,
water depth, and water surface elevation at other locations than the boundaries are also
needed to calibrate the model to determine hard to measure parameters such as the roughness
of the bottom and the horizontal momentum diffusion coefficient [16], and to confirm that the
model accurately reflects the real scenario. The modeling results are compared to the data
measured either in the laboratory or in the field for the model calibration and verification.

3. Water quality model

Water quality, which includes its physical, chemical, biological, and other characteristics, is
predominantly controlled by the hydrodynamic processes and the various mechanisms
governing the fate and transport of contaminants. Once a contaminant enters a water system,
its concentration is determined by its chemical and biological reactions and hydrodynamic
transport processes, including advection, dispersion, and vertical mixing. Water quality models
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are widely used to reflect these processes. Some examples of water quality model applications
include the simulation and prediction of water temperature, dissolved oxygen (DO), biochemical
oxygen demand (BOD), the nitrogen cycle (including levels of organic nitrogen, ammonia, nitrite
and nitrate), the phosphorous cycle (including levels of organic phosphorous and phosphates),
algae growth and decay, cohesive/noncohesive suspended sediment, salinity, heavy metals, and
pathogens, among others [27]. Depending on the results for advection, dispersion, and turbulent
mixing obtained from the hydrodynamic model, water quality models may also incorporate the
sources/sinks, chemical and biological reactions of contaminants.

3.1. Governing equations for contaminant fate and transport

The governing equations for contaminant fate and transport are as follows [16, 21, 23]:
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where C is the concentration of the contaminant or temperature, A is the cross-sectional area,
As is the storage cross-sectional area, Di is the turbulent diffusion coefficient in the i direction,
G is a general term representing sources or sinks, and k is the first order decay or reproductive
rate coefficient [23]. These equations represent the first order case; other reaction rates (such as
zero order or second order) are described using different expressions for the source term. The
terminology used for the other variables is same as that used in Section 2.

3.2. Boundary and initial conditions

Contaminants may be released into a water system via one of two modes: constant release or
pulsed release. For both, the initial condition is C x; t ¼ 0ð Þ ¼ C0, where C0 is the initial concen-
tration that can be assigned as a constant such as the background concentration. The boundary

condition for the free surface, bottom and side surfaces is the no flux condition,
∂C
∂n

¼ 0, where

n represents the coordinates in the direction normal to the boundary. Other observed concen-
trations are assigned to the inflow and outflow boundaries.

3.3. Parameters and data for the water quality model

For a water quality model, numerous parameters and data are needed as input. Initial values
for these parameters are obtained from the literature, measured directly, or determined via
model calibration. The modeling results for various values of the parameter are then compared
against the observed data, and the value that achieves the best match is selected for further
modeling runs.

Water quality models are fairly complex due to the multiple interrelationships among the
many processes controlling the fate and transport of contaminants. Many of these processes
can only be described using empirical formulations, which need adequate data for verification
and calibration. Data quantity and quality are thus keys for developing and applying a water
quality model. In the remainder of this chapter, finite element model RMA10 is used as the
hydrodynamic model and RMA11 as the water quality model in the discussion [23].

4. Case studies

Two case studies, the application of a hydrodynamic model in a lake and a water quality
model in a river, are presented in this section to show how the respective models are applied
for real world surface water systems.

4.1. Case study 1: Southern Lake Michigan

4.1.1. Background

Water quality in the nearshore region of southern Lake Michigan had a problem with contam-
ination by fecal bacteria from various sources. For Great Lakes beaches, fecal pollution
attracted a great deal of attention from both beach managers and the public due to its potential
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risk to human health, triggering many beach closures and advisories every year with a conse-
quent significant loss to local economies along the shoreline. Predictive modeling has been
suggested as an effective approach to enhancing measurements of water quality both tempo-
rally and spatially, thus reducing the damage caused by improving the beach management.
This case study was therefore conducted to develop a nearshore transport model for fecal
pollution in Lake Michigan. The resulting model can be used to inform beach goers promptly
in order to protect them from any potential exposure to waterborne pathogens and to help
develop a better understanding of the key processes and factors influencing the fate and
transport of fecal pollution in the nearshore reaches of the lake. As the indicators of fecal
bacteria, Escherichia coli (EC) and enterococci (ENT) were used to evaluate the water quality
at a recreational beach. In such environments, modeling nearshore, wind-driven circulation
and the transport of EC and ENT are particularly challenging due to the interactions with
complex lake-wide circulation. Originally, a 2D depth-averaged model was developed to
simulate the entire lake with finer meshes close to the shoreline to emphasize the nearshore
region [21]. The modeling results show that the current in nearshore region flew predomi-
nately along the shoreline direction and the cross-shoreline flow was fairly weak. Therefore,
within an acceptable error tolerance range, the entire lake can be simplified as a narrow
channel along the shoreline to significantly save computation efforts for nearshore process
investigations. With this simplification, current flows only in clockwise or anticlockwise direc-
tion along the shoreline, and the exchanging process of mass and momentum in cross-
shoreline direction only occur within the channel [26]. Later investigation indicates that the
current in vertical direction sometimes cannot be neglected in such lake environment, and
thus, a stratified 3D model may be necessary to explain the hydrodynamic and transport
processes along the water depth. In this case study, a new 3D model for the domain model
was developed based on the aforementioned channelized 2D model. Some 3D modeling
results are reported in the following sections.

4.1.2. Investigation domain and model mesh

This case study focused on the nearshore regions along approximately 100 km of the shoreline of
southern Lake Michigan. Based on the channelization simplification [26], the computational
domain included a 5-kmwide channel throughout the entire LakeMichigan shoreline (Figure 1).
To fairly delineate the complex shoreline, a finite element model with a 3D nonuniform mesh
was used. The mesh was gradually refined from a resolution of approximately 1–2 km at the
locations far from the research domain to 100 m in the research area. Four streams are the
primary tributaries discharging into southern Lake Michigan: Trail Creek (TC) at the Michigan
City Harbor (USGS 04095380), Kintzele Ditch (KD) nearby Michigan City, Burns Ditch at Por-
tage, IN (BD, USGS 04095090), and Indiana Harbor Canal (IHC) at East Chicago. As KD and TC
both discharge combined sewer flows (CSOs), these are the most significant sources of EC and
ENT so Mt. Baldy beach, which is located between the two, was chosen as the nearshore beach
for this investigation (Figure 1).

4.1.3. Data collection

Major factors considered in the model included the bathymetry, the shape of the lake shoreline,
wind stress, hydrological flows from the tributaries, and water temperature. Bathymetric data
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where C is the concentration of the contaminant or temperature, A is the cross-sectional area,
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∂n
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risk to human health, triggering many beach closures and advisories every year with a conse-
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with a resolution of 3 arc-seconds were obtained from the NOAA’s National Geophysical Data
Center. As inputs of the model, hourly meteorological data, including wind speed and direc-
tion, air temperature, dew point temperature, air pressure, and sunlight insolation were
obtained from six stations run by NOAA’s National Climatic Data Center and two buoys
belonging to NOAA’s National Data Buoy Center (NDBC). Data on current velocity and WSE
were also collected from several stations for model calibration.

Figure 1. (a) Whole lake model mesh (2D), (b) channelized mesh (2D), (c) channelized mesh (3D), (d) Google Earth
satellite image with the channelized mesh, (e) enlarged research domain with mesh, and (f) scheme of node distribution
in quadratic a 3D element mesh.

Applications in Water Systems Management and Modeling98

4.1.4. Hydrodynamic and water quality model

4.1.4.1. Model description

Although a 2D depth-averaged model based on the finite element model RMA10 [21, 26] can
well describe the wind-driven circulation at the particular location in Lake Michigan during the
specific period, the transport phenomenon along the water depth is fairly significant for other
contaminants at other locations [27]. Therefore, a stratified 3D hydrodynamic and water quality
model was developed to address the vertical current and transport. The model was employed to
simulate current velocity, water depth, water surface elevation, water temperature, and EC. The
model principles and setup, including the governing equations, boundary conditions, and initial
conditions, were those described earlier in Sections 2 and 3. The governing equations were thus
Eqs. (11)–(16) for the hydrodynamic model and Eq. (21) for the water quality model. A constant
value of 2.0 m2/s was used for both the eddy viscosity and the turbulent diffusion coefficient in
the nearshore region. The water body was evenly divided into three layers, and thus, there are
totally either five nodes (for the corner points in a finite element) or three nodes (for the mid-
points in a finite element) at each location throughout the water depth. Figure 1f shows the
nodes constituting a typical finite element in the 3D mesh. A quadratic finite element consists of
corner nodes (solid dots such as A, B, C, and D) and middle nodes (empty dots such as a, b, c,
and d). In this two-layer mesh, four and two nodes are placed under each corner and middle
node at the water surface, respectively. Therefore, there are totally five (e.g., A(1)–A(5)) or three
(e.g., a(1)–a(3)) nodes from the lake surface to the bottom.

4.1.4.2. Initial and boundary conditions

The initial conditions used to model EC were the lake at rest and a background value of 3 CFU/
100 mL, based on general observations. The observed water temperatures at the different
stations were interpolated into the mesh for the thermal model when t = 0. The boundary
conditions for the hydrodynamic model included the no leakage condition across the surface
and the bottom, zero pressure and wind stress at the free surface, drag at the bottom surface,
and the flow loading from the tributaries. For the water quality model, EC and ENT data were
loaded for both TC and KD, and the loading rates were monitored at the stream mouths.

4.1.4.3. Fate and transport of EC and ENT

In addition to determining the hydrodynamic transport processes in the water body, estimating
the activation rate of EC and ENT is another key issue in the model. The common factors
affecting the fate and transport of EC and ENT include sunlight, nutrient content, salinity,
suspended solids, sedimentation, water temperature, pH, and predation. Based on the important
inactivation mechanisms reported in the literature, a time-dependent inactivation rate was used,
which considered solar insolation, sedimentation, and water temperature, as shown below:

k I;T; vsð Þ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
1ð Þ

¼ f P
vs
H

þ kII tð Þ
h i

θ T�20ð Þ ¼ f P
vs
H
θ T�20ð Þ

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
2ð Þ

þkII tð Þθ T�20ð Þ
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

3ð Þ

(22)

where k I;T; vsð Þ is the overall inactivation rate, kI is the inactivation rate for light, I tð Þ is the
measured solar insolation, θ is the temperature correction factor (usually 1.07), f P is the
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100 mL, based on general observations. The observed water temperatures at the different
stations were interpolated into the mesh for the thermal model when t = 0. The boundary
conditions for the hydrodynamic model included the no leakage condition across the surface
and the bottom, zero pressure and wind stress at the free surface, drag at the bottom surface,
and the flow loading from the tributaries. For the water quality model, EC and ENT data were
loaded for both TC and KD, and the loading rates were monitored at the stream mouths.

4.1.4.3. Fate and transport of EC and ENT

In addition to determining the hydrodynamic transport processes in the water body, estimating
the activation rate of EC and ENT is another key issue in the model. The common factors
affecting the fate and transport of EC and ENT include sunlight, nutrient content, salinity,
suspended solids, sedimentation, water temperature, pH, and predation. Based on the important
inactivation mechanisms reported in the literature, a time-dependent inactivation rate was used,
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where k I;T; vsð Þ is the overall inactivation rate, kI is the inactivation rate for light, I tð Þ is the
measured solar insolation, θ is the temperature correction factor (usually 1.07), f P is the
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fraction of pathogens attached to the suspended sediment, vs is the settling velocity, and H is
the water column depth.

4.1.5. Model calibration

The hydrodynamic model was calibrated by adjusting the Manning’s roughness coefficient, n
after examining the sensitivity of model currents to the horizontal viscosity. The modeling
results were compared with Acoustic Doppler Current Profiler (ADCP) data collected at Burns
Ditch (July 2–August 14). Figure 2 shows these comparisons. A constant bed roughness value
of 0.1 leading to a minimum root mean square error (RMSE, Eq. (23)) was finally used in the
model. The modeling results for the current velocity and WSE were generally consistent with
known circulation patterns in southern Lake Michigan.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1

log10 Xsimð Þ � log10 Xobsð Þ� �2
vuut (23)

where Xsim, Xobs are the simulated results and the observed data, (referring to the concentra-
tions in this case study), respectively.

4.1.6. Results and discussion

In addition to the previous published 2D modeling investigation of the domain, we examined
the 3D modeling results. The modeling concentrations of EC and water temperatures at

Figure 2. Comparison of (a) velocity component and (b) speed between data and 3D modeling results (lake surface).
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different depth at the sampling locations were compared with the observed data (Figures 3
and 4). Time-dependent inactivation rate based on temperature, sedimentation, and observed
solar insolation (Eq. (22)) was used to simulate EC inactivation. The same parameter values as
those in the 2D models were used for the 3D model, which include a kI value of
0.0026 W�1m2d�1, a fraction f P of 0.1, and a vs value of 5 m per day. The modeling results at
different depth showed a similar pattern of temporal variation, which can reasonably describe
the data. Generally, both the speed and the magnitude of velocity components tend to decrease

Figure 3. Comparison of E. coli between data and 3D modeling results at (a) Mt. Baldy and (b) Central Avenue.

Figure 4. Comparison of temperature between data and 3D modeling results at (a) Mt. Baldy and (b) Central Avenue.
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with depth (U, V, W and Speed in Figures 5–7). The water temperatures at water surface are
higher than those below and the lake bottom has the minimum value. Figures 8 and 9 show the
contour of E. coli reflecting its transport and fate and water temperature distribution at different
time. The model was able to reasonably describe the observed data.

Figure 5. Distribution of calculated parameters along water depth at Julian day 210 at Mt. Baldy Beach.

Figure 6. Distribution of calculated parameters along water depth at Julian day 210 at Trail Creek.
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4.2. Case study 2: Upper San Joaquin River

4.2.1. Background

The San Joaquin River (SJR) is the second longest river in California, and its watershed within
the Central Valley is one of the California’s most productive agricultural areas. The river

Figure 7. Distribution of calculated parameters along water depth at Julian day 210 at Central Avenue Beach.

Figure 8. Spatial distribution of E. coli at 12:00 am on Julian day: (a) 180, (b) 190, (c) 200, and (d) 210.

Application of a Hydrodynamic and Water Quality Model for Inland Surface Water Systems
http://dx.doi.org/10.5772/intechopen.74914

103



with depth (U, V, W and Speed in Figures 5–7). The water temperatures at water surface are
higher than those below and the lake bottom has the minimum value. Figures 8 and 9 show the
contour of E. coli reflecting its transport and fate and water temperature distribution at different
time. The model was able to reasonably describe the observed data.

Figure 5. Distribution of calculated parameters along water depth at Julian day 210 at Mt. Baldy Beach.

Figure 6. Distribution of calculated parameters along water depth at Julian day 210 at Trail Creek.

Applications in Water Systems Management and Modeling102

4.2. Case study 2: Upper San Joaquin River

4.2.1. Background

The San Joaquin River (SJR) is the second longest river in California, and its watershed within
the Central Valley is one of the California’s most productive agricultural areas. The river

Figure 7. Distribution of calculated parameters along water depth at Julian day 210 at Central Avenue Beach.

Figure 8. Spatial distribution of E. coli at 12:00 am on Julian day: (a) 180, (b) 190, (c) 200, and (d) 210.

Application of a Hydrodynamic and Water Quality Model for Inland Surface Water Systems
http://dx.doi.org/10.5772/intechopen.74914

103



originates mainly from snowmelt and runoff in the high Sierra Nevada, eventually converging
with the Sacramento River in the Sacramento-San Joaquin Delta in Northern California. The SJR
has experienced considerable low flow over the years, at times ceasing to flow completely.
Chinook salmon was historically abundant in the SJR, but their populations have significantly
decreased due to the insufficient flow. In order to restore and sustain salmon and other fish
populations, the San Joaquin River Restoration Program (SJRRP) was established in 2006 to
maintain continuous flow along the entire length of the river and improve its hydrodynamic
conditions from Friant Dam to its confluence with the Merced River. Suitable hydrodynamic
conditions, including flow velocity and water depth, are crucial for the safe passage of migrating
salmon. Due to practical limitations, the flow has been rerouted along several alternative path-
ways specifically designed and created as part of the river restoration effort, modifying the
traditional SJR channels. These alternatives were designed and compared to support the passage
of fish by providing adequate hydrodynamic conditions throughout the river reach. The first
objective of the research conducted for this case study was to model the stream conditions,
including current velocity, depth, and WSE, for three alternatives proposed for the SJRRP given
the same hydrologic/hydraulic boundary conditions. This part of hydrodynamic research has
been done and published [28]. The second objective was to further investigate how the water
quality at the upstream of the SJR affects the downstream. A 2D water depth-integrated water
quality model was developed corresponding to the previous hydrodynamic model to simulate
and predict the fate and transport of the contaminants in the upper SJR reach. The water quality
model will provide a tool for the SJR restoration and management in the future.

4.2.2. Investigation domain and model mesh

The study area covered approximately 90 river kilometers from the SJR monitoring station
near Dos Palos (SDP) to the SJR monitoring station at the Fremont Ford Bridge (FFB) near
California Highway 140, which is located within the Middle San Joaquin-Lower Chowchilla

Figure 9. Spatial distribution of water temperature at 12:00 am on Julian day: (a) 180, (b) 190, (c) 200, and (d) 210.
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watershed. In this case study, alternative 3 was used for the water quality study. The water
pathway is: Reach 4A—Eastside Bypass—Mariposa Bypass—Reach 4B2—Reach 5 [28].

The same finite element mesh employed in the hydrodynamic model with resolutions ranging
from 0.5 to 50 m was used to delineate the complex boundaries of the SJR.

4.2.3. Data collection

Bathymetric data were collected during 2010 and 2011 by the US Bureau of Reclamation
(USBR) using GPS and ADCP at a spatial interval of 6 m. The flow rate and WSE data (from
January 1 to September 30 of 2011) used to verify and calibrate the model and as boundary
conditions were obtained from the US Geological Survey (USGS), USBR, and the California
Department of Water Resources (CADWR). The geographic boundary of the SJR was delin-
eated using coordinates from Google Earth based on the WGS84 global reference system. The
data collected from different coordinate systems were all converted and georeferenced using
the same coordinate system and reference datum, namely the North American Vertical Datum
NAVD 88 and California State Plane, Zone 3, North American horizontal Datum NAD 83. The
water quality data are not available at this time.

4.2.4. Model setup

A vertically integrated hydrodynamic model has been employed using the finite element
scheme RMA10 to simulate flow velocity, water depth, and WSE. The governing equations
were Eqs. (5)–(8). Compared with the first case study, the Coriolis force and wind stress are
insignificant and can thus be neglected for this small-scale river reach. For the initial condi-
tions, the river was assumed to be at rest at the beginning and it took a considerable time
(10 days) to reach the actual initial conditions. The boundary conditions included the
upstream flow rates, the known downstream WSEs, no leakage across the surface and the
bottom, a drag stress at the river bottom, no wind stress and zero pressure at the water
surface.

4.2.5. Results and discussion

The hydrodynamic model has been calibrated using the 2011 discharge and WSE data set. The
Manning roughness coefficient of the river reach was manually adjusted to calibrate the model
using the RMSE (Eq. (23)). The optimum value of 0.035 of the coefficient led to the minimum
RMSE.

The flow velocity and WSE obtained from the validated and calibrated model were then used
to assess the habitat suitability of the SJR reach for the spring Chinook salmon. The detailed
model calibration and engineering plan comparisons have been reported by Liu and Ramirez
[28]. Due to the lack of observed water quality data, the developed water quality model was
used to simulate a virtual scenario as follows: four chemical species, including NH3, NO3,
Organic N, and Organic P, which are common in the SJR watershed, entered the SJR at the
upstream entrance of the river reach (SDP). These contaminants transport to the downstream
with water flow and also undergo their own deactivation. Figure 10 shows the concentrations
change with time during a 110-day period. The SDP curve represents the upstream boundary
condition. EBM and FFB are the middle station and downstream station, respectively. The
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watershed. In this case study, alternative 3 was used for the water quality study. The water
pathway is: Reach 4A—Eastside Bypass—Mariposa Bypass—Reach 4B2—Reach 5 [28].

The same finite element mesh employed in the hydrodynamic model with resolutions ranging
from 0.5 to 50 m was used to delineate the complex boundaries of the SJR.

4.2.3. Data collection

Bathymetric data were collected during 2010 and 2011 by the US Bureau of Reclamation
(USBR) using GPS and ADCP at a spatial interval of 6 m. The flow rate and WSE data (from
January 1 to September 30 of 2011) used to verify and calibrate the model and as boundary
conditions were obtained from the US Geological Survey (USGS), USBR, and the California
Department of Water Resources (CADWR). The geographic boundary of the SJR was delin-
eated using coordinates from Google Earth based on the WGS84 global reference system. The
data collected from different coordinate systems were all converted and georeferenced using
the same coordinate system and reference datum, namely the North American Vertical Datum
NAVD 88 and California State Plane, Zone 3, North American horizontal Datum NAD 83. The
water quality data are not available at this time.

4.2.4. Model setup

A vertically integrated hydrodynamic model has been employed using the finite element
scheme RMA10 to simulate flow velocity, water depth, and WSE. The governing equations
were Eqs. (5)–(8). Compared with the first case study, the Coriolis force and wind stress are
insignificant and can thus be neglected for this small-scale river reach. For the initial condi-
tions, the river was assumed to be at rest at the beginning and it took a considerable time
(10 days) to reach the actual initial conditions. The boundary conditions included the
upstream flow rates, the known downstream WSEs, no leakage across the surface and the
bottom, a drag stress at the river bottom, no wind stress and zero pressure at the water
surface.

4.2.5. Results and discussion

The hydrodynamic model has been calibrated using the 2011 discharge and WSE data set. The
Manning roughness coefficient of the river reach was manually adjusted to calibrate the model
using the RMSE (Eq. (23)). The optimum value of 0.035 of the coefficient led to the minimum
RMSE.

The flow velocity and WSE obtained from the validated and calibrated model were then used
to assess the habitat suitability of the SJR reach for the spring Chinook salmon. The detailed
model calibration and engineering plan comparisons have been reported by Liu and Ramirez
[28]. Due to the lack of observed water quality data, the developed water quality model was
used to simulate a virtual scenario as follows: four chemical species, including NH3, NO3,
Organic N, and Organic P, which are common in the SJR watershed, entered the SJR at the
upstream entrance of the river reach (SDP). These contaminants transport to the downstream
with water flow and also undergo their own deactivation. Figure 10 shows the concentrations
change with time during a 110-day period. The SDP curve represents the upstream boundary
condition. EBM and FFB are the middle station and downstream station, respectively. The
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modeling results indicate the similar transport patterns for all species with a time lag between
the locations. Generally, it took about 20 days for a contaminant to transport from SDP to FFB
for this case. Therefore, the model can also be used to effectively predict the downstream
scenario once the upstream condition is known. Figure 11 shows a spatial distribution of
various parameters at some time (the 50th Julian day of 2011 in this example).

Figure 10. Calculated concentrations of: (a) NH3-N, (b) NO3-N, (c) organic N, and (d) organic P.

Figure 11. Scheme of (a) Alt3 route of SJR, spatial distributions of (b) velocity vector of Alt 3 of SJR, concentrations
(contours) of: (c) NH3-N, (d) NO3-N, (e) organic N, and (f) organic P at Julian day 50, 2011.
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5. Summary of hydrodynamic-water quality model applications

Based on the fundamental concepts, theories and principles, and the practical examples
presented in the two case studies, the steps involved in developing and employing a
hydrodynamic-water quality model to simulate or predict a surface water system can be
summarized as follows:

1. Determine the modeling domain and identify the boundaries.

2. Develop an appropriate concept model. The dimensions, governing equations, and numer-
ical methods (e.g., finite element method, FEM) are decided based on the goals to be
achieved and the hydrodynamic characteristics of the target water body.

3. Create the grid or mesh and define the boundary conditions.

4. Collect data (bathymetry, flow rate, water surface elevation, concentrations of contami-
nants, etc.) required for the model input, verification, and calibration.

5. Run the model.

6. Calibrate the model using the observed data.

7. Apply the model to simulate a real world scenario or solve a practical problem.

Based on aforementioned theory and principles, a stratified 3D model was used to investigate
the circulation and E. coli transport in the nearshore region of Lake Michigan. The modeling
results show that stratified phenomenon exists in the near region, and a 3D model is necessary.
A 2D depth-averaged water quality model was developed to estimate the fate and transport of
four contaminants in the San Joaquin River (SJR) of California. These models can be effectively
used for inland surface water restoration and management.
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Abstract

Suspended sediment transport in large rivers is constituted mainly by cohesive sediments,
which form aggregates or flocs with primary particles less than 65 μm. The removal of
cohesive sediments in aquaculture tanks is a difficult problem. Due to its size, density, and
shape, the hydrodynamic behavior of flocs is very different from that of non-cohesive
sediments as they depend on the interaction with the water column. This chapter describes
the experimental results obtained in sedimentation tanks, reduced models of aquaculture
recirculation tanks, and a rotating circular flume with Plexiglas walls, in which optical
methods were used to determine flocs’ characteristics. These methods include particle
tracking velocimetry (PTV) and digital holography for particle image velocimetry
(DHPIV). Fractal models for floc density were successfully developed and validated with
PTV experimental results in an aquaculture recirculation tank. Also, a model for the
settling velocity of the flocs was validated using a permeable drag coefficient definition.
Suspended sediments from Mexico’s two largest rivers, Usumacinta and Grijalva, with a
mean flow rate near mouth of 1700 and 650 m3/s, respectively, were analyzed in a rotating
circular flume. The shear velocity obtained in the field was reproduced in the circular
flume and size and shape of flocs were obtained. This allowed to reproduce suspended
sediment concentration profiles of rivers. DHPIV techniques were developed in order to
obtain the actual size of the flocs based on Fresnel approximation for the reconstruction of
holographic images.

Keywords: floc, settling velocity, suspended sediments, fractal dimension, PTV, DHPIV

1. Introduction

Hydrodynamic behavior of cohesive sediments is important in many fields of engineering. A
large part of the suspended sediment charge in large rivers is constituted by cohesive sediments
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as shown in the Amazon River sampling of suspended sediments [1]. A characteristic of cohesive
sediments is to form aggregates (flocs) that behave in a very different way that non-cohesive
sediments. Measuring in-situ flocs settling velocities in rivers is not possible with conventional
sediment sampling instruments. Recently, in-situ optical instruments are being used for floc size
measurement, particularly in the field of oceanography [2, 3]. Those instruments are very expen-
sive because they use laser illumination and are not used in common river engineering practice.
In this chapter, a method based on suspended concentration sampling and laboratory particle
size analysis in a rotating annular flume is used to obtain flocs size, and with an appropriate
settling velocity model deduce the settling velocity to be used in the Rouse equation. Themethod
is validatedwith sediments fromUsumacinta and Grijalva rivers, the twomajor rivers inMéxico,
whose basins are located in the states of Chiapas and Tabasco near the Guatemalan border.

The settling velocity of cohesive sediments is an important design parameter in aquatic envi-
ronments such as water treatment plants, storm water ponds, sediment filling in lakes, sedi-
mentation in estuaries, dredging in rivers, and sediment removal in aquaculture devices
especially when shortage of water is a concern [4]. The reuse of water is the main characteristic
of the latter systems.

The efficient removal of solids is a main concern in these systems because of the accumulation of
non-used food and fish excreta. These solids are generally less than 65μm in diameter and behave
as cohesive sediments [5]. These sediments form flocs or aggregates, made of water, inorganic
particles, and organic particles [6–8]. To obtain adequate settling models for these particles is an
active field of research [9]. Some researchers include variable fractal dimension functions that
depend on a characteristic size of flocs that is difficult to obtain over a large population of flocs
[10]. Other authors use geometrical parameters of flocs like floc perimeter, which is not easy to
measure in engineering practice [11, 12]. The flocs’ settling velocity model proposed in this study
uses parameters that are possible to average, using optical methods with some floc samples.

The tanks most widely used are circular [13, 14]. Water is supplied in these tanks by means of
diffusers at the walls. In this project, a small scale circular water recirculation tank was used in
order to study the solids behavior in the tank. There is a central settling device in order to remove
the solids (Figure 1). The settling device functions according to the hydrociclons principle [15].

Two optical techniques were used in this work, Particle Image Velocimetry (PIV) and Particle
Tracking Velocimetry (PTV), to measure fluid and particle velocities, respectively. Polyamide
tracers 25 μm in diameter were used to obtain fluid velocities using PIV, and flocs were tracked
as particles in the PTV technique. PTV also allowed us to measure particle size and shape.
Digital holography for particle image velocimetry (DHPIV) has also been used to determine
the size and shape of flocs considering their volumetric nature.

The attempts to model settling velocity as a function of floc size, shape, and density demon-
strated that density varies with floc size. Later work demonstrated that floc density depends
on the fractal nature of flocs [16]. Recently, the effect of shear rate on floc density was
demonstrated [11].
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In this study, the results were used to calibrate settling velocity models using fractal theory and
by including an adequate definition of the drag coefficient for permeable flocs. The proposed
model is shown to provide reproducible results if a calibration of the parameters in the density
vs. diameter model is properly done.

Suspended sediment samples obtained near the mouth of the Grijalva and Usumacinta rivers
were analyzed in a rotating annular flume using PTV. It was possible to obtain appropriate
values of the Rouse parameter ZR, which was shown to be difficult to obtain with classical
granulometric and Coulter counter methods used in river studies [1].

2. Methods

2.1. Experiments using PTVand sediments coming from aquaculture recirculation tanks

Initial experiments were performed with fish food in order to have a better control of primary
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as shown in the Amazon River sampling of suspended sediments [1]. A characteristic of cohesive
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demonstrated [11].
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pulsed Nd:Yag laser (15 mJ), high-speed CCD cameras JAI (250 fps and resolution and 1600 �
1400 pixels) were mounted laterally to the column and synchronized bymeans of a NI-PCIE-1430
card with laser pulses. Both cameras where equipped with 50 mmNIKKON lenses. The cohesive
sediments were introduced manually and images were captured at the 30, 60, and 90 cm marks
from the bottom of the tank. The resulting frequency histograms are presented in the following of
the paper. For the processing of the images, the software used was PTV-SED v2.1, developed at
CIRA to analyze the fall velocity of sedimentary particles in two-phase flows. PTV operation
comprises of two sequential procedures. The first procedure implies improving image quality
through spatial filtering. The second procedure implies detecting particles in each pulse following
the five stages proposed: (i) identify maximum and minimum intensity (black or white) over the
particle image to determine its size; (ii) from the intensity of pixels of the evaluated particle, a
circular area is formed which can be used to determine the cross-sectional particle area (A), and

then the equivalent diameter (d) can be estimated using d ¼ 2
ffiffiffiffiffiffi
A π=

p
1; (iii) from the cross-sectional

particle area (A) and pixel intensity, the coordinates (x, y) of the drop centroid are determined; (iv)
pairs of double-pulsed particle are identified and the distance separating their centroids (Δx, Δy)
is determined; and (v) Particle velocity (vx, vy) is obtained as follows:

vx; vyð Þ ¼ Δx
Δt

;
Δy
Δt

� �
(1)

Then a small scale water recirculation tank made of Plexiglas 35 cm in depth and with 1.03 m
diameter was used in the experiments with the same cohesive sediments from fish food. A
complete system for water recirculation (Figure 1) was implemented. Water is obtained by a
high rise tank with a constant water level in order to supply a constant flow rate by using
gravity. Diffusers at different levels on the tank wall control the flow rate and tank water
velocity, together with the generation of the circular flow. A settling device in the center of the
tank allows solids removal.

Using this recirculation tank settling velocities and sizes of sediments were obtained from
commonly used fish food and excreta coming from experimental station El Zarco, which
cultivates trout. It is owned by Semarnap, the Mexican state agency of environment, natural
resources, and fisheries, and is located at 2800 masl in Salazar Estado de México, México.

The next stage consisted to analyze suspended cohesive sediments coming from the
Usumacinta and Grijalva rivers in México. In order to reproduce hydrodynamic conditions
prevailing in the river and to analyze the flocculation process during long range experiments,
an annular rotating flume, 1.3 m diameter and 15 � 15 cm flume cross section made of
Plexiglas, was used (Figure 2). The cohesive sediments were analyzed using PTV, during
1.5 h. long experiments and images were taken every 15 min. From this experiment floc sizes
and settling velocities were obtained.

2.2. Theoretical settling velocity models

The greatest challenge in the proposal of a settling velocity model for flocs is the adequate
definition of their density. Many models have been formulated for floc density [17], in this
research the adopted model is the one proposed by Kranenburg [18], as shown in Eq. (2)
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rf � rw ¼ rp � rw

� � D
d

� �F�3

(2)

where rf, rw, and rp are densities of floc, water, and primary particles, respectively, D is the floc
diameter and d is the primary particles diameter. F is the fractal dimension and the model
assumes that the floc is constituted of spherical primary particles of equal diameter. The model
can be used for non-spherical particles with equivalent diameters.

A balance of drag forces and gravitational forces gives Eq. (3)

Ws
2 ¼

4 rf � rw

� �
gD

3CDf rw
(3)

where Ws is the floc settling velocity and CDf is the permeable particle drag coefficient. Using
Eqs. (2) and (3), the following relationship for the settling velocity is obtained

Ws ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 S� 1ð Þg Dð ÞF�2

3CDf dð ÞF�3

vuut (4)

with S is the primary particles relative density.

Using Particle Tracking Velocimetry methods (PTV), Garcia Aragon et al. [19] have shown that
a useful relationship for the drag coefficient of a permeable floc has the following form:

CDf ¼ 15
Rep

n (5)

where the coefficient n depends on the kind of floc and varies, according to a comparison of
results of different authors [20], between 1.1 and 1.25. Rep is the particle Reynolds number
defined as Rep = WsD/ν where ν is the kinematic viscosity of the fluid.

Replacing the relationship from Eq. (5) in Eq. (4), the following relationship for the settling
velocity is obtained:

Figure 2. Rotating annular flume and PTV set up.
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Ws ¼ 13:08 S� 1ð Þ½ � 1
2�nD

Fþn�2
2�n

15
1

2�nν
n

2�nd
F�3
2�n

(6)

where Ws is in m/s and D and d in m.

As the fractal dimension changes with floc diameter, in this paper, we used a relationship
proposed by Garcia-Aragon et al. [16] that has a form similar to the following:

F ¼ 3� α
D
d

� �β
(7)

where α and β are constants that depend on the kind of cohesive sediment. Maggi et al. [21]
used flocculated kaolinite minerals in experiments in a settling column and found that the
exponent β varies between �0.092 and �0.112.

2.3. Application to suspended load estimation in large rivers

Authors working with the Mississippi river sediment transport Colby [22, 23], realized that the
predicted Rouse number was not equal to the measured Rouse number in a series of sampled
vertical profiles of the Mississippi. Also, researchers working in the three Gorges Reservoir in
the Yangtze River show that settling velocities calculated with diameters obtained from parti-
cle size analyzers do not reproduce observed settling velocities, which indicate the existence of
flocculation [24]. The formation of flocs in large rivers is the reason why Rouse equation cannot
be used with particle sizes from classical granulometric measurements in conjunction with
non-cohesive settling velocity equations. Recently, researchers working in the Amazon River
and tributaries made similar observations [1]. Their conclusion was that granulometric mea-
surements performed did not represent the real particle size because cohesive sediments
agglomerate to form flocs [5, 6, 9] and after sampling, these flocs are destroyed and could not
be measured appropriately in laboratory. On a related note, other researchers have shown that
particle sizes in the Amazon River are lower than 70 μm [25, 26], which are in the size range of
cohesive sediments.

To estimate the suspended sediment profile in stationary flows, the following Rouse equation
is generally accepted [27]

C yð Þ
C að Þ

� �
¼ H � y

y
:

a
H � a

� �ZR

(8)

where the Rouse parameter is ZR = Ws/Ku*, C(y) is the suspended sediment concentration at
height y above bed, H is flow depth, a is a reference depth above bed, and K is Von-Karman’s
constant that for low sediment concentration is equal to 0.41.

In this project, Eq. (6) is used to estimate the settling velocityWs, in conjunction with the Rouse
Eq. (8) for the evaluation of the suspended sediment profiles in the Grijalva and Usumacinta
rivers, the two largest rivers in Mexico.
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2.4. Application of digital holography for PIV (DHPIV) for cohesive sediments
characterization

Even if there are enormous advances in PIVand PTV techniques, there are shortcomings for 2D
applications. The latter is observed in some physical phenomena, for example for the volume
determination of a floc, which is only possible with 3D optical techniques. One of these
techniques is digital holography for particle image velocimetry (DHPIV). This technique has
been shown appropriate, for size distribution, volume determination, and particle velocity in
fluids [30].

The DH method consists of specific steps as shown in Figure 3. Most experiments in scientific
literature record a hologram following the so called in line system [28–30]. In this configura-
tion, a coherent and collimated laser beam is sent, this is divided in two beams, one is directed
toward the particles suspended in the fluid and is called the reference beam, while the dis-
persed light is called object beam. The two beams interfere to form a hologram which is
recorded by the CCD digital camera (Figure 3). A typical particle hologram contains a succes-
sion of circular concentric interference strips which define the object in three dimensions.

Figure 3. In line digital holographic system.

Green light laser diode 532 nm wave length, 50 mW power

Microscope objective 40�
Pinhole to expand and collimate beam 10 and 5 μm

Lens to collimate the wave front Focal distance f = 75 mm, 7 cm diameter

Polarizing filters

Glass container 5 � 5 � 10 cm, glass width 3 mm

Digital camera Lumenera 100 fps, pixel size Dx = Dy = 5.2 μm, 1200 � 1400 px

Sample of fluid to analyze

Table 1. Physical components of digital holographic system.
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For application and calibration of a DH optical system, cohesive sediments from a waste water
plant were used. A coagulant was added in order to allow floc formation in the rotating
annular flume.

The physical components of the digital holographic system used are described in Table 1.

Holographic images acquired and improved are reconstructed numerically in order to obtain
3D characteristics of flocs. The Fresnel method was used for image reconstruction [31].

3. Results

3.1. Experiments with cohesive sediments coming from food for fish

A first analysis of particles coming from fish food, using a Coulter counter analyzer, which
destroys flocs, is shown below. The pellets were previously sieved and only those passing sieve
200 (0.075 mm) were conserved. It is observed (see Figure 4) that an average diameter of
primary particles is 28 μm.

Using the same fish food sediments optical methods were developed in a sedimentation tank.
The following settling velocities were obtained at 60 cm from the top of the sedimentation tank
by using PTV. It is observed in Table 2 that the settling velocity increases until a certain value
(D = 200 μm) and then decreases for larger floc diameters. This behavior is not reflected in
classical settling velocity models.

3.2. Experiments with real flocs from an aquaculture recirculation tank

Next long-term experiments were performed in a reduced model of an aquaculture recirculation
tank (Figure 1), flocs diameters and the corresponding settling velocities were measured for
different times using PTV. The sediments used were real flocs coming from a large aquaculture
recirculation tank (El Zarco). Some selected samples of the experiments were analyzed by
Transmission Electron Microscopy (TEM) (Figure 5), at the beginning of the experiment (t = 0),

Figure 4. Fish food particle sizes from coulter counter (LS 100Q) analysis.
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at 15 min (t = 15), at 45 min (t = 45) and at 1 h (t = 60). An average diameter of primary particles of
28 μm was confirmed. Thus, this result was used in the statistical analysis.

In the experiments using the reduced model of an aquaculture recirculation tank, Eqs. (6) and
(7) were used for the statistical analysis in order to define the parameters n, α and β. These
parameters were defined according to the best correlation coefficient in the relationships Ws
vs. D and F vs. D/d. Figure 6 shows the best fit of F vs. D/d according to Eq. (7). Table 3 shows
the values of α and β obtained at each time.

The average value for the coefficient αwas 0.077 and the average value of the coefficient βwas
0.726. The latter exponent value is larger than the one obtained by [22] for a similar model,
which can be explained with the structure of aquaculture flocs compared to Kaolinite, which is
completely different.

Figure 7a–d shows the best fit relationship between Ws and D using the F vs. D/d relationship
previously obtained. The resulting n values at different time steps are specified in Table 4.

Table 4 shows that the value of n increases as the time of the experiment increases. This
observation can be related to the increasing loss of density of the floc. As time increases, the
flocs are increasing their volume absorbing water. The latter has two implications; the drag
coefficient decreases because the floc becomes more porous and its density decreases.

An interesting feature observed in Figure 7a–d is that the settling velocity of the flocs increases
for values of floc diameter up to 600 μm and then decreases as floc diameter continues to
increase. The settling velocity model proposed in this research is able to reproduce this behavior.

Floc size 75 100 150 200 250 300 350 400

Ws (cm/s) 0.51 0.62 0.68 0.8 0.79 0.74 0.66 0.54

Table 2. Average settling velocities for fish food in a sedimentation tank (cm/s).

Figure 5. Representative values of fish food primary particles obtained by TEM.
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(7) were used for the statistical analysis in order to define the parameters n, α and β. These
parameters were defined according to the best correlation coefficient in the relationships Ws
vs. D and F vs. D/d. Figure 6 shows the best fit of F vs. D/d according to Eq. (7). Table 3 shows
the values of α and β obtained at each time.

The average value for the coefficient αwas 0.077 and the average value of the coefficient βwas
0.726. The latter exponent value is larger than the one obtained by [22] for a similar model,
which can be explained with the structure of aquaculture flocs compared to Kaolinite, which is
completely different.

Figure 7a–d shows the best fit relationship between Ws and D using the F vs. D/d relationship
previously obtained. The resulting n values at different time steps are specified in Table 4.

Table 4 shows that the value of n increases as the time of the experiment increases. This
observation can be related to the increasing loss of density of the floc. As time increases, the
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Floc size 75 100 150 200 250 300 350 400

Ws (cm/s) 0.51 0.62 0.68 0.8 0.79 0.74 0.66 0.54

Table 2. Average settling velocities for fish food in a sedimentation tank (cm/s).

Figure 5. Representative values of fish food primary particles obtained by TEM.
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This behavior has been shown to occur in nature for different kind of flocs, coming from
estuaries, waste water treatment plants, and rivers [10, 19]. Most of the settling velocity models
for cohesive sediments show an increase of settling velocity for all diameters which is not
observed in this research. The larger flocs are formed after a long experimental period. In
Figure 7a and b, there are few flocs larger than 600 μm, which is not the case for experimental
periods of 45 and 60 min (Figure 7c and d). The practical implication of this phenomenon for
aquaculture recirculation tanks is that residence times should not be very long because the larger
flocs formed are even more difficult to settle down.

3.3. Experiments with suspended cohesive sediments of Grijalva and Usumacinta rivers

A sampling of suspended cohesive sediments in the Grijalva and Usumacinta rivers was done
during high river level on the month of December 2016. The sampling location for the Grijalva

Time (min) α β

0 0.070 0.703

15 0.049 0.863

45 0.111 0.609

60 0.077 0.727

Table 3. Best fit coefficients for the relationship F vs. D.

Figure 6. Fractal dimension vs. D/d: (a) at time 0 (upper left), (b) at time 15 min (upper right), (c) at time 45 min (lower
left), and (d) at time 60 min (lower right).
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was located before the junction with the Usumacinta, and in the Usumacinta, it was located
20 km upstream of the junction with the Grijalva. Samples were obtained at three vertical water
columns in each cross section. For the Grijalva River, the samples were obtained at levels varying
from 0.5 to 11 m (maximum water depth) each 1 m. At the Usumacinta River, samples were
obtained at levels varying from 0.5 to 17 m (maximum water depth) each 1 m. Figures 8 and 9
show the suspended sediment concentration profiles for the Grijalva and Usumacinta Rivers,
respectively. In these figures, the vertical axis refers to the level z adimentionized with the flow
depth H, while the horizontal axis refers to the ratio of the concentration C to a reference
concentration Ca.

An average value of Rouse parameter ZR = 0.214 was obtained in the Grijalva River, which is
representative of a small increase of suspended sediment charge near the bottom.

An average value of ZR = 0.069 was obtained in the Usumacinta river. This value is represen-
tative of near constant suspended sediment charge in the water column.

Figure 7. Settling velocity vs. D: (a) at time 0 (upper left), (b) at time 15 min (upper right), (c) at time 45 min (lower left),
and (d) at time 60 min (lower right).

Time (min) n

0 1.1

15 1.15

45 1.2

60 1.25

Table 4. Values of n for best fit relationship between Ws vs. D.
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Experiments in the rotating annular flume using 50 L samples for the Grijalva and Usumacinta
rivers were performed at shear rates similar to those encountered in the field. Table 5 shows
the values of shear velocity (u*) obtained in the sampling stations of the Grijalva (width 180 m)
and Usumacinta (width of 340 m) rivers. The value of u* was obtained by the horizontal u’ and
vertical fluctuating velocities w’ (u∗2 ¼ u0w0 Þ, where the over bar indicates an average over the
water depth. The velocities were measured the same day of suspended sediment sampling
with an Acoustic Doppler Current profiler (ADCP).

Images of flocs after experimental runs of 1.5 h in the Grijalva river samples and 3.5 h in the
Usumacinta river samples, in the annular flume using PTV, gave us an average size of flocs of
307 μm in the Grijalva and 209 μm in the Usumacinta. Table 6 shows the statistical values of flocs
obtained in large runs at a shear velocity u* = 0.070 m/s (the average value in the Usumacinta river
see Table 5) and Table 7 at u* = 0.043 m/s (the average value at the Grijalva river, see Table 5).

Also, microscopic images of some representative flocs were obtained with 40� magnification.
An average value of primary particle, after a statistical analysis of 50 flocs images for each

Figure 9. Suspended sediment concentration profiles for Usumacinta river. (a) 25 m from left bank and (b) 140 m from left
bank.

Figure 8. Suspended sediment concentration profiles for the Grijalva River. (a) 55 m from left bank and (b) 90 m from left
bank.
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river, gave an estimated value of 1.2 μm for the Grijalva river and 3.8 μm for the Usumacinta.
Two representative images are shown in Figures 10 and 11.

When Eq. (6) is used along with the already found average values of D and d, the values of
settling velocity are obtained for different floc sizes (Table 8) using Eq. (7), with values of
α = 0.07 and β = 0.72. The values of S were 1.29 for the Usumacinta river and 1.55 for the
Grijalva river. Different values of n (Table 8) were used to show the sensitivity of the model to
this compaction index.

River Distance from left bank (m) u* (m/s)

Grijalva 55 0.048

90 0.045

195 0.036

Usumacinta 25 0.064

140 0.082

210 0.065

Table 5. Shear velocity in Usumacinta and Grijalva rivers.

Time (min) D (μm) Number of data

5 217 33,200

20 188 17,254

50 172 21,542

120 164 12,232

150 242 32,560

180 247 25,441

210 232 23,450

Mean 209

Table 6. Average floc size at the Usumacinta River from PTV experiments in the rotating annular flume.

Time (min) D (μm) Number of data

0 306 33,434

5 308 25,550

20 313 22,652

50 311 21,321

85 297 23,460

Mean 307

Table 7. Average floc size at the Grijalva River from PTV experiments in the rotating annular flume.
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Figure 10. Primary particles and flocs representative of the Grijalva river.

Figure 11. Primary particles and flocs representative of the Usumacinta river.
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Table 8 shows that the best estimation of ZR for the Usumacinta river is obtained with n = 1.1
because the average measured ZR (see Figure 8) was ZR = 0.069. Similarly, the best estimation of
ZR for the Grijalva river is also obtained with n = 1.1 because the average measured ZR (see
Figure 9) was ZR = 0.214. The larger concentrations near the bottom for the Grijalva river are
explained by the larger size of flocs in this river (307 μm compared to 209 μm for the Usumacinta).

These results indicate that flocs of both rivers are strong flocs (low values of n), which is logical
because shear rates at the Usumacinta and Grijalva rivers are high (for comparison u* at
Amazon River varies between 0.07 and 0.1 [1]). It is also observed that the value of ZR in the
Usumacinta river is more sensitive to changes in the value of n. It was observed that for large
depths it is more difficult to define the n value as it can change even in the same cross section of
the river at different levels.

3.4. Experiments using digital holography for PIV

Figure 12 shows the hologram reconstruction of a spherical particle of 50 μm. Figure 12a shows
the particle’s hologram already filtered, where the different patterns of diffraction are observed;
Figure 12b provides greater detail. The relative intensity profile (I/Imax) vs. reconstruction dis-
tance (z) is shown in Figure 12c. The maximum intensity is shown where the particle is in focus.

Figure 13a shows the digital hologram of flocs, while Figure 13b shows a preprocess in order
to avoid noise in the hologram. Rings of interference are observed in both figures, which define
the 3D characteristics of the flocs. Figure 13c shows the reconstruction of the binary image.
This image only shows the particles that are in the best focus, i.e., where the shape of the
particle is clearly defined. In order to find the position in the plane, the diameter, and shape of

n

Ws (mm/s) ZR

Usumacinta Grijalva Usumacinta Grijalva

1.1 0.19 3.84 0.07 0.223

1.15 0.16 3.87 0.05 0.225

1.2 0.13 3.91 0.04 0.227

1.25 0.10 3.95 0.03 0.229

Table 8. Estimated values of Ws and corresponding values of ZR.

Figure 12. Results of a reconstruction of hologram process. (a) Originally filtered hologram; (b) one particle hologram;
(c) relative intensity profile, and (d) reconstructed particle.
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the particle, the PTV algorithm for non-spherical particles was applied. Figure 13d shows
particles pair detection and its centroid, which allows us to determine particles’ velocity for a
sequence of holograms.

A settling column was used in order to observe the hologram evolution over time. Almost 100
holograms were processed each recording time. The times recorded were t = 0, 10, 20, 30, 45,
and 60 min. Figure 14a shows particles distribution for holograms at time t = 0, and it can be
observed that maximum size is 160 □m, with a mean diameter of 70 □m.

Figure 14c shows the distribution of particles at time 30 min, where an increase in size of flocs
is observed attaining a maximum of 180 □m and a mean value of 80 □m. It is also observed that
the shape of the distribution is log-normal, similar to theory. Figure 14d shows clearly a non-
uniform distribution of particles in a hologram.

Figure 14. Characteristics of flocs in settling column (a) frequency distribution of sizes at t = 0 min; (b) spatial distribution
of flocs at t = 0 min; (c) frequency distribution of sizes t = 30 min; (d) spatial distribution of flocs at t = 30 min.

Figure 13. Results of analysis of a digital hologram. (a) Original digital hologram; (b) processed digital hologram; (c)
reconstructed hologram, and (d) size and shape of detected particles.
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4. Conclusions

A model to estimate the floc settling velocity was calibrated for flocs obtained from aquacul-
ture recirculation tanks that cultivate trout. The model was able to reproduce the values of
settling velocity which varies between 0.01 and 0.025 m/s. For all the recording times analyzed
there is a maximum settling velocity for flocs of diameter of 600 μm.

The representative values of the parameters used to determine fractal dimension are proposed
in this research according to the experimental results. These values depend on floc density and
vary with experimental time as flocs become more porous. The values found in this research
apply to flocs coming from trout cultures in high level locations, i.e., 2800 masl.

The practical findings for aquaculture recirculation tanks design is that residence times should
be short in order to minimize the presence of very large flocs. Middle size flocs settle faster. In
designing the central settling device, which functions according to the hydrociclons principle,
the up flow velocity should be less than 0.01 m/s in order to diminish the flow of sediments
toward the recirculation deposit.

A method to obtain the suspended sediment concentration profiles for rivers with mainly cohe-
sive sediments was presented. It is necessary to take some representative samples and using a
rotating annular flume defines a steady state of flocculation after long-term runs. The most
suitable method to analyze size and settling velocity of flocs are optical methods, PTV and
microscopy. This research shows that the settling velocity can be accurately calculated with
Eq. (6) in order to obtain an appropriate estimation of the Rouse number ZR. This allows us to
properly determine the suspended sediment concentration profiles in rivers carrying a large
amount of cohesive sediments.

Non-intrusive optical techniques are a suitable tool to characterize cohesive sediments,
because they do not destroy flocs and allow for microscopic analysis. More advanced optical
methods, like DHPIV, are showing good results for floc size and shape determination, thus in
the future they will be the best method for cohesive sediment analysis.
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