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Preface

The 10th World Hydrogen Technology Convention (WHTC2023), organized by the
International Association for Hydrogen Energy, China Association for Science and
Technology and China Machinery Industry Federation was held in Foshan, Guangdong
Province, China, during 23–26 May 2023.

These proceedings highlight the latest advances in fundamental research, technolo-
gies and applications of hydrogen energy and fuel cells. In recent years, energy conver-
sion between electricity and hydrogen energy has attracted increasing attention as a way
to adjust the load of the grid. These conference records discuss and exchange cutting-
edge findings and technological developments in fields such as new proton exchange
membrane electrolysers, new electrode materials and catalysts, renewable energy, off-
grid/grid-connected water electrolysis for hydrogen production, key materials and com-
ponents of fuel cells, high-temperature solid oxide water electrolysis, energy storage
technologies and research, CO2 hydrogenation to methanol, nitrogen to ammonia and
other applications with industrial potential.

The main topics of the proceedings include but are not limited to:

(1) Policies and strategies for hydrogen energy and fuel cells;
(2) Advanced proton exchange membranes, electrodes and catalyst materials for water

electrolysis;
(3) Advanced hydrogen compression, storage, transportation and distribution technolo-

gies;
(4) Safety and related standards; and
(5) Manufacture and R&D of key materials and components of fuel cells and stack

systems.

Shijiazhuang, China
Beijing, China
Tianjin, China
Dalian, China
Kongens Lyngby, Denmark
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Analysis and Treatment of Gas Pulsation
in the Pipeline of a Hydrogen Diaphragm

Compressor

Jun Xiao(B) and Maofei Geng

National Key Laboratory of High-End Compressor and System Technology, Hefei General
Machinery Research Institute Co., Ltd., Hefei 230031, China

xjcompressor@163.com

Abstract. Based on the plane wave theory and the transfer matrix method, the
modeling, calculation and analysis of gas pulsation in a complex pipeline system
of a hydrogen diaphragm compressor were carried out. The calculations show that
the gas pulsations of the intake and exhaust pipelines of the cylinder gradually
attenuate along the pipeline upstream and downstream, and the gas pulsation of
the exhaust pipeline of the second stage cylinder is larger. The gas pulsations of
the exhaust pipelines of the first and second stage cylinders are significantly higher
than the limit values of API 618. From the perspective of pulsation control, an
attempt was made to add orifice plates at appropriate positions of the pipeline to
reduce the pulsation amplitude. The trial calculations show that the added orifice
plate can effectively reduce the maximum gas pulsation of the pipeline, and can
provide a useful reference for the treatment of gas pulsation.

Keywords: Gas pulsation · Hydrogen diaphragm compressor · Pipeline system ·
Plane wave theory

1 Introduction

Hydrogen energy, as an important technology path for sustainable energy development
and strategic transformation, is becoming a hot spot in the field of global energy and
transportation. With the rapid development of the hydrogen energy industry, the demand
for terminal hydrogen will increase significantly. Hydrogen compressor is an impor-
tant power source for compressing and transporting hydrogen, which is widely used in
hydrogen storage and transportation, hydrogen station and gas hydrogen canning. As the
core equipment of the pressurization system in the hydrogen storage and transportation
process, the reliability of the diaphragm hydrogen compressor has received increasing
attention. The diaphragm hydrogen compressor is a positive displacement compressor.
The intermittent suction and discharge will cause strong gas pulsation in the pipeline.
Gas pulsation not only affects the working performance of the compressor, but also
induces severe vibration of the pipeline, which has a significant impact on the safe oper-
ation of the hydrogenation station. Therefore, studying the gas pulsation characteristics

© The Author(s) 2024
H. Sun et al. (Eds.): WHTC 2023, SPPHY 393, pp. 1–14, 2024.
https://doi.org/10.1007/978-981-99-8631-6_1
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http://orcid.org/0000-0002-3950-384X
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2 J. Xiao and M. Geng

of the hydrogen compressor pipeline and finding the methods to suppress the gas pul-
sation have important theoretical significance and application value for improving the
long-term safety and reliability of the hydrogen compressor and the hydrogen storage
and transportation system.

At present, the existing studies on pipeline gas pulsation, mainly adopt the electro-
acoustic analogy method [1, 2], transfer matrix method [3] based on the plane wave
theory [4], full three-dimensional CFD method [5] and one-dimensional CFD method
[6–8]. Pipeline gas pulsation is essentially a fluid dynamics problem, which can be
solved theoretically by CFD. However, there are many branches and pipeline elements
in the actual pipeline system, and the internal structures of mixers, separators, heat
exchangers, valves and other elements as well as the suction and exhaust passages of
cylinders are very complex, which brings huge modeling difficulties and time costs to
the three-dimensional flow field analysis. The frequency domain method based on the
plane wave theory is suitable for the acoustic analysis of complex pipelines, which can
directly obtain the accurate analytical solution of gas pulsation. It has low computational
complexity and can accurately simulate the pressure pulsation of the pipeline gas flow. In
this paper, the gas pulsation of a two-stage diaphragm hydrogen compressor is analyzed
based on the plane wave theory, and the gas pulsation is effectively suppressed by adding
orifice plates at appropriate positions of the pipeline.

2 Calculation Method of Gas Pulsation

2.1 Plane Wave Theory

The pipeline gas flow is an oscillating system. According to the combination of different
pipeline elements (such as constant cross-section pipe, snubber, tee branch) and different
boundaries (such as close end, open end, anechoic end, etc.), the gas pulsation presents
different characteristics. In the early 1960s, Kinsler and Frey [4] proposed the planewave
theory. Based on the continuity equation and motion equation, the theory describes the
transfer of mass and momentum in the pipeline fluid, and can accurately simulate the
pressure pulsation of gas flow.

Under normal circumstances, the pulsation value of the gas pressure in the pipeline is
a small value relative to the average value of the pressure (generally within 8% in terms
of amplitude), which conforms to the assumption of the plane wave theory. Therefore,
the gas pulsation in the pipeline of the reciprocating compressor can be analyzed using
the plane wave theory. The wave equation with linear damping can be expressed as

∂2pt
∂x2

− R

a2
∂pt
∂t

− 1

a2
∂2pt
∂t2

= 0 (1)

where p is the pressure, and the subscript t denotes the pulsation value. a is the sound of
speed,R= 4fu/D is the damping coefficient along the pipeline, f is the friction coefficient
between gas and pipe wall, D is the pipe diameter, and u is the average flow velocity of
pipe gas. The solution of (1) is

pt = [A ∗ e(α+jω/a)x + B ∗ e−(α+jω/a)x]ejωt (2)
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where α = R/(2a).
The equation of motion with damping can be expressed as

∂ξt

∂t
+ Rξt + S

∂pt
∂x

= 0 (3)

where ξ t = ρSut is the pulsation massflow, and S is the cross-sectional area of pipe. The
solution of (3) is

ξt = −[A ∗ e(α+jω/a)x − B ∗ e−(α+jω/a)x]ejωtS/a (4)

A complex pipeline system is composed of basic elements such as constant cross-
section pipes, vessels, confluence points, reducers, etc. During the calculation, the
pipeline system is first divided into many elements, each element representing differ-
ent pipeline elements. First the transfer matrix of each element is obtained, and then
the relationship of the pulsating pressure and the pulsating velocity between the nodes
of each element can be established according to the transfer matrix. Assuming that
the pulsating pressure and pulsating velocity at the beginning and terminal end of the
compressor pipeline system are pt,1、ut,1、pt,n、ut,n respectively, then the following
transfer relationship exists

[
pt,n
ut,n

]
= Mn,n−1Mn−1,n−2 · · ·M21

[
pt,1
ut,1

]
(5)

whereMn,n-1 is the transfermatrix between nodes. According to the boundary conditions
at both ends of the pipeline system, the natural frequency of the gas column in the pipeline
system can be obtained.

2.2 Limitation of Pipeline Pressure Pulsation

The fifth edition of API 618 defines the pressure pulsation p-p value of general pipes
with average pressure below 350 bar as follows:

P1=
√

a

350

400

(PL × DI × f )0.5
(6)

where P1 is the p-p value of pulsation pressure corresponding to fundamental frequency
and harmonic frequency, expressed as a percentage of the average pipeline pressure
PL . DI is the inner diameter of the pipe, f is the fundamental frequency and harmonic
frequency, and a is the speed of sound. The pressure pulsation p-p value of the suction
and exhaust pipes of the compressor cylinder is limited as follows:

P1 = 0.03R (7)

where P1 is the same as the above, and R is the exhaust/suction pressure ratio of the
cylinder.
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3 Acoustic Analysis

The research object is a two-stage double cylinder water-cooled hydrogen diaphragm
compressor. The secondary exhaust pressure is more than 20 MPa. The gas pulsation
in the inlet and outlet pipeline may cause strong vibration of pipeline components. The
compression process of the two-stage double cylinder water-cooled hydrogen diaphragm
compressor is to compress the hydrogen stored in the hydrogen storage tank to a pressure
of more than 20 MPa through two stages and send it into the high-pressure hydrogen
bottle. The inlet pressure range is 1.6 ~ 2.0MPa, the rotation speed is 420 rpm, the piston
stroke is 180 mm, the exhaust pressure is 20 ~ 22 MPa, the exhaust temperature is ≤
150 °C, and the capacity of the compressor is 1000 Nm3/H. Figure 1 shows the CAD
modeling of the compressor cylinder and intake and exhaust pipeline. In the drawing, the
primary intake pipeline is marked with white, the primary exhaust to secondary intake
pipeline is marked with blue, and the secondary exhaust pipeline is marked with purple
and red.

Fig. 1. Pipeline system model of a two-stage hydrogen diaphragm compressor

The compressed working medium is hydrogen. For the interstage pipeline, the first
stage exhaust temperature is 6.2 MPa, and the second stage inlet pressure is 6 MPa.

Any changes to the drawings and process parameters can lead to changes in the cal-
culation results. Considering that the primary intake snubber and the secondary exhaust
snubber are connected to the upstream and downstream pipelines respectively, and the
pulsation boundary conditions of upstream and downstream pipelines cannot be accu-
rately given, and the volume of the snubber is much larger than the stroke volume, the
primary intake snubber and its upstream pipeline, the secondary exhaust snubber and its
downstream pipeline are not modeled in this study, and the open end boundary condition
is given at the position of the pipeline connecting the snubber for pulsation calculation.
The first stage cylinder is close to the intake snubber, and the pressure pulsation of this
segment of pipeline is low. The calculation shows that the pressure pulsation of the intake



Analysis and Treatment of Gas Pulsation in the Pipeline 5

pipeline is far lower than the limit value in API 618, so the following discussion is only
for the interstage pipeline and the second stage exhaust pipeline.

3.1 Pipeline from Primary Exhaust to Secondary Intake

The acoustic model of the pipeline from the 1st-stage exhaust to the 2nd-stage intake is
shown in Fig. 2. The calculation results show that the pressure pulsation of the pipeline
segment from the 1st-stage cylinder to the outlet of the 1st-stage cooler significantly
exceeds the limit value of API 618. The pulsation amplitudes excited by the 6th and
14th harmonics are the largest. Within the ± 5% change range near the rated speed, the
maximum pressure pulsation is excited by the 14th harmonic of 420 rpm. The maximum
pressure pulsation location is the cylinder outlet node. The pressure pulsation of the
pipeline after the outlet of the primary cooler is significantly reduced, and the pressure
pulsation of the pipeline segments before and after the snubber downstream of the cooler
is not weakened.

Fig. 2. Acoustic model of interstage pipeline

Figures 3, 4 and 5 respectively show the time-domain and frequency-domain data of
pressure pulsation at the outlet node of the 1st-stage cylinder, the inlet node of the 1st-
stage cooler and the outlet node of the 1st-stage cooler. The time-domain curve shows the
pressure pulsation in several cycles under the rated speed, and the spectrum distribution
shows the pulsation amplitude of each harmonic within the ± 5% speed change range
and the curve representing the limit value of API 618. It can be seen from the figure that
the sixth and fourteenth harmonic amplitudes of the pressure pulsation at the inlet node
of the primary cooler have exceeded the limit value of API 618, and the sixth harmonic
amplitudes at the outlet node of the cooler have been fully attenuated, but the fourteenth
harmonic amplitudes are still significantly higher than the limit value.

3.2 Secondary exhaust pipeline

The acoustic model of the secondary exhaust pipeline is shown in Fig. 6. The calculation
results show that the pressure pulsation of the secondary exhaust pipeline has greatly
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Fig. 3. Temporal and spectrum diagrams of pressure pulsation at the outlet node of 1st cylinder

Frequency (Hz)

Pu
lsa

tio
n
pr
es
su
re

(k
Pa

)[
p-
p]

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 1500

100

200

300

400

Inlet node of 1st cooler
Time (s)

Pu
lsa

tio
n
pr
es
su
re

(k
Pa

)

0 0.1 0.2 0.3 0.4 0.5-300

-200

-100

0

100

200

300

Fig. 4. Temporal and spectrum diagrams of pressure pulsation at the inlet node of 1st cooler

exceeded the limit value of API 618. The pulsation energy is basically contributed by
the 4th and 14th harmonic components. Within the ± 5% change range near the rated
speed, the maximum pressure pulsation is excited by the 4th harmonic of 421 rpm. The
maximum pressure pulsation is located at the outlet node of the secondary cylinder.
After the cylinder outlet, the pressure pulsation gradually decreases with the decrease of
the distance from the exhaust snubber, and the pressure pulsation in the cooler pipeline
segment decreases greatly.

Figures 7, 8 and 9 respectively show the time-domain and frequency-domain data
of pressure pulsation at the outlet node of the secondary cylinder, the inlet node of
the secondary cooler and the outlet node of the secondary cooler. It can be seen from
the figure that the amplitudes of the 4th harmonic and the 14th harmonic of pressure
pulsation at the inlet and outlet nodes of the cooler aremuch higher than the limit value of
API 618, and the amplitudes of the 14th harmonic at each node are similar. However, the
limit value of the cylinder outlet pipe calculated according to formula (7) is higher than
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Fig. 5. Temporal and diagrams of pressure pulsation at the outlet node of 1st cooler

the limit value of the general pipe calculated according to formula (6), so the pulsation
excited by the 14th harmonic here does not exceed the limit value.

Fig. 6. Acoustic model of 2nd discharge pipeline

4 Study on pulsation suppression

In the relevant standards of petrochemical pipelines, it is clearly required that for the
pulsation suppression of super-high pressure pipelines, the rectification scheme must be
determined through acoustic analysis. On the basis of acoustic calculation of pipeline
and from the perspective of pulsation control, this paper attempts to add orifice plates at
the proper positions of pipeline to weaken the pulsation amplitude.

4.1 Pulsation suppression scheme of interstage pipeline

An orifice plate was added to the interstage pipeline from the primary exhaust to the
secondary intake to control the gas pulsation. It was found that the orifice plate with
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Fig. 7. Temporal and spectrum diagrams of pressure pulsation at the outlet node of 2nd cylinder
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Fig. 8. Temporal and spectrum diagrams of pressure pulsation at the inlet node of 2nd cooler

a thickness of 35mm and a hole-diameter ratio of 0.25 was added after the primary
cylinder outlet and before the reducer pipe in front of the cooler, which had a better
effect on suppressing the high-order pressure pulsation. After the orifice plate is added
at this position, the pulsation amplitudes excited by the 6th and 14th harmonics at the
cooler and its front and rear pipeline segments are significantly reduced. The pipeline
model near the location where the orifice plate is added is shown in Fig. 10, and the
yellow component in the drawing is the added orifice plate. Figures 11, 12 and 13 are
time-domain and frequency-domain diagrams of pressure pulsation at the outlet of the
primary cylinder, the inlet and outlet nodes of the primary cooler after adding orifice
plates. It can be seen from the figures that the low-frequency pulsation amplitude at the
cylinder outlet node increases, but it does not exceed the limit value of API 618, and the
highest amplitude pulsation component caused by the 14th harmonic has been seriously
weakened.
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Fig. 9. Temporal and spectrum diagrams of pressure pulsation at the outlet node of 2nd cooler

Fig. 10. Pipeline near the orifice plate (interstage pipeline)

4.2 Pulsation Suppression Scheme of 2nd-Stage Exhaust Pipeline

It is found that adding orifice plates with a thickness of 35mm and a hole-diameter ratio
of 0.2 in front of the elbow after the outlet of the secondary cylinder and before the cooler
has a better effect on suppressing gas pulsation. After the orifice plate is added at this
position, the pulsation amplitudes excited by the 4th and 14th harmonics in the whole
pipeline is greatly reduced. The pipeline model near the location of the added orifice
plate is shown in Fig. 14. Figures 15, 16 and 17 are time-domain and frequency-domain
diagrams of pressure pulsation at the outlet of the secondary cylinder, the inlet and outlet
nodes of the secondary cooler. It can be seen from the figure that after the orifice plate is
added, the low-frequency pressure pulsation of the 1st to 3rd harmonics at the cylinder
outlet is slightly enlarged, but it is still far below the limit value of API 618. The large-
scale pressure pulsation component of the 4th harmonic is greatly suppressed, and the
high-frequency pressure pulsation including the 14th harmonic basically disappears.
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Fig. 11. Temporal and spectrum diagrams of pressure pulsation at the outlet of 1st cylinder after
adding orifice plate
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Fig. 12. Temporal and spectrum diagrams of pressure pulsation at the inlet of 1st cooler after
adding orifice plate

5 Conclusions

Aiming at the analysis of gas pulsation in complex pipeline system of hydrogen com-
pressor, on the basis of mastering the compressor parameters and pipeline data, the gas
pulsation modeling and calculation analysis of two-stage pipeline of compressor are
carried out based on the plane wave theory and transfer matrix method. The results show
that the pressure pulsations of the primary intake and secondary exhaust pipelines grad-
ually attenuate along the pipeline upstream and downstream. The pressure pulsation of
the primary intake pipeline is relatively small, and the pulsation value is lower than the
limit value of API 618. The pressure pulsation of the exhaust pipeline of the secondary
cylinder is larger, and the pressure pulsations of exhaust pipelines of the primary and
secondary cylinders are significantly higher than the limit values of API 618. On the
basis of pulsation analysis, the attempt to add orifice plates to suppress gas pulsation is
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Fig. 13. Temporal and spectrum diagrams of pressure pulsation at the outlet of 1st cooler after
adding orifice plate

Fig. 14. Pipeline near the orifice plate (2nd discharge pipeline)

further carried out. The results show that the added orifice plates effectively reduce the
maximum pressure pulsation of the pipeline, which can provide a useful reference for
the follow-up pulsation treatment.
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Fig. 15. Temporal and spectrum diagrams of pressure pulsation at the outlet of 2nd cylinder after
adding orifice plate
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Fig. 16. Temporal and spectrum diagrams of pressure pulsation at the inlet of 2nd cooler after
adding orifice plate
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Fig. 17. Temporal and spectrum diagrams of pressure pulsation at the outlet of 2nd cooler after
adding orifice plate
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Abstract. Hydrogen fuel is an extremely ideal aviation power with its character-
istics of high power density and zero carbon emission. Hydrogen fuel is stored
in a low-temperature liquid state in aircraft, and the liquid hydrogen needs to
be warmed up to hydrogen gas by heat transfer before entering the combustion
chamber to participate in combustion. Since liquid hydrogen has the traits of low
temperature and high specific heat capacity, large amount of heat is required to
complete the heat transfer process. And the engine thermal cycle process can be
fully utilized for heat transfer of liquid hydrogen. This paper presents the design
and verification of unconventional thermal cycle system based on an unconven-
tional thermal cycle configuration for hydrogen aero-turbine engines under the
existing airworthiness regulations. This paper can provide support for the airwor-
thiness design and verification of hydrogen aero-turbine engines with unconven-
tional thermal cycle configurations, and provide a reference for the introduction
of the airworthiness validation special conditions policy applicable to hydrogen
aero-turbine engines.

Keywords: Hydrogen · Unconventional thermodynamic cycle · Airworthiness

1 Introduction

The rapid growth of the air transport industry has made aviation emissions one of the
main sources of pollution emissions in the transportation sector, and the impact of air-
craft on climate and the environment has become more and more significant, among
which carbon dioxide emissions have received the most attention from governments.
The United Nations Framework Convention on Climate Change, adopted in June 1992,
first proposed comprehensive control of carbon dioxide emissions [1]; the Kyoto Pro-
tocol, signed in 1997, began seeking to cut greenhouse gas emissions from aircraft and
ships and proposed the idea of carbon trading [2]. The European Union adopted Direc-
tive 2008/101/EC in November 2008 to include the aviation industry in the Greenhouse
Gas Emissions Trading System (ETS) [3]; ICAO added the “Environmental Technical
Paper Annex 16, Volume 3” in March 2017, which specifies the calculation method and
limitation standards for aircraft carbon emissions [4]; China’s 2021 In the 14th Five-Year
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Plan of China, the goal of “double carbon” is also clearly proposed, striving to achieve
peak carbon emissions by 2030 and neutral carbon emissions by 2060 [5]; in the newly
revised CCAR-34 “Turbine Engine Emissions and Exhaust Emissions” by Civil Avia-
tion Administration of China (CAAC) in 2022 In 2022, “Aircraft Fuel Discharge and
Exhaust Emissions Regulations” of the Civil Aviation Administration of China (CAAC)
also clarified the calculation method and limitation requirements for aircraft carbon
emissions [6].

Under the guidance of a series of civil aviation transportation low-carbon and energy-
saving emission reduction requirements, in addition to the continuous optimization of
traditional gas turbine engine design and aircraft operating procedures, new aviation
power technologies such as hydrogen energy and electric motors have also seen vigorous
development. Among them, hydrogen aero-turbine engine has the advantage of high
power density because it directly uses part or all of liquid hydrogen as fuel, and can
be adapted on the basis of the existing configuration of gas turbine engines, without
makingdisruptive design changes to the current aircraft and aero-engine configuration, so
hydrogen aero-turbine engine has a great potential to realize the civil aviation industry’s
“double carbon” goal in civil aviation.

Hydrogen fuel is stored in ultra-low temperature liquid form in aircraft and needs to
be heated to gaseous state by unconventional thermodynamic cycle which is different
from that of conventional gas turbine aero-engine before participating in combustion.
In this paper, the design and verification of the unconventional thermodynamic cycle
configuration of hydrogen aero-turbine engine is proposed based on the safety principle
under the existing CCAR33 aero-engine airworthiness regulations.

2 Unconventional Thermodynamic Cycle Hydrogen Power Scheme

The ultra-low temperature (usually below − 260 °C) liquid hydrogen fuel in the aircraft
storage tank cannot be directly mixed with petroleum hydrocarbon fuel through direct
atomization but needs to be transformed into hydrogen gas through heat exchange and
warming before entering the combustion chamber. Liquid hydrogen is one of the liquids
with the highest specific heat capacity, which is about 5000 J/(kg K), and it consumes
a lot of heat in the heat exchange process. In this context, the onboard electric heating
supplemented by unconventional thermodynamic cycle engine modification design, so
that the hydrogen as a fuel at the same time takes on the cooling function of the engine
thermal cycle, can greatly reduce the extra energy consumption of liquid hydrogen heat
exchange warming and improve the engine performance [7, 8], and thus improve the
economy of the engine.

The purpose of using unconventional thermodynamic cycle hydrogen power scheme
is to make full use of the engine thermal cycle to raise the temperature of liquid hydrogen
and improve the performance of the engine. The current unconventional thermodynamic
cycle schemes that can better heat the liquid hydrogen and significantly improve the
engine performance are mainly two kinds of compress flow path pre-cooling (CPC) and
turbine cooling gas pre-cooling (TPC).

The core structure of the compressor flow path pre-cooling scheme is the pre-cooler
installed on the wall of the booster stage cassette. The lead pipe introduces part of the air
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after the fan into the pre-cooler, which is cooled down by liquid hydrogen pre-cooling
and then pressurized and discharged into the core. The principle of this scheme is to
reduce the total inlet gas temperature in front of the core machine booster pole, increase
the total temperature rise of the compressor and thus increase the pressurization ratio
of the compressor, thus improve the efficiency of the compressor and reduce the fuel
consumption rate. For the gas entering the compressor, the isentropic temperature ratio
can be simplified as a relationship with the pressure ratio, see (1).

T2S
T1

=
(
P2

P1

) κ−1
κ

(1)

T1 is the inlet temperature of the compressor (K), T2s is the end temperature of the
isentropic compression process (K), T2 is the end temperature of the actual compression
process (K), and k is the adiabatic index. Considering the specific heat and adiabatic
index of the work mass as temperature-independent constants, the isentropic efficiency
is therefore given in (2).

ηad =
((

P2
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) κ−1
κ − 1

)
/

(
T2
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− 1

)
=

(
π

κ−1
κ

c − 1

)
/

(
T2
T1

− 1

)
(2)

where πc is the total pressure ratio of the compressor and k is taken as a constant value
of 1.4.

The schematic diagram of the compressor flow path pre-cooling scheme is shown in
Fig. 1.

Fig. 1. Compressor flow path pre-cooling scheme

The core structure of the turbine cooling gas pre-cooling solution is an external pre-
cooler installed between the high-pressure compressor and the turbine. The lead pipe
introduces the turbine cooling gas from the high-pressure compressor into the external
pre-cooler, where the cooling gas is further cooled by liquid hydrogen and then used for
impact cooling and air film cooling of the turbine blades.

The turbine efficiency is used to measure the extent to which hysteresis isentropic
work is converted to actual turbine output work, as shown in (3).

ηT4 = NT /NTs = NT /W4
k − 1

k
RT ∗

4

(
1 − 1/π

∗ k−1
k

T

)
(3)
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where NT is the shaft work, NTs is the stagnant isentropic work, R is the gas constant;
πT* is the expansion ratio; k is the specific heat ratio; W4 is the sum of the mainstream
flow and the cold gas flow in front of the blades, and T4* is the total turbine inlet
temperature.

Reducing the turbine cooling gas temperature through the heat exchanger can sig-
nificantly improve the cooling effect of the turbine, allowing the turbine to withstand
higher temperatures based on the existing design, increasing the turbine inlet tempera-
ture T4* and improving the turbine efficiency ηT4, while reducing the fuel consumption
rate (Fig. 2).

Fig. 2. Turbine flow path pre-cooling scheme

In the European cryogenic civil aircraft project CRYOPLANE, researchers have
simulated the performance of a turbofan engine in two hydrogen-fueled unconventional
thermodynamic cyclemodes basedon the performanceparameters of aV2527-A5engine
[9]. The result indicates that engine using unconventional thermodynamic cycle has
significant improvement on efficiency, as shown in Fig. 3.

The hydrogen turbine engine with unconventional thermodynamic cycle design has
excellent performance, however, there are differences in configuration between themod-
ified engine and the pre-modification engine, whether using the pressurized flow path
pre-cooling or turbine cooling gas pre-cooling scheme, and the design changes need to
be supplemented with the airworthiness design and verification of the unconventional
thermodynamic cycle system.

3 Unconventional Thermodynamic Cycle Airworthiness
Compliance Design and Verification

According to the two solutions of unconventional thermodynamic cycle hydrogen power,
themain differences between the configuration and beforemodification aremainly in the
compressor flow path pre-cooling device and turbine cooling gas pre-cooling device, and
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Fig. 3. Performance improvement with unconventional thermodynamic cycle

the airworthiness design should be carried out for the compressor flow path pre-cooling
structure and turbine cooling gas pre-cooling structure under the principle of security
analysis.

3.1 Design of Pre-cooling Device for Compressor Flow Path

The pre-cooling device of the compressor flow path does pre-cooling on the front end
of the engine thermal cycle, and is also installed on the front end of the engine, which
bring the influence of icing and foreign matter inhalation into consideration when doing
the airworthiness compliance design.

According to the icing requirements of the airworthiness regulations for the intake
system, the engine should not have icing conditions on engine components that affect
engine operation or cause serious loss of power or thrust during its operation over its
entire flight power range. A pressurized flow path pre-cooling device installed in front of
the booster pole will make the risk of icing near themanifold ring significantly increased,
especially in the high-altitude and low-temperature environment, traditional gas turbine
engines often need to install hot gas anti-icing devices to prevent the manifold ring icing,
the aero-engine icing phenomenon is shown in Fig. 4.

Therefore, it is necessary to carry out the airworthiness compliance design of the
control system for the pre-cooling device of the compressor flow path accordingly, and
open the pre-cooling device in front of the booster pole when the total temperature of the
inlet air is high to reduce the total temperature in front of the fan booster pole to improve
the boost ratio, and keep the pre-cooling device closed when the total temperature of
the inlet air drops to a certain threshold. In addition, the total temperature sensor is set
at the outlet of the pre-cooling device, and the low-temperature shutdown temperature
control logic is also set to automatically shut down the pre-cooling device if the airflow
is excessively cooled during the normal operation of the pre-cooling device and the total
outlet temperature drops to a level that may cause icing.

In accordance with the requirements of the Airworthiness Regulations for inhalation
of foreign objects, no unacceptablemechanical damage, loss of sustained power or thrust,
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Fig. 4. Aero-engine icing

or engine stoppage shall be caused in the event that flying birds, ice, or large hail are
inhaled, the aero-engine suction bird is shown in Fig. 5.

Fig. 5. Aero-engine bird strike

The pre-cooling device of the compressor flow path is installed on the wall of the
booster box, and there is a certain probability that birds, ice, and large hailstones will
hit the pre-cooling device when it is sucked into the engine, and there is a large amount
of liquid hydrogen used for heat exchange in the pre-cooling device, which may cause
liquid hydrogen leakage and fire if it is hit by foreign objects. Therefore, it is necessary
to design the airworthiness of the pre-cooling device of the compressor flow path for
structural strength and conduct strength assessments to ensure that its structure and
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installation will not be damaged under the conditions of inhalation of foreign objects as
required by airworthiness regulations.

3.2 Turbine Cooling Gas Pre-cooling Device Airworthiness Compliance Design

Turbine cooling gas pre-cooling device to do pre-cooling of the engine thermal cycle of
the cooling gas, in doing airworthiness compliance design should mainly consider the
impact of the cooling gas temperature range.

According to the airworthiness regulations for engine cooling, the engine must be
designed and constructed to provide the necessary cooling under the intended operating
conditions of the aircraft. Conventional configurations of aircraft turbine engines usually
use a high-pressure compressor intermediate or final stage to induce gas to cool the
turbine blades. The gas from the high-pressure compressor enters through the induced
gas line from the hollow turbine blade roots and forms a gas film on the turbine blade
surface to cool the turbine blades, which can isolate the flame and significantly reduce
the temperature of the turbine blade body, the air film cooling structure is shown in
Fig. 6.

Fig. 6. Schematic diagram of hollow turbine blade air film cooling

The temperature of the air after multi-stage pressurization by the high-pressure com-
pressor has a significant increase, and the total temperature of the high-pressure compres-
sor outlet of large turbofan engines can usually reach more than 350 K. After using the
turbo cooling air pre-cooling device to pre-cool the air leading from the high-pressure
compressor, the temperature of the cooling air can be effectively reduced to enhance
the cooling effect and further increase the temperature before the turbine. However, the
turbine cooling air is not allowed to be overly pre-cooled. If the cold air is used directly
for cooling the hot end components, it may produce too large a temperature gradient
and lead to thermal stress problems in the turbine blades and other hot end components.
Therefore, it is necessary to design the turbine cooling gas pre-cooling device to comply
with the temperature range of the cooling gas. Determine the temperature range of the
cooling gas that can be used for direct cooling according to the temperature field and
thermal stress calculation results of the turbine blades and other hot end components.
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Then, set the control logic of the turbine cooling gas pre-cooling device according to the
determined temperature range of the cooling gas.

3.3 Unconventional Thermodynamic Cycle System Airworthiness Compliance
Verification Ideas

The pre-cooling device in the unconventional thermodynamic cycle system designed
according to the above principles, as an accessory of the engine, also needs to pass the
corresponding environmental test according to the requirements of 33.91. The design and
verification of the piping for transporting liquid hydrogen needs tomeet the requirements
of 33.17 Fire Resistance, 33.63 External Component Vibration, 33.64 Overpressure,
etc. Therefore, the design and verification of the unconventional thermodynamic cycle
system, represented by the pre-cooling of the compressor flow path and the pre-cooling
of the turbine cooling gas, is shown in the Fig. 7.

Fig. 7. Unconventional thermodynamic cycle system design and verification ideas

When carrying out airworthiness verification, under the current system of aero-
engine airworthiness regulations, the verification of unconventional thermodynamic
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cycle systems can fall under the existing CCAR33.68, CCAR33.77 and dozens of other
provisions of the conformity work, and the specific conformity verification methods
can be determined in consultation with the airworthiness authorities in conjunction with
the industrial side’s technology maturity assessment and verification strategy. For all
evidence of conformity shown to the bureau, it is necessary to prove the validity of the
evidence through test verification or validated methods.

3.4 Potential Special Conditions

During the airworthiness review process, the Bureau will establish special conditions
for novel and unique design features that do not contain sufficient safety requirements in
the regulations. According to CCAR-21 Civil Aviation Product and Component Quali-
fication Validation [10], Section 21.16 of the regulations governs the special conditions
as follows (Table 1).

Table 1. Civil aviation administration of China special conditions requirements

Elements Safety level

Novel or unique
design features

The intended use of
the product is
unconventional

Experience from the use
of similar civil aviation
products or civil aviation
products with similar
design features indicate
that unsafe conditions
may arise

Same as applicable
regulation

The design of turbine engines using hydrogen as fuel, especially the unconventional
thermodynamic cycle design in this paper, is highly novel, and the physical and chemical
properties of hydrogen differ greatly from those of conventional fuel, which is highly
flammable and explosive. In the previous paper, we have carried out airworthiness design
and verification of unconventional thermodynamic cycle system, taking the verification
of piping for liquid hydrogen transport as an example. If not, when the applicant adopts
the design of unconventional thermodynamic cycle, the corresponding special conditions
should be introduced by the airworthiness authority.

4 Conclusion and Outlook

This paper focuses on the unconventional thermodynamic cycle scheme adopted in
conventional aero-turbine engines, and carries out the airworthiness design and verifi-
cation of the unconventional thermodynamic cycle system, which can provide ideas for
the airworthiness of conventional gas turbine engines converted to hydrogen-powered
configurations. At the same time, due to storage, transport, ignition, and explosion char-
acteristics, compressibility of hydrogen differ greatly from those of traditional fuel, and
there is hydrogen corrosion effect on metal materials, further design and verification of
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fire protection, component durability, and operating characteristics of the whole engine
are needed in addition to the design and verification for compliance of unconventional
thermodynamic cycle systems focused on in this paper, and based on the results of safety
assessment, the airworthiness authorities and industry will identify the current novel or
unique design features, and timely introduction of the corresponding special conditions.
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Abstract. The flammability limits of the hydrogen-oxygenmixture are extremely
wide, and the ignition energy is low. Due to its excellent combustion properties,
the hydrogen-oxygen mixture can be used as fuel in internal combustion engines
(ICEs). However, the combustion of hydrogen-oxygen mixture is too intense,
which results in limited research on its application in ICEs and is limited to low-
temperature conditions in aerospace. This research aims to numerically discuss the
coupling effects of equivalence ratio and ignition timing on the port fuel injection
hydrogen-oxygen ICE under the low-temperature intake condition. The three-
dimensional geometric model of a single-cylinder ICE was established using the
CONVERGE software and validated against the mean in-cylinder pressure and
reactionmechanism. The results indicate that adjusting equivalence ratio and igni-
tion timing operating parameters is beneficial for controlling the temperature and
pressure in the cylinder within a reasonable range during the total combustion
process. In general, under the low-temperature intake condition, adopting a high
equivalence ratio and optimal ignition timing strategy improve the combustion
process and power performance of the port fuel injection hydrogen-oxygen ICE.

Keywords: Hydrogen-oxygen internal combustion engine · Port fuel injection ·
Combustion characteristics

1 Introduction

Liquid rocket engines are considered the preferred power device for launch vehicles and
various spacecraft due to their advantages such as reliable operation and long working
time [1]. Liquid hydrogen and liquid oxygen have significantly high specific impulse
characteristics, and their combustion products are pollution-free, making them partic-
ularly suitable for the upper stage [2, 3]. The sub stage with an independent control
system added based on the basic stage of the rocket is called the upper stage, which
has the ability to fly independently and work in orbit for a long time. It is widely used
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in tasks such as orbital gliding and deep space exploration [4–6]. With the continuous
development of space technology, the duration of astronauts’ deep space exploration
missions has increased from 1 to nearly 2000 days [7]. It is difficult to control the evap-
oration of liquid hydrogen and liquid oxygen propellant and the evaporation gas cannot
be used, which greatly restricts the development of the hydrogen-oxygen upper stage
[8]. Liquid hydrogen and liquid oxygen propellant has a low boiling point and is easily
vaporized into low-temperature gas hydrogen and gas oxygen when heated, resulting in
an increase in pressure inside the storage tank. It is necessary to discharge gas hydrogen
and gas oxygen to meet the safety pressure standards of the storage tank. In order to
avoid fuel waste, gas hydrogen and gas oxygen are introduced into the ICE to burn and
provide power.

As early as the 1960s, NASA (National Aeronautics and Space Administration) [9]
proposed the concept of the hydrogen-oxygen ICE in the Apollo program. ULA (United
Launch Alliance) [10] proposed an integrated vehicle liquid system in 2011, which
introduces low-temperature hydrogen and oxygen into the ICE for combustion andwork.
ULA[11, 12] successivelymanufactured a single-cylinder ICE, aWankel engine, and a 6-
cylinder ICE using hydrogen-oxygen mixture as fuel, and conducted performance tests.
Furuhama et al. [13] found that adopting a fuel strategy with a larger equivalence ratio of
3 to 6 can significantly suppress abnormal combustion in the hydrogen-oxygen ICE. Li
et al. [14], based on the two-zone quasi-dimensional model, found that with the increase
of the equivalence ratio, the indicated thermal efficiency (ITE) of the ICE increases
to 40%. Fu et al. [15] conducted numerical simulation research on the combustion
characteristics of the hydrogen ICE under oxygen-pure conditions.

The above research indicates that the application prospects of hydrogen-oxygen ICEs
are extremely broad. However, previous research was mostly limited to the structural
parameters and operational stability of hydrogen-oxygen ICEs, and there has been no in-
depth studyon the combustion characteristics of hydrogen-oxygen ICEs. In order to study
the combustion characteristics of the hydrogen-oxygen ICE in detail, a three-dimensional
geometric model was established and verified based on experimental data. The effects
of different equivalence ratios and ignition timing on the combustion characteristics of
the hydrogen-oxygen ICE were compared.

2 Model Establishment and Validation

2.1 Geometric Model and Boundary Conditions

This research is based on a commercial hydrogen internal combustion engine, whose
geometric model is established by CONVERGE software. 2 mm mesh with adaptive
mesh refinement (AMR) was used in this study to improve computational efficiency
while ensuring accuracy. The geometric model and its mesh refinement are shown in
Fig. 1. Table 1 lists the main technical parameters of the engine.

In order to improve the accuracy of the calculation, the boundary conditions of the
engine model are set according to the experimental conditions. The ambient temperature
of the model is set to 293 K. The engine speed is 1500 rpm, and the inlet pressure of the
intake port and the outlet pressure of the exhaust port are both set to 100 kPa.
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Fig. 1. The geometric model and mesh refinement.

Table 1. Main technical parameters of the engine.

Specification Value

Engine type 4-stroke

Compression ratio 10.7

Bore/mm 74.5

Stroke/mm 85.9

Rod length/mm 140

2.2 Selection of Mathematical Models

Choosing a suitable turbulence model can accurately calculate the in-cylinder flow field
of the engine. The turbulence situation in the cylinder of this model is predicted using
the RNG k-εmodel [16]. The SAGEmodel with detailed chemical reaction mechanisms
developed by Li et al. is used in this study [17]. The wall heat transfer loss of the model
is characterized and calculated by the wall-function model [18] to describe the influence
of various parameters on wall heat transfer loss.

2.3 Experimental Setup and Model Validation

Experimental setup and uncertainty analysis.The entire test bench includes an engine
system, a dynamometer system, a hydrogen supply system, and a data acquisition system.
The schematic diagram of the test bench is indicated in Fig. 2. There is a PowerLink eddy
current dynamometer in the dynamometer system used to control engine speed and load.
The hydrogen supply system is composed of a hydrogen bottle group, pressure regulat-
ing valve, flame arrester and integrated hydrogen flowmeter (S4–33 A/MT, SevenStar,
China). The Tociel 20 N060 thermal flow meter is used to measure the air mass flow
rate. The data acquisition system consists of an electronic control unit (ecu), a horiba
mexa-730λ lambda analyzer, and a kistler kibox combustion analyzer. Themeasurement
uncertainty of the above experimental parameters is shown in Table 2.
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Fig. 2. The schematic diagram of the test bench of the engine.

Table 2. The information of main measurement devices.

Parameter Manufacture Type Uncertainty

Engine speed Power link GW160 ≤ ± 1 rpm

Torque Power link GW160 ≤ ± 0.28 Nm

Air mass flow rate Tociel 20 N060 ≤ ± 0.1 L/min

Hydrogen mass flow rate Seven star S4-33A/MT ± 0.1 L/min

Air-to-fuel ratio Horiba MEXA-730λ ≤ ± 0.1

Cylinder pressure Kistler 6177BCD17 ≤ ± 0.3 bar

Model validation. In order to demonstrate the accuracy of the engine model, the mean
in-cylinder pressure of the model was simulated and compared with the experimental
results. Due to limitations in experimental conditions, only hydrogen-air experiments
were conducted on this engine. In this study, the engine speed was 1500 rpm and the
equivalence ratio was 0.5. According to the results in Fig. 3, the curves of the simulation
results and the experimental values are nearly overlapped. The mean cylinder pressure
difference under different crankshaft angles is less than 0.2 bar. The above verification
result indicates that the simulation results have achieved good consistency with the
experimental values, and the predictive ability of the engine model has been verified.

In order to validate the accuracy of the hydrogen/oxygen reaction mechanism, the
ChemkinPro software was used to calculate the laminar flame velocity. Based on the Gri-
mech andLi schemes, the improvedCANTERAwas used byKuznetsov et al. to calculate
the laminar flame velocity of hydrogen-oxygen mixture under different initial pressures
[19]. Figure 4 shows the calculation results of laminar flame velocity using ChemkinPro
and compares them with Kuznetsov et al. The results indicate that this mechanism has
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Fig. 3. Model validation for in-cylinder pressure.

excellent consistency with the laminar flame velocity results in the literature, and the
error is within an acceptable range.

Fig. 4. The laminar flame velocity of hydrogen-oxygen mixture.

3 Result and Discussion

3.1 Combustion Analysis

In this study, the equivalence ratio was taken as 3.4, 3.6, 3.8, 4.0, 4.2, and 4.4, and
the ignition timing was set to − 2°CA after top dead center (ATDC) and 0°CA ATDC,
respectively. Figure 5 shows the variations of in-cylinder pressure with equivalence ratio
at different ignition timing. As shown in Fig. 5, the variations of in-cylinder pressure
with equivalence ratio at different ignition timing are consistent. During the compression
stroke, the upward movement of the piston causes in-cylinder pressure to gradually
increase, reaching a value of 2.2 MPa at TDC. After ignition, in-cylinder pressure rises
to peak instantly. This is determined by the combustion characteristics of the hydrogen-
oxygen mixture, which is well mixed in the cylinder and burns rapidly after ignition.
After ignition, in-cylinder pressure decreases as the combustion of the mixture ends and
the cylinder volume increases.
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Fig. 5. Variations of in-cylinder pressure with equivalence ratio at different ignition timing.

It is necessary to investigate the peak in-cylinder pressure (Pmax) during the com-
bustion process. Figure 6 shows the variations of Pmaxwith equivalence ratio at different
ignition timing. From Fig. 6, it can be seen that when the equivalence ratio is 3.4 and
the ignition timing is 0°CA ATDC, Pmax is 6.0 MPa. On the contrary, when the equiva-
lence ratio is 4.4 and the ignition timing is − 2°CA ATDC, Pmax is 5.3 MPa. When the
equivalence ratio is 4.0, Pmax at different ignition timing is similar. It can be observed
that as the equivalence ratio continues to increase, Pmax decreases. This is because
the increasing equivalence ratio leads to a continuous decrease in the mass of oxygen
entering the cylinder, which determines a decrease in the mass of burned hydrogen and
leads to a decrease in Pmax. Moreover, the combustion rate of the hydrogen-oxygen
mixture is inhibited by excess hydrogen, which reduces Pmax. At the same time, The
Pmax is decreased with the delay of ignition timing. This indicates that by increasing
the equivalence ratio and adjusting the ignition timing, Pmax is reduced to ensure that
it does not exceed the maximum pressure that a typical engine withstand.

Fig. 6. Variations of Pmax with equivalence ratio at different ignition timing.

Due to the way of low-temperature intake, the analysis of the cylinder tempera-
ture is particularly crucial. Figure 7 shows the variations of cylinder temperature with
equivalence ratio at different ignition timing. When the ignition timing is advanced to
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− 2°CA ATDC, the equivalence ratio increases from 3.4 to 4.4, and the peak tempera-
ture decreases from 2700 to 2550 K. It can also be seen that the trend of in-cylinder
temperature change is consistent with that of in-cylinder pressure change. The in-
cylinder temperature instantly rises to its peak after ignition and gradually decreases
after combustion.

Fig. 7. Variations of in-cylinder temperature with equivalence ratio at different ignition timing.

Figure 8 shows the temperature distribution in the cylinder at the time of intake
bottom dead center under different equivalence ratios. From the figure, it can be seen
that 150 K gas with different equivalence ratios enters the cylinder, which is cooled
by low-temperature gas. After the end of the intake, the temperature distribution in the
cylinder tends to be consistent, except that the temperature near the spark plug is higher.
This indicates that low-temperature hydrogen has an inhibitory effect on the formation
of hot areas in the cylinder.

Fig. 8. The temperature distribution in the cylinder under different equivalence ratios.

3.2 Engine Performance

Indicatedmean effective pressure (IMEP) is used to evaluate the operational performance
of engines. Figure 9 shows the variations of IMEP with equivalence ratio at different
ignition timing. From the figure, it can be seen that under the condition of engine speed
of 1500 rpm and intake pressure of 1 bar, IMEP gradually decreases as the equivalence
ratio gradually increases. When the ignition timing is postponed to 0°CA ATDC, the
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equivalence ratio increases from 3.4 to 4.4, and the IMEP decreases from 0.40 to 0.31
MPa.

Fig. 9. Variations of IMEP with equivalence ratio at different ignition timing.

When the equivalence ratio is specific, delaying the ignition timing will increase
the IMEP. When the equivalence ratio is 4, the IMEP at ignition timing of − 2°CA
ATDC and 0°CAATDC are 0.32MPa and 0.34 MPa, respectively. This is because when
the ignition timing is delayed to 0°CA ATDC, the hydrogen-oxygen mixture burns and
releases heat instantly at TDC, completing the constant volume combustion process.
On the contrary, when the ignition timing is − 2°CA ATDC, the combustion process is
completed before reaching the compression TDC, resulting in the negative work during
the compression stroke.

ITE is a parameter that measures the effectiveness of converting thermal energy into
indicated work and is used to evaluate the economic performance of engines. Figure 10
shows the variations of ITE with equivalence ratio at different ignition timing. From
the figure, it can be seen that the ITE at ignition timing of − 2°CA ATDC and 0°CA
ATDC are around 21% and 22%, respectively. When the ignition timing is 0°CAATDC,
the maximum ITE is 22.5% at the equivalence ratio of 3.4, and the minimum ITE
is 21.7% at the equivalence ratio of 4.0. It can be observed that at different ignition
timing, ITE first decreases and then slightly increases with the increasing equivalence
ratio. This is because as the equivalence ratio increases, the mass of oxygen entering
the cylinder to participate in the reaction decreases, resulting in a decrease in the mass
of hydrogen burned. However, the mass of hydrogen entering the cylinder increases,
and the heat release of fuel per unit time decreases, resulting in a decrease in ITE.
Furthermore, for a specific equivalence ratio, delaying ignition timing increases the
ITE. As the ignition timing is further delayed to TDC, the ITE is improved due to the
extremely fast combustion speed of the hydrogen-oxygen mixture which instantly burns
at the TDC.
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Fig. 10. Variations of ITE with equivalence ratio at different ignition timing.

4 Conclusion

In this study, the CONVERGE software is used to numerically study the combustion
characteristics of the port fuel injection hydrogen-oxygen ICE at different ignition timing
as a function of equivalence ratio. The main conclusions are as follows:

(1) The strategy of using a large equivalence ratio can effectively reduce the peak tem-
perature and pressure in the cylinder, and as the equivalence ratio gradually increases,
the peak temperature and pressure in the cylinder further decrease.

(2) Preliminary results indicate that low-temperature intake is beneficial for the uniform
distribution of temperature inside the cylinder and reduces the formation of hot areas
inside the cylinder.

(3) When the equivalence ratio is specified and the ignition timing is delayed, the IMEP is
increased. On the contrary, when the ignition timing is specified, the IMEP decreases
with the increase of the equivalence ratio.

(4) The variations of the ITE with equivalence ratio are irregular. When the equivalence
ratio is specified, the ITE increases with the delay of ignition timing.
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Abstract. Diaphragm compressor is widely used to pressurize hydrogen and is
one of the key equipment in hydrogen refueling station. And the Diaphragm is
one of the wearing parts of diaphragm compressor. The failure of the diaphragm
makes the maintenance cost of diaphragm compressor high. Because of the large
deflection of the diaphragm in the diaphragm compressor, its mechanical behavior
has strong nonlinear characteristics, especially after considering the constraints
on the diaphragm by the cavity of the cylinder head, it is difficult to accurately
calculate with the analytical method. Therefore, considering the constraint con-
dition of the cylinder, the finite element model of the diaphragm working in the
diaphragm compressor is established. By the calculations of the diaphragm defor-
mation and stress, the fractures of the hydrogen side of the diaphragm in the fault
cases are analyzed. The results of static structure analysis and dynamic analysis
are compared with diaphragm fault cases respectively, which shows the necessity
of dynamic analysis in the failure analysis of diaphragm. Besides, the mechanical
behavior of the diaphragm’s deformation indicates that the inertial effect of the
diaphragm and collision between the diaphragm and the cavity cannot be ignored.

Keywords: Diaphragm compressor · Finite element analysis · Diaphragm failure

1 Introduction

Hydrogen refueling station is a hub connecting the production, transportation and appli-
cation of hydrogen, where the pressurization of hydrogen is a necessary step to improve
the energy density and practicality of hydrogen as an energy source. In this process,
hydrogen needs to be pressurized to an extremely high pressure of 45 MPa or 90MPa,
while its high purity must be guaranteed [1]. Diaphragm compressor is widely used as
the hydrogen compressor in hydrogen refueling stations due to its high compression ratio
and superior sealing performance [2]. However, as the core component of diaphragm
compressor, the diaphragm is also one of the vulnerable parts [3]. Due to the fact that
the cost of compression devices can account for about half of installed capital cost of
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a hydrogen refueling station [4], and the failure of diaphragm will further increases
the operating cost of the station, reasonable analysis of diaphragm failure is of great
significance for reducing the cost of the hydrogen refueling station.

The diaphragm of the diaphragm compressor is generally composed of three plates,
which are the process plate contacting with hydrogen, the hydraulic plate contacting
with hydraulic oil, and the middle plate avoiding possible leaks while the diaphragm’s
failure happens. Usually, the failure of the diaphragm occurs on the process plate, i.e.,
the hydrogen side plate, or hydraulic plate [5], while the former is more frequent. Fur-
thermore, the fracture of the process plate can be found at the edge, the center and the
middle area [5].

Most literature used static structure analysis of the diaphragm when it clings to the
cavity of the cylinder head or the perforated plate and concluded that the stress at the
edge or center of the process plate or the middle area of the hydraulic plate exceeds the
allowable stress, which gave the reasons for the cracks at these locations [5–8]. However,
little literature discussed the cracks appearing in the middle area of the process plate.
The static structure analysis and dynamic analysis based finite element method (FEM)
simulation are applied to the diaphragm respectively, and the results are compared and
discussed in this paper. It is found that the result of dynamic analysis is more consistent
with the failure mode of the diaphragm, which explain the reason for the failure in the
middle area of the process plate.

2 Fault Cases

In some diaphragm failure events of the diaphragm compressors for hydrogen refueling
station, cracks are found in the middle area of the process plates. Figure 1(a, b) display
two fault cases of the diaphragm with the cracks of the process plates appearing in the
middle area near the exhaust holes. The cases belonged to the diaphragm compressors
with the same design parameters which are listed in Table 1.

Table 1. Parameters of diaphragm compressors with diaphragm failure.

Parameters Values

Radius of the diaphragm/mm 187.5

Thickness of the diaphragm/mm 0.5

Radius of the cavity/mm 165

Young modulus E/GPa 210

Poisson’s ratio μ 0.3

Allowable stress σ /MPa 450

Discharge pressure p(A)/MPa 45

Maximal pressure difference between oil and gas/MPa 10

Rotational speed/rpm 382
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(a) 1esaC

(b) Case 2 

Fig. 1. Fault cases of the diaphragm

3 Failure Analysis of the Diaphragm

In the diaphragmcompressor, the diaphragm is clampedby the cylinder head and cylinder
block at the edge, and the middle part undergoes reciprocating deformation. Since the
diaphragm is constrained by the cavity of the cylinder head and the perforated plate,
whichmeans it is not free to deform, the deformation cannot be calculatedwith theoretical
method of thin-plate large deflection theory neither small deflection theory, particularly
for the state when the diaphragm has not yet fully fitted the cavity. Thus, the FEM
simulations are used to analyze the failure of the diaphragm. In which, the process plate
is subjected to the uniform pressure of hydrogen with the maximum of 45 MPa and the
minimum of 15 MPa, while the hydraulic plate to the uniform pressure of hydraulic oil
with the maximum of 55 MPa and the minimum of 5 MPa. Furthermore, the hydrogen
pressure and the oil pressure are assumed to change according to the sinusoidal manners
represented by Eqs. (1) and (2) respectively.

pg = 30+ 15sin(ωt) (1)
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po = 30+ 25sin(ωt) (2)

In addition, the cavity surface of the cylinder head is generated by the traditional
generatrix Eq. (3) which is a single exponential polynomial with the exponential term z
taking 3.

w = 4.2

z − 1

[
2
( r

165

)z+1 − (z + 1)2 + (z − 1)

]
(3)

where r and w are the radius and the height of any point on the cavity. Considering
the additional stress may be caused by the discharge holes and suction holes, the fine
structure is added on the cylinder head model. To carry out the simulations, each plate
of the diaphragm is divided into two layers with uniform thickness and 21,024 elements
with 31,755 nodes in total. Particularly, the elements at the center area are refined to the
size of 0.1 mm to capture the impact of discharge holes, and those in the edge where is
clamped are refined to the size of 0.3 mm to capture the effect of clamping conditions
on the deformation of the diaphragm. The modeling of the diaphragm and the mesh
division are illustrated in Fig. 2(a) and (b) respectively. Besides, it is supposed that the
deformation three plates always remain consistent and adhere tightly to each other, while
the friction coefficient at the contact between the process plate and the cylinder head, as
well as at the contact between the hydraulic plate and the cylinder block, is 0.15.

Fig. 2. Modeling of the diaphragm and its mesh division.

3.1 Static Structure Analysis

In the traditional analysis of the diaphragm of diaphragm compressor, inertia effect and
collision of the diaphragmand the cavity is ignored, the loads and the structure’s response
are assumed to vary slowly with respect to time. And any state during the diaphragm’s
deformation process is believed to be at static equilibrium. Thus, the analysis becomes a
statics problem. In this section, static structural analysis is used to obtain the deformation
and the stress of the diaphragm as the pressure difference between the oil and hydrogen
varies.

Figure 3 shows the von-Mises stress distribution cloud map of the diaphragm while
the maximum stress happens. Figure 4(a)–(f) illustrate some representative moments of



Mechanical Behavior and Failure Analysis 39

the deflection distribution and the stress distribution of the process plate along the radius,
from undeformed state to fitting the cylinder head. According to the static structure
analysis, the maximal von-Mises stress of the diaphragm appears at the center of the
process plate when the diaphragm clings to the cylinder head. In the beginning, the stress
at the center of the process plate is smaller than that at the edge. As pressure difference
rises, the stress at the center gradually increases and always occupies themaximumvalue
of the entire plate. In addition, the deflection at the center of the process plate is the largest
and those of other positions decrease as the radii increase. From the results, the value of
the maximal von-Mises stress is 248 MPa which is lower than the allowable stress limit
of the diaphragm material. Apparently, the results of the static structure analysis cannot
explain the fault cases shown in Fig. 1.

Fig. 3. Thevon-Mises stress distribution cloudmapof the diaphragmwhile themaximumhappens
obtained by static structure analysis.

3.2 Dynamic Analysis

As the deformation of the diaphragm is actually a dynamic process, the inertial effect of
the diaphragm and the collision between the diaphragm and the cavity of cylinder head
should be considered to obtain more accurate results. Explicit dynamics is used in the
dynamic analysis to obtain the transient response of the diaphragm during deforming.

Figure 5 shows the von-Mises stress distribution cloud map of the diaphragm while
the maximum happens. Figure 6(a)–(f) illustrate some representative moments of the
deflection distribution and the stress distribution of the process plate along the radius
during the deformation from the undeformed state to fitting the cylinder head. According
to the dynamic analysis, the maximal von-Mises stress of the diaphragm appears at the
process plate, particularly, at the center and the ring with a radius of about 60 mm before
the diaphragm clings to the cylinder head. From the beginning, the stress near the edge
is higher than that at the center. Though the stress on the entire diaphragm increases as
pressure difference rises, the maximum stress is distributed on the ring near the edge
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(a) t=0.08ms (b) t=0.22ms

sm5.0=t)d(sm63.0=t)c(

sm87.0=t)f(sm46.0=t)e(

Fig. 4. The deflection and von-Mises stress of the process plate along the radius at different
moments calculated by static structure analysis.

of the process plate and the ring shrinks towards the center during the deformation
process. On the other side, the stress at the center of the process plate oscillates in the
deformation and reach the highest at t = 0.78 ms before the diaphragm clings to the
cavity. Correspondingly, the deflection of the maximum stress ring is largest before t =
0.78 ms. After that, the largest deflection of the process plate occurs at the center during
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the oscillation of the center area which clings to the cavity finally. From the results, the
value of the maximal von-Mises stress is 564 MPa which is higher than the allowable
stress limit of the diaphragm material and is able to cause the diaphragm cracking at
these regions. This conclusion is consistent with the fault cases shown in Fig. 1.

Fig. 5. The von-Mises stress distribution cloud map of the diaphragm while the maximum
happens, which is obtained by dynamic analysis.

4 Conclusions

By calculating the deformation and stress of the diaphragm, the fractures of the process
plate of the diaphragms of the diaphragm compressor in the fault cases are analyzed. The
results of statics structure analysis and dynamics analysis are compared with diaphragm
fault cases respectively, in which the latter can explain well the cause of the diaphragm
rupture. During the deformation, the center area of the diaphragm oscillates and collides
with the cavity of the cylinder head as the pressure difference changes, which leads to
the maximum stress at the center and on the ring nearby. The process of deformation is
very different from the results of static structure analysis, which shows the inertial and
the collision of the diaphragm cannot be ignored, as well as the necessity of dynamic
analysis in the failure analysis of diaphragm.
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(a) t=0.36ms (b) t=0.5ms

sm87.0=t)d(sm46.0=t)c(

sm60.1=t)f(sm29.0=t)e(

Fig. 6. The deflection and von-Mises stress of the process plate along the radius at different
moments calculated by dynamic analysis.

Acknowledgements. This research work had been supported by the National Natural Science
Foundation of China (Grant No. 12102118) and by the Natural Science Foundation of Anhui
Province, China (Grant No. 2108085QA42) and by the Science and Technology Major Project of
Anhui Province, China (Grant No. 2021d05050007) and by the Natural Science Foundation of
Hefei, Anhui, China (Grant No. 2021039).



Mechanical Behavior and Failure Analysis 43

References

1. Ananthachar, V., Duffy, J.J.: Efficiencies of hydrogen storage systems onboard fuel cell
vehicles. Sol. Energy 78(5), 687–694 (2005)

2. Ahmed, S., Sutherland, E.: Hydrogen compression, storage, and dispensing cost reduc-
tion workshop final report. In: Proceedings from the Hydrogen Compression, Storage, and
Dispensing Cost ReductionWorkshop, Argonne National Laboratory, Argonne, Illinois (2013)

3. Sdanghi, G., Maranzana, G., Celzard, A., Fierro, V.: Review of the current technologies and
performances of hydrogen compression for stationary and automotive applications. Renew.
Sustain. Energy Rev. 102, 150–170 (2019)

4. Elgowainy, A., Reddi, K., Sutherland, E., Joseck, F.: Tube-trailer consolidation strategy for
reducing hydrogen refueling station costs. Int. J. Hydrogen Energy 39(35), 20197–20206
(2014)

5. Jia, X., Chen, J., Hu, H., Peng, X.: Study on the diaphragm fracture in a diaphragm compressor
for a hydrogen refueling station. Int. J. Hydrogen Energy 41(15), 6412–6421 (2016)

6. Hu, Y., Xu, X., Wang, W.: A new cavity profile for a diaphragm compressor used in hydrogen
fueling stations. Int. J. Hydrogen Energy 42(38), 24458–24469 (2017)

7. Li, J., Jia, X., Wu, Z., Peng, X.: The cavity profile of a diaphragm compressor for a hydrogen
refueling station. Int. J. Hydrogen Energy 39(8), 3926–3935 (2014)

8. Jia, X., Zhao, Y., Chen, J., Peng, X.: Research on the flowrate and diaphragm movement in
a diaphragm compressor for a hydrogen refueling station. Int. J. Hydrogen Energy 41(33),
14842–14851 (2016)

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Global Trends in PEM Electrolyzer Research
Based on Published Articles

Ziwei Bai1(B), Jiahua Li1, Zhanfeng Deng1, Hui Tan1, Lu Li1, Guizhi Xu1,
Wei Kang1, and Min Liu2

1 State Grid Smart Grid Research Institute, Beijing 102206, China
baiziwei0427@sina.com

2 Research Institute of State Grid Zhejiang Electric Power Co., Ltd., Hangzhou, Zhejiang, China

Abstract. As one of the representative new energy, hydrogen has received widely
attention in recent years. PEMelectrolyzer plays a central role in hydrogen produc-
tion process. In this paper, 411 publications related to PEM electrolyzer collected
from Web of Science released between 2005 and 2022 were analyzed through
bibliometric to explore research hot-spots and future trends by analyzing publi-
cation and citation, countries and authors, journals and keywords. According to
statistics and analysis, (1) Iran andDincer Ibrahimwere themost productive coun-
tries and authors, respectively. (2) International Journal of Hydrogen Energy was
the mainly journal of PEM electrolyzer related publications. (3) Component and
Hybrid System are likely to remain prominent areas of research in the foreseeable
future. (4) Current hot-spots, such as Two Phase Flow and Hybrid System, may
receive even more attention in the foreseeable future.

Keywords: PEM electrolyzer · Bibliometric · Hydrogen energy · Trend
expectation

1 Introduction

Hydrogen has become one of the most promising clean and sustainable energy [1] due
to its non-carbon emissions, which could make great contributions to the construction of
global carbon neutral energy system. Hydrogen can be produced from various resources
including fossil fuels [2–4], biomass [5], biological sources [6], and water electrolysis
[7]. In contrast, electrolysis is the most economical method for large-scale production of
high-purity (> 99.99%) hydrogen, which could be further classified into alkaline water
electrolysis (AWE), solid oxide electrolysis (SOE), and proton exchange membrane
(PEM) water electrolysis.

SOE is easy to achieve high producing efficiency [8], but the technology is still
trapped in the laboratory stage and lacks of industrial application. AWE has become
a well matured technology for hydrogen production up to the megawatt range, and
constitutes the most extended electrolytic technology at a commercial level worldwide
[9].But its disadvantages including lowpartial load range and limited current density [10]
limit the promotion of this technology and the enthusiasm of relevant academic research.

© The Author(s) 2024
H. Sun et al. (Eds.): WHTC 2023, SPPHY 393, pp. 44–60, 2024.
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PEM by contrast, as a novel electrolysis method, has the advantages of high flexibility,
compact equipment and high current density [11]. With the trial of non-noble metal
catalysts utilization [12], more and more important achievements were accomplished in
recent years, and in summary, the disadvantages of PEM are gradually overcome and
the number of published papers related to PEM electrolysis is rapidly increasing (as
summarized in Sect. 3.1).

Over the past two decades, more than 400 articles are published on the R&D of PEM
electrolyzer, and the development road map of PEM electrolyzer over the years has been
gradually clear. Thus, the purpose of this paper is to analyze the modification of research
hot-spots in the field of PEM electrolyzer based on the publications, in order to offer
beneficial inspirations and new frontiers for relevant scholars.

2 Methods

2.1 Data Collection

Relevant articles are identified from the Web of Science Core Collection (WoSCC)
database. To avoid issues due to daily updates of the database, we conducted our search
and downloaded relevant items on January 3, 2023, Tuesday (Fig. 1). We used search
formulae as TS = (“PEM Electrolyzer”). The search terms were selected from the
Science Citation Index Expanded (SCI-EXPANDED). A total of 444 publications were
retrieved. After excluding 33 publications including early access, proceeding paper,
corrections, meeting abstract, 411 articles were included in the final data set. Full records
and cited refernces were exported as plaint text files for further analyses.

Fig. 1. Screenshot of web of science searching

The obtained data were imported into Citespace software (version 6.1.6) for dedupli-
cation. The number of publications, citations, countries, authors, journals, highly cited
references, keywords, and other data were extracted by several independent researchers
(JH Li, ZF Deng, H Tan, L Li) for data recheck. The H-index and average citations per
items (ACI) utilized in the paper are calculated by ZWBai based on information at WoS
Online.
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2.2 Data Analyses

Data collected from WoSCC needed to be further analyzed to accurately acquire the
impact of each part. Citespace (version 6.1.6) and VOSviewer were introduced to bib-
liometric analysis and visual display. Microsoft Excel (version 16.58) was used to sum-
marize relevant information in tables. Flow chart of publication filtering and analysis
was shown in Fig. 2.

Retrieval strategy

TS=(“PEM Electrolyzer”)

Retrieval mode: Advanced research
Retrieval database: Core Collection of WoSCC
Retrieval time span: 2005-2022
Retrieval date: January 3, 2023

Inclusion criteria:
Articles or Review articles

Step 1: Data collection
A total of 444 records were identified

Step 2: Data screening
411 publications were included in our final 

analysis

Step 3: Bibliometric and Visualizaion
Citaspace and VOSviewer were used

Analysis of publication outputs and citation 

Analysis of most productive countries

Analysis of most productive authors

Analysis of core journals

Analysis of keywords

411 publications and 13705 cited

Iran, China, USA

Dincer Ibrahim, Friedrich K. Andreas, Ahmadi, Pouria

International Journal of Hydrogen Energy

PEM electrolyzer, performance, optimization

Fig. 2. Flow chart of publication filtering and analysis

3 Results

The above mentioned 411 samples published in 99 Journals were completed by 1382
authors from 60 countries/regions and affiliated to 506 organizations. These contents
would be further described and analyzed through Publication and Citation, Regions
and Countries, Authors, Journals, and Keywords, respectively. Details are shown as
following.

3.1 Publication and Citation

As can be seen from Fig. 3, the total publications was relatively flat before 2017, and
then the numbers displayed a sharply increasing trend since 2018. Almost 73.6% of total
were published between 2018 and 2022. Citations almost rose straightly after 2018 too.
It can be seen that the PEMElectrolytic is a research hot-spots indeed. Relevant research
increases year by year.

The top 10 most-cited articles were listed in Table 1 in order to outcome the most
influential paper in this field. The most-cited paper [13] is written by Barbir, F with 708
times cited, followed by papers [14–16] which has been cited for 307 times, 294 times,
and 286 times, up to now, respectively.
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Fig. 3. Trends of publications and citations

The first mentioned one [13] is the first published paper related to PEM electrolyzer
which discussed several possible applications for PEM electrolyzer including grid con-
nected hydrogen generation, grid peak shaving, and power storage cooperated with fuel
cell. Furthermore, several specific issues including size, operation, and efficiency are
discussed in the paper. The second article [14] in the table should be paid specially
attention. Because it published recently and been cited for 43.9 times annually. This
paper is mainly study about the active and highly stable catalysts and several experi-
ments and analysis were cleverly made. The fourth publication [16] in Table 1 is the
most-cited article in 2022 which is mainly focus on the Energy and exergy analysis of
a PEM electrolyzer system, and offered better understanding of the characteristics of
PEM electrolyzer plant. This paper represents the boom of PEM electrolyzer system
related research.

3.2 Publication and Citation

Figure 4 displays the distribution of total publications about PEM electrolyzer. Iran
(88), China (61), USA (59), Germany (52), Canada (50), Turkey (50), Italy (32), France
(27), South Korea (14), Japan (12) as the top 10 most productive countries up till 2022.
These countries are mainly located in Asia, Europe and North America. Data in Fig. 4
is not directly equal to value in Fig. 3, because some articles are finished through global
cooperation and will be duplicated statistics.

3.3 Authors

Tabel 2 summaries the top 10 authors in terms of the number of publications. Dincer,
Ibrahim fromUniversity ofOntariowas themost productive authorwith 22 publishments
up to 2022. His outstanding investigation has significantly increased the number of
related papers published from Canada, accounting for about 44%. In the same way, Iran,
as themost productive countrymentioned in Sect. 3.2, also owes its outstanding scientific
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Fig. 4. Geo visualization of research distribution of PEM electrolyzer. Note Color relates to the
paper released (Note Taiwan belongs to China; England, Northern Ireland, Scotland and Wales
belongs to UK.)

research contributions to research teams led by Afshari, Ebrahim and Baniasadi, Ehsan.
As can be seen, the rise of an outstanding scholar (team) has a significant impact on the
research status of the country in relevant fields. While it is also important to find that as
the second largest publication country, China, do not have any outstanding researcher
being recorded in Table 2. It is considered as up to now, this topic has been greatly
attracted by Chinese researchers but no one has become the academic leader.

3.4 Journals

There were 99 journals used to publish PEM electrolyzer related papers, in which the
International Journal of Hydrogen Energy contributed the most articles with total pub-
lications of 147 (33.1%), and Energy Conversion and Management ranked second (36,
8.1%), followed by Journal of Power Sources (23, 5.2%) (Fig. 5).

3.5 Keywords

VOS viewer which could be used to classified the similar keywords was introduced, 411
publications contained 1891 keywords, and 180 left after merging of similar items.
Heat map of Keywords (Fig. 6) highlights the top keywords including PEM Elec-
trolyzer, Performance,Energy,HydrogenProduction, andOptimization.These keywords
related to the deep research around PEM electrolyzer especially on catalyst and system
performance.
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Table 2. Most productive authors in PEM Electrolyzer.

Rank Author Country Counts Institutions H-Index ACI*

1 Dincer, Ibrahim Canada 22 University of Ontario 104 34.43

2 Friedrich, K. Andreas Germany 14 University of Stuttgart 48 35.09

3 Ahmadi, Pouria USA 12 University of Illinois at
Urbana-Champaign

47 54.68

4 Bazylak, Aimy Canada 11 University of Toronto 34 20.17

5 Afshari, Ebrahim Iran 11 University of Isfahan 25 27.98

6 Ozturk, Murat Holland 11 Isparta University of
Applied Sciences

20 19.40

7 Gago, A. Saul Germany 10 Helmholtz Association 23 33.72

8 Baniasadi, Ehsan Iran 10 University of Isfahan 21 23.52

9 Guilbert, Damien France 9 Universite de Lorraine 13 12.11

10 Alirahmi, S. Mojtaba Denmark 9 Aalborg University 10 33.07
*ACI average cited index

45.05%

3.6% 4.95%
5.18%

8.11%

33.11%

 International Journal of Hydrogen Energy  Energy Conversion and Management
 Journal of Power Sources  Journal of the Electrochemical Society
 Electrochimica Acta  Others

Fig. 5. Pie chart visualization of the top journals of PEM electrolyzer

4 Discussion

4.1 Countries and Authors

Figure 7 demonstrates the annual publications of top 10 most productive countries since
2014. Iran, China and USA are the top 3 countries who contributed the most publications
as previous shown in Fig. 4. Iran has far more publications than any other country (20%),
most of which are finished in recent 5 years [17–21]. Iran remains the most producer in
recent five years, until been surpassed by China (23) in 2022.
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Fig. 6. Heat map of keywords in 2022
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Fig. 7. Trends of publications of the top 10 countries/regions

Author cooperation analysis revealed inter-author connection networks. In the PEM
Electrolyzer research area, Dincer Ibrahim (22), Friedrich K Andreas (14), Ahmadi,
Pouria (12) are the top 3 authors with the most paper publications. And it can be seen
from Fig. 8, which summarised the authors with more than 4 papers published, as some
of these authors have quiet close stable team cooperation. Dincer, Ibrahim and Ahmadi,
pouria used to co-work on the energy analysis and optimization of electrolyzer included
system since 2013 [22–25]. Friedrich, Wang, Abouatallah, and bazylak are together
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engaged in the characteristics investigation of gas diffusion layer and bipolar of PEM
electrolyzer [26–31].

Fig. 8. Network visualization map of co-authorship. Notes the size of the nodes reflects the
strength of their cooperation.

4.2 The Changing of Keywords

The keywords clarification through these papers are summarized as Fig. 9. It could be
seen as three cluster are summarized with different colors, System type (Exergy Anal-
ysis, Multi-objective Optimization, et al.), component type (Two Phase Flow, Oxygen
Evolution Reaction, et al.), and modeling type (Simulation, Design, et al.), which may
related to system, component, and electrolyzer, respectively. Furthermore, the annual
keywords in Fig. 10b clearly shows that the keywords on the right are newer, which
emphasize that the research focus shifted from system into component gradually. This
phenomenon is predictable, as technical research should gradually modification from
application demonstration to theoretical verification.

Moreover, the verification of the keywords are summarized as Fig. 10. It is partial
similar with the result presented in Fig. 9. Not only the component study related key-
words, such as Modelling and Degradation [32–35] shows increment these years, but
also the Hybrid System related keywords, such as Geothermal and Photovoltaic [21,
36–38], show a boom increment these years. As for the System Optimum Analysis and
Oxygen Evolution Reaction, these keywords fail to present a continuous research trend
and seem suspended.

4.3 Recent Research Trends

To analyze the subtle changes in research over recent years, the heat map of keywords
till 2020 is drawn(as shown in Fig. 11) to compare with Fig. 6. The hot keywords related
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(A)Network visualization map of keywords 

(B)Overlay visualization of keywords co-occurrence year 

Fig. 9. Analysis of keywords for PEMelectrolyzer (Notes the size of the nodes reflects the strength
of their frequency)

to Performance and Optimization are slightly decreased during 2020–2022, which are
replaced by publications about Modelling and Two Phase Flow. This trend modification
is consistent with the research topic timeline as shown in Fig. 10.

Moreover, several outstanding authors are chosen for case analysis for the trend
modification on researching area in PEM electrolyzer. The most prolific authors in the
area are summarized in Table 3 as basic data, and their latest publications during 2020–
2022 are utilized for special analysis.
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Fig. 10. Cluster timeline of co-cited reference (Notes the size of the nodes reflects the strength
of their frequency)

Fig. 11. Heat map of keywords in 2020

Based on the chosen publications, it should be mentioned that Aimy and Kieran are
closely cooperated [32, 39, 40] around porous transport layers research. Meanwhile,
Mojtaba and Ehsanolah were deeply co-worked [41–43] on electrolyzer related hybrid
system investigation. Ibrahim is one of the greatest researchers who has made a signifi-
cant contribution on PEM electrolyzer utilizing renewable energy [44, 45]. Marcelo was
devoted to improve the electrolysis efficiency through novel components and operating
conditions [46, 47]. These researchers have carried out their previous research directions
in the past three years.
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Table 3. Most productive authors in PEM electrolyzer during 2020–2022

Rank Author 2020 2021 2022 Summary

1 Guilbert, Damien 5 3 0 8

2 Bazylak,Aimy 4 2 0 6

3 Alirahmi, Seyed Mojtaba 2 1 3 6

4 Fahy, Kieran F. 3 2 0 5

5 Assareh, Ehsanolah 0 1 4 5

6 Dincer, Ibrahim 1 3 1 5

7 Carmo, Marcelo 2 1 2 5

Summary 17 13 10 40

Damien engaged in electrolyzer modeling and experimental verification for sev-
eral year. His latest publication on ‘Journal of Processes’ in 2021 turn to study elec-
trolyzer related testing applications [48]. This slightly variationmaybe signify the further
development of electrolysis related technology in application level.

Journal statistics help researchers choose the most suitable journal for their work.
The publication Journal clusters show a clearly verification for the chosen publications,
changing from ‘Journal of International Journal of Hydrogen Energy’ into other Journals
instead, such as Energies and sustainable energy technology, which can easily be seen
in Fig. 12.
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Fig. 12. Analysis of publication journals

However, even the weight of ‘International Journal of Hydrogen Energy’ among the
articles significantly decreased, this Journal is still the mainly journal for publishing
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work about PEM electrolyzer for most researchers. Data analysis indicates that some
Journals, such as Sustainable Energy Technologies, Journal of Power Sources, Energies,
are becoming more attractive to the related research. This phenomenon maybe related
to the transfer of the research topics of the journals, so that gives authors more choices
(Fig. 13).

Fig. 13. Overlay visualization of journals co-occurrence year (Notes the size of the nodes is
weighted by publications)

5 Conclusion

Based on the bibliometric analysis of the 411 PEM Electrolyzer publications released
between 2005 and 2022, it is found that the research has increased explosively with the
Iran being the leading producer, especially in recent 5 years. China lacks top scholars
and core leader in the field. Most researchers have stable cooperative relationships, and
continues their research direction in recent years. Component and hybrid system related
study are investigation hot-spots recently. Furthermore, keywords including two phase
flow and geothermal hybrid systemare more concerned than ever. More journals are
joining the publications about hydrogen, but the status of the main journal (International
Journal of Hydrogen Energy) is still unshakable.

Overall, electrolysis is a novel production method for clean energy. Bibliometrics is
a useful tool to discover the current research hot-spots and future trends of a field. PEM
electrolyzer related analysis in this paper clearly exhibits the research topic modification
and research trend in recent years. This paper is hoping to offer beneficial inspirations
and new frontiers for relevant scholars.
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Abstract. Oxygen evolution reaction (OER) is the main factor limiting the large-
scale development of proton-exchange membrane (PEM) hydrogen production.
It is urgent to develop catalysts with excellent OER catalytic performance and
stability. Herein, several Iridium-based catalysts were prepared by simple mix-
ing and calcination, the OER properties of catalysts with different melting points
of nitrates as calcinating additives were investigated. The RbNO3 treated cata-
lyst displayed a low overpotential(η) of 297.6 mV versus RHE, which is lower
than the catalyst calcinated without nitrate (323.8 mV vs. RHE). Moreover, the
RbNO3 treated catalyst displayed good acid stability over 20 h Chronopotentio-
metric test. The highOER catalytic activity and stability of RbNO3 treated catalyst
may be attribute to the smaller nanoparticle morphology, pure IrO2 structure and
high electrochemical surface area (ECSA), which increase the number of active
sites and the intrinsic catalytic activity. This work indicated that the catalyst with
excellent OER performance can be obtained by selecting nitrate with moderate
melting point as the calcinating additive. Nitrates (like RbNO3) treated catalyst
with excellent catalytic activity and stability has good application prospect in
hydrogen production of PEM water splitting.

Keywords: Oxygen evolution reaction · Nitrates · PEM water splitting

1 Introduction

Hydrogen energy [1–3] is a kind of renewable energy, which has the advantages of
high energy density, environmental protection and pollution-free, so it has obtained the
support of a number of national policies. At present, hydrogen production by proton-
exchange membrane (PEM) electrocatalytic water splitting is regarded as a promising
technical route. However its practical application is influenced by the slow kinetics [4,
5] of the oxygen evolution reaction (OER). Hence, it’s urgent to develop catalysts with
excellent OER performance.
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Among OER catalysts, Iridium components are widely studied because of the good
catalytic activity as well as acid stability. There are various IrO2 preparation method
such as Adams Fusion method [6, 7], sol-gel method [8, 9], liquid reduction method
[10], template method [11] and so on. Adams Fusion method is a traditional method
having the advantages of simple preparation process and low cost, but the catalyst’s
overpotential prepared by this method is relatively high compared with other method
[7]. Traditional Adams Fusion method mixes metal chloride precursor with NaNO3 and
then calcinate at proper temperature, NaNO3 acts as an oxidation in the formation of
new oxides. The presence of chlorine in the precursors can adversely affect PEM, and
many studies have shown that chlorine-contained precursor should be avoided in future
work to get rid of Cl− contaminations [12]. Catalyst with nano size often shows better
catalytic performance. With the increase of calcinating temperature, the grain grows
[13, 14]. Research [15] shows that the addition of salt has effect on crystal growth. In
consequence, inspired by above researches, several nitrates with different melting points
(low melting point nitrate: Fe and La nitrate; middle melting point nitrate: Na and Rb
nitrate; high melting point nitrate: Mg and Ba nitrate) were introduced to control grain
size. After simple mixing and calcination with Ir black, Iridium based catalysts were
prepared.

In this work, we have developed an innovative additive oxidation process that on
the one hand effectively inhibits particle size growth during calcinating and on the other
hand extends the raw material from harmful chloride precursor to iridium black. The
properties of different catalysts were studied by electrochemical measurement, and the
reasons for the differences were explored by a series of characterization methods.

2 Experimental

2.1 Catalysts Preparation

The catalysts were prepared by mixed drying and calcination. Firstly, the nitrate and
iridium black (Premetek, P40V40) were weighed at a mass ratio of 20:1, after which
20ml deionized water was added for ultrasonic mixing for 30 min. Then the solvent was
evaporated and dried, the resulting mixture was placed in a crucible and transferred to a
furnace with a temperature control system. The calcinating treatment was performed at
600 °C for 6 h with a heating time of 3 h. The obtained product was centrifuged, washed
with deionized water three times, and then dried at 80 °C in a drying oven for 12 h. For
comparison, the sample prepared by direct calcination without adding nitrates was used
as the contrast.

2.2 Physical Characterization

X-ray diffraction (XRD) data were collected on a Rigaku D/MAX 2500 X-ray diffrac-
tometer equipped with a Cu Kα source. The morphology and compositions of the sam-
ples were examined by scanning electron microscopy (SEM, SU8020) and transmission
electron microscopy (TEM) on a Tecnai G2 F30 configured with scanning transmission
electron microscopy (STEM).
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2.3 Electrochemical Analysis

The electrochemical performance (activity and stability) was performed in a typical
three-electrode system by using CHI 660E instrument. The catalyst ink was prepared
by adding 10 mg catalyst, and 100 μL Nafion (Alfa Aesar, D520 dispersion) into 1
mL ethanol and then ultrasonicating for 30 min. A certain amount of ink was loaded
on the surface of the pre-polished glassy carbon electrode (GCE, ϕ3.0 mm) or carbon
paper for drying, and the load of the catalyst is 0.5 mg cm−2. A catalyst-modified
GCE or carbon paper was used as the working electrode, and a Pt wire and a saturated
calomel electrode (SCE) electrode were used as the counter and reference electrodes,
respectively. A 0.5 M H2SO4 solution was chosen as the electrolyte, and oxygen was
bubbled into the electrolyte for at least 30 min to reach saturation before testing. The
saturated calomel electrode was calibrated by the reversible hydrogen electrode (RHE),
giving their conversion equation: E(RHE) = E(SCE) + 0.059PH + 0.24 V. The current
densities are normalized by the geometric area.

3 Results and Discussion

3.1 Structural Characterizations

Figure 1 shows theX-raydiffraction (XRD)patterns of the nitrate treated catalysts and the
contrast. As can be seen from the figures, different phases were formed after calcinating
with nitrates with different melting point ranges. As the temperature rises, the crystalline
water is removed first at a relatively low temperature and then the decompose of nitrate
occurs, themelting point of anhydrous nitrates is shown in the Table 1. As for the NaNO3
and RbNO3 treated catalyst and the contrast, the diffraction peaks correspond well to
IrO2 phase (PDF No. 43-1019, tetragonal, P42/mnm, and a= b= 4.4983 Å, c= 3.1544
Å). Additionally, with the addition of nitrates, XRD diffraction peakwidened. As for low
melting point Fe(NO3)3·9H2O and La(NO3)3·6H2O, IrO2 was observed, but the main
phase is Fe2O3 for Fe(NO3)3·9H2O treated catalyst and La(OH)3 for La(NO3)3·6H2O
treated catalyst. For high melting point nitrates, Ba(NO3)2 treated catalyst contains IrO2
and BaIrO2.73 phase, and Mg(NO3)2·6H2O treated catalyst has IrO2 and Ir phase. The
XRD results proved that different structure may be formed by introducing different
melting point nitrate. By introducing nitrates with appropriate melting points, pure IrO2
can be synthesized.

Table 1. Melting points

Fe (NO3)3 La (NO3)3 NaNO3 RbNO3 Mg (NO3)2 Ba (NO3)2

Melting point (°C) 47.2 40 306.8 310 648 592

The SEM images of the synthesized catalysts are shown in Fig. 2.As can be seen from
the figures, the contrast showed a nanoparticle morphology. After adding sodium nitrate
and rubidium nitrate with moderate melting points, the size of the particles is reduced.
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Fig. 1. X-ray diffraction (XRD) patterns of the catalysts.

In order to further explore the morphology of catalyst, TEM and HRTEM images are
shown in Fig. 3. Same as themorphology that observed by SEM,NaNO3, RbNO3 treated
catalyst and the contrast has the morphology of nanoparticle, the average particle size
of RbNO3 and NaNO3 treated catalyst is about 8 and 11 nm, which is smaller than
the contrast (about 16 nm). The HRTEM images of the two catalysts revealed a lattice
fringe spacing of 0.318 nm, which correspond to the (1 1 0) plane of IrO2, which further
verified the formation of pure IrO2.

Fig. 2. SEM images of the catalysts. (a) NaNO3, (b) RbO3, (c) Contrast.
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Fig. 3. TEM and HRTEM images of the catalysts. (a, d) NaNO3, (b, e) RbNO3, (c, f) Contrast.

3.2 Electrochemical Characterizations

To investigate the OER performance, the catalysts treated with several nitrates and the
contrast were applied as anodic materials in a three-electrode system in 0.5 M H2SO4.
The mass loading of all samples is 0.5 mg cm−2. The OER activities of all catalysts were
evaluated by LSV with 85% iR-compensation. As shown in Fig. 4(a), catalyst treated
with RbNO3 displayed a low overpotential(η) of 297.6 mV at 10 mAcm−2, which is
lower than that of contrast (323.8 mV). Figure 4(b) gives the OER activity at 1.55 V
(vs. RHE), the current density of RbNO3 treated catalyst is the highest, about 3 times
higher than that of the contrast one. And Nitrates of Fe and La have almost no catalytic
performance, whichmay because the calcinatedmaterial is basically oxide or hydroxide.

Tafel slope is a vital parameter for evaluating catalytic activity, as can be seen in
Fig. 4(c) (the data is obtained from the LSV plots), these catalysts can be roughly
divided into two classes according to the tafel value. Different tafel slope indicates that
the catalyst has different rate-determining step (RDS) [16]. The contrast and RbNO3
treated catalyst have a tafel slope approach 40 mV/dec, the NaNO3 treated catalyst has a
tafel slope about 60 mV/dec. The RbNO3 treated catalyst’s slope is much lower, which
indicates a fast reaction kinetics. Moreover, cyclic voltammetry (CV) curves were con-
structed at different scan rate to obtain double-layer capacitance (Cdl), further evaluate
electrochemical surface area (ECSA). RbNO3 treated catalyst has a larger Cdl (73.32
mF cm−2) than the contrast (23.52 mF cm−2), implying the RbNO3 treated catalyst has
more active sites [17]. Due to that ECSA is a parameter to reflect intrinsic activity of
the catalyst, it can conclude that RbNO3 treated catalyst has a larger intrinsic catalytic
area. Catalysts prepared with nitrates at different melting points showed different OER
catalytic performance, RbNO3 and NaNO3 with moderate melting points are more supe-
rior, probably because they really act as calcinating aids at the calcinating temperature
of 600 °C.

In addition to electrocatalytic activity, stability is another crucial parameter to eval-
uate the performance of the catalyst. The stability of RbNO3 treated catalyst and the
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Fig. 4. Electrocatalytic properties of the catalysts (a) a LSV curves in 0.5MH2SO4 solution with
85% iR-compensations. (b) OER activity at 1.55 V versus RHE. (c) Tafel plots obtained from lsv
curves. (d) Cdl calculated from the obtained CV curves.

contrast were recorded by a chronopotentiometry technique. As can be seen in Fig. 5,
the RbNO3 treated catalyst is extremely stable during the 20 h test at 10mAcm−2, having
a smaller voltage rise rate than the contrast. Chronopotentiometry test results indicated
that the RbNO3 treated catalyst has a good stability in acid media.

Fig. 5. Chronopotentiometric stability for RbNO3 treated catalyst and the contrast (without iR
compensations).
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4 Conclusion

To summarize, we synthesized Iridium-based catalyst by introducing several nitrates
with different melting point. The simple mixing and calcinating process makes the
preparation of iridium-based catalysts easier for industrial operation. By introducing
different melting point nitrates, different crystal structure characteristics were produced,
which affected the performance of OER. The results revealed that the as-prepared cata-
lysts exhibited different OER catalytic activity. The addition of moderate melting point
nitrates facilitated the formation of pure IrO2, achieving a low overpotential, especially
for RbNO3 (η = 297.6 mV vs. RHE). Meanwhile, RbNO3 treated catalyst showed a
long-term stability of 20 h. Sufficiently good catalytic activity and stability of RbNO3
treated catalyst may attribute from the smaller nanoparticle morphology and high ESCA.
This work put forward an innovative chlorine-free method to prepare high OER perfor-
mance iridium-based catalyst, which can be well used in the acid media like PEM water
splitting and other energy device applications.
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Abstract. Fuel cell (FC) vehicle is an important technology route to achieve
carbon neutrality in transportation. This paper examines the integration, system
control, and performance test of a high-power self-humidifying fuel cell system
for passenger cars. Firstly, a high specific power FC system integration scheme
is designed, and a highly integrated 100 kW self-humidifying fuel cell system is
realized based on the installation requirements of passenger cars. Then, the system
controller application layer is developed usingMatlab/Simulink and the controller
rapid development prototype for complete closed-loop control of each subsystem,
such as hydrogen supply, air supply, cooling, and electrical management. Finally,
the performance dynamics experiment of the 100 kW FC system is conducted
based on the developed system controller. The results show that the developed sys-
tem controller provides high-quality control effects of operating parameters such
as air flow and pressure, hydrogen supply pressure, and cooling water temperature
for the stack to meet different operating requirements. The highest efficiency of
the system reaches 62%, and the coefficient of variation (Cv) of the cell voltages is
controlled to be less than 1%. This study contribute to accelerate the deployment
and application of high-power FC systems in passenger cars.

Keywords: Fuel cell system · System controller · Software development ·
Performance test

1 Introduction

Proton exchange membrane fuel cell is an energy conversion device with high power
density, high efficiency, zero pollution, and good low-temperature starting characteris-
tics, which is an important research orientation for the revolution of future automotive
power systems [1]. Fuel cell vehicles equipped with fuel cell systems have the advan-
tages of short hydrogen refueling time, long range and good environmental adaptability
to become an important technological route to achieve carbon neutrality in new energy
vehicles worldwide [2]. The performance and durability of automotive fuel cell systems
during service are two extremely important objectives [3].

Currently, the development route of fuel cell systems for passenger cars is mov-
ing toward high integration, high power density, and long durability [4]. Toyota motor
released its state-of-the-art fuel cell passenger cars in 2014 and 2020 [5–7], The 2nd-
generationMIRAI has a volumetric power of up to 5.4 kW/L [6], and system components
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such as DC/DC converters, auxiliary components, and controller hardware are highly
integrated with the electric stack. China’s fuel cell vehicle technology is booming but
still falls short of the world’s most advanced level. FC systems are subject to variable
environmental conditions and operating conditions, which is a huge challenge for per-
formance and durability [8]. Innovative designs from the perspective of key materials
and structures to achieve performance and endurance improvements from monolithic
cells to systems have made significant contributions, but it takes a long lead-time as
well as a great expense [9]. The development of superior controllers based on existing
materials to improve the net power output, power generation efficiency, and durability
of the system has been strongly demanded [10]. The system controller regulates the
operating parameters such as airflow, pressure, and temperature at the macroscopic level
to improve the electrochemical reaction efficiency and mitigate material degradation
such as carbon corrosion, platinum agglomeration, and membrane dry cracking at the
microscopic level [11–13]. The automotive fuel cell system controller consists of air
supply subsystem, hydrogen supply subsystem, cooling subsystem, electrical manage-
ment subsystem and monitoring subsystem. Coordinated control of each subsystem to
achieve high performance and long life operation of the fuel cell system.

In this study, a 100 kW-class high specific power self-humidification fuel cell system
is integrated for the R&D requirements of FC passenger cars. On the developed system
bench, the system controller software is developed using Matlab/Simulink and Moto-
hawk rapid development prototype. The developed FC system controller ensures optimal
conditions in the FC stack by manipulating system components considering hardware
limitations to achieve maximum system performance such as system efficiency and
power.

2 FC System Integration

Fig. 1. 100 kW-class high specific power self-humidifying fuel cell system schematic and bench
diagram.

The integrated solution of FC system starts from the demand of the whole vehicle,
targeting high specific power density, and puts forward the requirements for fuel cell
system, power stack, and components level by level. The schematic and the integrated
system are shown in Fig. 1. The innovation of the system integration is the removal of
the traditional external humidifier and instead the self-humidification function through
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material and structural innovation, hydrogen recirculation and hydrogen-air counter-flow
configuration, which is significant for the high integration of the whole system.

3 FC System Controller Development

Figure 2 shows the software architecture of the FC controller application layer and
the Simulink flow diagram. SECM-112 controller has 33 analog input interfaces for
all temperature, pressure, flow and other sensors in the fuel cell system. The system
contains 7 CAN signals for air compressor, circulation pump, thermostat, DCDC, PTC,
CVM, and water pump. The information interaction between FCU and each component
is realized through CAN bus. Some valves and fans involved in the system are driven by
low-side output (Boolean or PWM) and H-bridge.

In this developed system controller, setpoint of the FC-system net power, the ambi-
ent temperature, and atmospheric pressure are inputs. The calculated system net power
is the output as well as the other values in the FC system, the polarization state of the
stack, such as current, voltage, the state variables of system, such as flow rate, pressure,
temperature, humidity, and oxygen concentration, the actuation values of components,
such as compressor speed, pump speed, valve position, and fan speed. According to the
vehicle operating conditions, the system state machine consists of nine states: power on,
self-test, standby, automatic operation, purge, discharge, shutdown, and emergency stop.
Different control calculations are performed within each state, and then the components
are driven to achieve the appropriate function. The controllers in Fig. 2 consist of the
electric power controller, the monitoring controller, and the actuator controllers for the
system components in air, H2, and cooling subsystems. Such a hierarchical and sim-
ple controller architecture enables independent investigation of optimal stack operating
conditions and hardware specifications.

Fig. 2. Software development architecture and closed-loop control procedures for the entire FC
system.

In general, the control of the air subsystem is the key to determine the high efficiency,
high performance and long life of the FC system [14]. The control goal is to quickly
provide precise air flow and pressure to the stack during cyclic load changes to avoid
oxygen starvation and excessive air compressor power consumption. In this study, a
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decoupled flow and pressure control algorithm is implemented for the air subsystem.
The stack current and is given to the pre-determined functions, which are built based
on experimental data to achieve the maximum system net power considering the stack
power, compressor power loss, and pump power loss. Then, the setpoints of air pressure
and flow are is determined. The setpoints of the flow and pressure are converted to the
compressor speed andbackpressure valve openingby adoublePI controller including the
supplemental functions of integral anti-windup and feedforward compensation methods
for the stable operation.

Figure 3 shows the results of the close-loop setpoint tracking performance of the
air flow rate and pressure by a series of step load profile. The current operation curves
are shown in Fig. 5(a), and the results show that the DC/DC responds to the set current
command almost indistinguishably, indicating that the reactant supply adequately meets
the current loading demand. It is also confirmed that the air flow rate could trace the
setpoint within an acceptable deviation less than ± 2.5 g/s as shown in Fig. 5 (b), the
OER fluctuation range within 0.2 as shown in Fig. 5(c), and pressure fluctuation within
± 1.5kPa. It indicates that the error effect is within the acceptable range and meets the
practical application requirements considering the influence of sensors and controllers
in acquisition, measurement, and noise.

Fig. 3. Performance evaluation of closed-loop setpoint tracking with decoupled air flow and
pressure.

4 FC System Performance Discussion

4.1 System Power and Efficiency

The developed system control algorithm is written into the fuel cell system controller,
and performance experiments of the 100kW system are conducted. Figure 4 shows that
the average output voltage of the individual cell is 0.62 V when the current density is
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loaded to 1781 mA/cm2, and the output power of the stack reaches a peak of 120.2 kW,
at which the peak net power of the system reaches 97.8 kW and the power consumption
of the auxiliary components accounts for 18.6%.With the rise of the net power of the
system, the efficiency shows a decreasing trend. The maximum efficiency of the system
reaches 62%, which is the advanced level of current FC systems for passenger cars.

Fig. 4. 100 kW-class FC system output performance analysis with the implementation of the
developed system controller.

4.2 Stack Consistency

Figure 5 shows the cell voltage coefficient of variation (Cv) during the load variation.
The trend of Cv is observed during the period when the stack is loaded from start-up
to 70 kW. In the start-up phase (around 0 s), the instability of the cell voltage is due
to the lagging response of the hydrogen and air supply, which results in a Cv of 4.5%.
Afterwards, the voltage stabilizes quickly and Cv drops rapidly. The Cv is kept within
1% during the entire load variation, which is a really bright result and provides the basis
for the high reliability and durability of the system operation. After 2100 s, the system
enters into the shutdown procedure, the reactants are cut off and start discharging, thus
Cv increases.

5 Conclusions

In this paper, we developed a system controller for high efficiency and long durability
on an integrated 100 kW passenger car fuel cell system. The complete control program
is developed in conjunction with Matlab/Simulink and the Motohamk rapid control
prototype. The closed-loop control performance of the controller is discussed, repre-
sented by the air subsystem. With the implementation of the developed FC system
controller, the dynamic performance of the entire system is investigated. The results
show that the FC system demonstrates excellent potential in terms of net power, system
efficiency, and consistency. The implementation of this study is important for advancing
the commercialization of fuel cell passenger vehicles.
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Fig. 5. Consistency analysis of 100 kW-class FC system under dynamic conditions output
performance analysis with the implementation of the developed system controller.
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Abstract. With the increasing application of the AWES, the dynamic thermal
detection of the electrolyzer inspires great interest. The dimension of dynamic
thermal detection of the AWES is currently limited to only the inlet and outlet
temperatures. This study proposes a dual-layer characteristics temperature model
for AWES temperature monitoring. The DLCT model deals with the difficulty of
extracting characteristic temperature with its first layer of multi gaussian distri-
bution regression. The second layer model can clarify the disturbing signal using
linear regression and provide a quantized temperature distribution pattern of the
surface temperature. This DLCT model does not require additional modifications
to the AWES, nor any temperature sensor inside or on its surface. With the DLCT
model implemented during dynamic operation, the AWES can be more compre-
hensive monitored, and more insights can be gathered regarding the DLCT for
better thermal uniformity.

Keywords: Alkaline electrolyzer · Dynamic thermal detection · Characteristic
temperature · Multi gaussian regression · Machine learning

1 Introduction

Hydrogen energy system can replace the fossil fuel system as a solution for many global
environmental issues, and water-electrolysis-based hydrogen production has gain its
maturity in term of both technology [1] and economic [2]. The alkaline water electroly-
sis system (AWES) is one of the most widely used, technically mature and cost-effective
high-power water electrolysis hydrogen production technology [1]. The AWES is con-
sidered to be able to provide medium term large-scale Renewable Energy-based green
hydrogen for the hydrogen energy system [3]. However, the fluctuating power out-
put of the renewable power system requires AWES to operate under similar unsteady
conditions, which brings up the necessity of thermal detection over AWES for more
detailed dynamic response. As status quo, in the operation and maintenance of AWES,
the only thermal parameters recorded are normally inlet and outlet temperature for the
electrolyzer.
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For the dynamic thermal detection of AWES, only recording the inlet and outlet
temperature means only acquiring the temperature of the inlet fluid and the gas-liquid
mixture at two positions on the end-face of the electrolyzer. The temperature of the
bulk structure is not recorded, neither on the surface nor from the inside. Such a lack
of understanding of dynamic thermal detection leads to the inability for the uniformity
of its temperature distribution and may even cause the ignorance of its inside hot spots.
In addition, the limit of indicative temperature also leads to over-simplification of the
evaluation criteria of the electrolyzer and brings difficulties in collecting sufficient tem-
perature distribution data over the dynamic operating conditions. In conclusion, only
recording the inlet and outlet temperature of the electrolyzer makes it difficult to under-
stand the thermal characteristics of the AWES, and, also, to provide more improvement
guidance as well as more analysis dimensions for the AWES, such as multi-physics
approaches [4, 5].

Hence, this study puts forward the dual-layer characteristic temperature (DLCT)
model, which is composed of two layers of the characteristic temperature (CT) regression
analysis over the side surface of the electrolyzer.

2 Modeling Method

As demonstrated in Fig. 1(a), the IR recorder is stationed to the side of the electrolyzer,
the captured IR image is drawn in Fig. 1 (b). As can be seen, due to characteristics of
the lye-gas mixture in the electrolyzer [5], the temperature is higher in the upper region
of the electrolyzer. The temperature of the metal plate (70.4 °C) is quite higher than the
gasket region (57.52 °C) in its adjacency. This unevenness is the first problem to be dealt
with, in collecting the CT of the electrolyzer surface. And there are the current collectors
with higher temperatures near the bottom, the CT analysis must be able to distinguish
these disturbing signals.

Fig. 1. (a) The apparatus of the infrared image collection, and (b) the recorded IR image with
temperature noted at different locations.
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The second problem comes with the obstacles and auxiliary parts on the electrolyzer.
As in Fig. 1 (b), the clamping bolts of the electrolyzer are positioned at the top,middle and
the bottom blocking the direction detection of the surface temperature. With larger rated
power, the AWES grows in size, and the number of clamping bolts also grows, leading
to more blocked surface area. And finally, the model should filter out the obstacles and
provide the overall surface temperature distribution with quantized parameters.

This study aims to tackle these two problems with two layers of CT analysis model.
The first layer CT model can extract the CT of the metal structure within the segment of
the IR image, implementedwithMGD regression. The second layermodel can clarify the
disturbing signal using linear regression, resume the surface temperature over the side of
the electrolyzer and provide an overall quantized temperature distribution pattern of the
surface temperature of the electrolyzer. This DLCT model does not require additional
modifications to the AWES, nor does it attach any temperature sensor inside or on the
surface of the electrolyzer.

3 First-Layer Characteristic Temperature Model

The IR image is first segmented as in Fig. 2 (a). The image is segmented into 12 vertical
segments as demonstration, and the IR image can also be horizontally segmented or
divided into a mesh grid.

Fig. 2. (a) The violin graphs of each segment in an IR image, (b) the temperature distribution and
MGD analysis results of segment No. 4, (c) the temperature distribution andMGD analysis results
of segment No. 5, and (d) the temperature distribution and MGD analysis results of segment No.
8.
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3.1 Multi-Gaussian Distribution Analysis

Here,MGD regression is performed to extract the CTwithin each segment. The gaussian
distribution is also called the normal distribution [6]. In this study, for convenience, the
gaussian distribution is converted to the frequency of occurrence, rather than probability.
As a result, the temperature gaussian distribution formula can be changed into:

h(t) = h × e− (t−t0)
2

2w2 + h0 (1)

In which, t represents temperature, h(t) represents the frequency of occurrence of a
certain temperature within in the adjacency of t. h represents the height of the frequency
peak and is used to determine the significance of this distribution. t0 is the expectation
of the distribution, and the potential CT in the segment. w represents the width of the
gaussian distribution and the h0 represents the bottom noise of the segment.

However, as in Fig. 2 (b), (c), (d) the complexity of the distributionwithin on segment
does not fit a single gaussian distribution. Hence, this study combines several gaussian
distributions into the MGD model [7]. Within each segment, the distribution of the
temperature signals can be described by:

hi(t) = h1 × e
− (t−t0,1)

2

2w21 + h2 × e
− (t−t0,2)

2

2w22 + h3 × e
− (t−t0,3)

2

2w23 + h0 (2)
(
h1,t0,1,w1

)
,
(
h2,t0,2,w2

)
and

(
h3,t0,3,w3

)
three sets of parameters represent the relevant

parameters of three Gaussian distributions, among which t0,1, t0,2, t0,3 are the three
potential CT of the region. In this paper, SciPy based on python is used to carry out the
regression of the above equation [8].

3.2 First Layer CT Model Results

The result CTs within each segment come from the actual surface of the electrolyzer.
For in Fig. 2 (b) and compared with Fig. 1 (b), the higher CT represents the temperature
of the metal plate, whereas the lower CT represents the gasket. Likewise, the clamping
bolts, and the current collectors, can also be screened out of the CTs. Finally, the CT
with higher height of frequency of occurrence is chosen as the CT of the temperature of
this segment. Likewise, in Fig. 2 (c), the lower, however, more concentrated represents
the clamping bolts at the middle in Fig. 1 (b), and the peak with higher temperature is
the surface of the electrolyzer, which is recognized as the CT of the segment. And in the
Fig. 2 (d), there are also two peaks in the figure. The peak with higher CT represents the
hot current collectors near the bottom of the IR image, and the lower peak represents
the surface temperature of the electrolyzer and should be acknowledged as the CT of the
segment.

4 Second-Layer Characteristic Temperature Model

4.1 Regression Method

The potential CTs of each segment of the IR image are plotted in the Fig. 3(a), and CTs
have been selected. In the top and bottom segment, there is no CT of the surface because
a large proportion of the image is taken up by the clamping bolts and background. Rest
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of the segments have CT on the surface, except segment No. 6 where the clamping bolt
is dominant. And the linear relationship between CTs on the electrolyzer surface and
segment positions is explicit.

Fig. 3. (a) The potential CTs of each segment, and (b) the result of the second layer CT model.

Hence linear regression should be applied to analyze the distribution pattern. The
temperature distribution of each segment on the electrolyzer surface can be expressed
as:

Ti = a × xi + b, i ∈ [1, n] (3)

In which, Ti represents the CT of a certain segment, xi ∈ N represents the position
of the segment, and a, b ∈ R are the parameters for the temperature distribution pattern.
a Stands for the slope of the linear equation and b for the intercept. This study also
employs the built-in method from SciPy to conduct the second layer CT model.

4.2 Second Layer CT Model Results

The Pearson correlation is 0.97, which means the segment position has a very strong
linear relationship with the CT [9]. As shown in the Fig. 3(b), the slope of the linear
relationship between CT and segment position is − 3.06, which means every time we
check one segment just beneath another, theCTwill likely be 3.06 °C lower. The intercept
of the equation is 79.80 °C, which means based on the estimation of the second-layer
model, the CT on the top of the electrolyzer surface will be near 80 °C. And the CT s of
any other segments hindered by obstacles can be derived from this linear relationship.

More importantly, the second-layer CT model provides us with the quantized tem-
perature distribution pattern on the electrolyzer surface, which can be introduced to
examine the thermal uniformity of the electrolyzer design and operation. The slope in
linear regression can describe the significance of the temperature variation of the elec-
trolyzer, and the intercept can predict the maximum temperature on the electrolyzer
surface.
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5 Conclusion

In summary, this study introduces the DLCT model to deal with two major problems of
AWES dynamic thermal detection, the extraction of characteristic temperatures and hin-
derance of auxiliaries. The first layer employs MGD regression to evaluate the segment
temperature and produces multiple potential CTs. The CT is then selected for each seg-
ment, and fed into the second layer, where linear regression is implemented to provide
quantized distribution pattern.

And the results of the DLCT not only provide global AWES CT, but also quantized
temperature distribution pattern, which will bring in richer dimensions for detecting and
optimizing the dynamic operation of the electrolyzer. As a result, the AWES can be
more comprehensive monitored during dynamic operation, and more guidance can be
gathered with the DLCT for better thermal uniformity.
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Abstract. Ammonia is a crucial hydrogen carrier. This paper explores small-
scale green ammonia production from two-stage sorption-enhanced gasification
of biomass. ASPEN Plus was used to calculate the mass and energy balance of
two novel process designs; configuration (a) employs fractional flue gas recycling
to supply nitrogen for producing carbon-neutral ammonia without air separation,
and configuration (b) uses air separation to produce carbon-negative ammonia by
efficiently capturing CO2. The mass balance shows that the ammonia yield of
configuration (a) is about 5% higher than that of configuration (b). The energy
analysis shows that additional biomass fed to the combustor is the primary energy
penalty in configuration (a), while the primary energy penalty in configuration (b)
is from the electricity consumption by the ASU and CO2 compressor. The energy
penalty for configuration (a) is considerably higher than that for configuration
(b); hence, configuration (b) has lower energy consumption.(36.4 GJ/t NH3 vs.
40.2 GJ/t NH3). Overall, configuration (b) is superior to configuration (a) from a
techno-environmental standpoint.

Keywords: Green ammonia · Bioenergy · Carbon capture · Process simulation

1 Introduction

About 27% of the hydrogen produced annually is used for producing ammonia via the
Haber-Bosch process [1]. Ammonia is a vital hydrogen carrier due to its high hydrogen
content(18 wt%) and relatively low energy demand for liquefaction. The maturity and
flexibility of ammonia supply chains are set tomake ammonia a key player in low-carbon
economies [2]. Currently, blue or grey hydrogen from coal and natural gas and nitrogen
air separation is used for ammonia synthesis. Hydrogen production accounts for most of
the energy consumed in ammonia plants. Existing ammonia production routes have the
following shortcomings: (i) high carbon footprint, accounting for up to 1.6% of annual
global CO2 emissions [3], (ii) rigorous and energy-intensive syngas cleanup to meet the
standards required for the synthesis loop.

Green ammonia frombiomass gasification has recently received interest as a pathway
for lowering the carbon footprint. Carbon-negative ammonia can be produced from

© The Author(s) 2024
H. Sun et al. (Eds.): WHTC 2023, SPPHY 393, pp. 83–89, 2024.
https://doi.org/10.1007/978-981-99-8631-6_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-8631-6_9&domain=pdf
https://doi.org/10.1007/978-981-99-8631-6_9


84 G. Dziva and L. Zeng

biomass when carbon capture is employed. This study evaluates simplified and efficient
biomass conversion to ammonia using two-stage sorption-enhanced gasification (SEG).
Two processes for small-scale, decentralized ammonia production are analyzed using
ASPENPlus simulation. One process produces carbon-neutral ammonia, while the other
produces negative-carbon ammonia by capturing CO2.

2 Process Design and Simulation

2.1 Process Design

The proposed process is based on two-stage SEG of biomass. As shown in Fig. 1, the
first stage involves steam gasification of biomass in a fluidized bed gasifier at 650–
750 °C. Then the product gas from the gasifier undergoes sorption-enhanced reforming
at 550–650 °C in an autothermal moving bed reformer with gas-solid countercurrent
contacting. Continuous in situ separation of CO2 byCaO (carbonation) in the gasifier and
reformer promotes the WGS, resulting in a hydrogen-rich product gas with > 90%mol
hydrogen(dry basis) [4–6]. CaO also catalyzes tar reforming. The CaCO3 from the
gasifier and reformer is decomposed back to CaO in a fluidized bed combustor using
heat from char and supplementary fuel combustion.

Fig. 1. Process flow diagrams of ammonia production using two-stage SEG of biomass; con-
figuration (a) carbon-neutral ammonia synthesis; configuration (b) carbon-negative ammonia
synthesis.

Figure 1 shows two routes for ammonia production. In configuration (a), part of the
flue gas (mainly N2 and CO2) is introduced into the moving bed reformer, where CaO
recaptures CO2, and the N2 required for ammonia synthesis is released into the syngas.
The size of the flue gas recycle is adjusted such that H2/N2 is close to 3. Employing a
flue gas recycle to supply nitrogen takes advantage of in-situ carbon capture by CaO to
separate N2 and CO2, effectively eliminating the need for an air separation unit (ASU).
After compression, methanation and temperature-swing adsorption (TSA) convert and
remove oxygen compounds that can poison ammonia synthesis catalysts. Configuration
(b) uses anASU to supply nitrogen. Oxygen is used for combustion to capture CO2. After
compression, pressure-swing adsorption (PSA) removes almost all traces to produce pure
hydrogen. The PSA tail gas supplement fuel for the combustor. The low inert content of
syngas lessens the purge size for configuration (b) compared to configuration (a).
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Ammonia synthesis uses a low-pressure loop (82 atm) based on the ICI leading con-
cept for small-scale, modular ammonia production [7]. The purge gas from the synthesis
loop supplements fuel for the combustor in both configurations. Waste heat recovered
throughout the plant generates electricity in a three-stage steam turbine [8]. Steam for
gasification and reforming is drawn after the medium-pressure turbine.

2.2 ASPEN Plus Simulation

This study considered a decentralized small-scale plant processing at least 128 tonnes
per day (t/d) of dried wheat stalks (Table 1). This translates to 24MWth of fuel fed to the
gasifier. The mass and energy balance of the two designs was calculated using ASPEN
Plus under steady-state conditions. Physical properties and thermodynamic relationships
were calculated using steam tables and the Peng–Robinson equation of state with the
Boston-Mathias modifications (PR-BM).

The operating parameters of each unit operation are shown in Fig. 1. The simulation
used four-stage compressors with inter-stage cooling. The isentropic and mechanical
efficiency of the compressors, pumps and turbines were assumed to be 80% and 95%,
respectively. A 10 °Cminimum temperature approach was assumed for all heat exchang-
ers. The hydrogen recovery rate during PSA was assumed to be 85% [9]. Water removal
by TSA is assumed to be 99.99% [10].

Table 1. Composition of wheat stalks biomass (dry basis) [11]

Proximate analysis (wt%) Ultimate analysis (wt%) Heating value
(MJ/kg)

Moisture Ash Volatiles Fixed
carbon

C H O N S LHV HHV

6.21 7.61 73.3 19.09 45.63 5.44 40.37 0.73 0.22 16.36 17.55

3 Results and Discussion

3.1 Mass Balance

The mass balance of the two configurations is summarized in Table 2. The flow rates
and product distribution for the gasifier are identical for both processes. 53.1 t/d (40,545
Nm3/h) of syngas are produced from the gasifier. The product gas composition is com-
parable to pilot-scale results for SEG [12]. The steam fed to the reformer is also equal
due to identical raw syngas compositions. Hence, almost equivalent hydrogen yields are
obtained from both cases. The calcium oxide flow rate of configuration (a) is double that
of configuration (b) due to the additional CO2 introduced by recycling 28% of the flue
gas to the reformer. This higher sorbent load for configuration (a) results in a supplemen-
tary fuel demand for the combustor that is nearly six times higher than in configuration
(b). Configuration (a) emits 3.1 tonnes of CO2 per tonne of NH3, while configuration
(b) captures > 99% of the total carbon fed into the process.
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After syngas cleanup, the syngas contains almost no oxygen compounds. Around
380 t/d and 353 t/d of syngas are fed to the synthesis loop of configuration (a) and
(b), respectively. The hydrogen conversion in the synthesis loop is slightly higher for
configuration (b) because of a lower inert content (6.4% vs. 1%). The overall ammonia
yield from configuration (a) is 5% higher than from configuration (b) due to the higher
syngas feed in the former.

Table 2. Mass balance of key unit operations

Unit operation Parameter Configuration (a) Configuration (b)

Gasifier Biomass feed [t/d] 128 128

Steam flow rate [t/d] 35 35

CaO flow rate [t/d] 132 132

Product gas
composition [mol%,
dry basis]

75.4% H2, 14.1% CO,
3.4% CO2, 6.5% CH4,
0.4% N2

75.4% H2, 14.1% CO,
3.4% CO2, 6.5% CH4,
0.4% N2

Reformer Steam flow rate [t/d] 69.2 69.2

CaO flow rate [t/d] 242.3 121.1

Product gas
composition [mol%,
dry basis]

75.1% H2, 23.8% N2,
0.3% CO, 0.3% CO2,
0.1% CH4

98.4% H2, 0.3% CO,
0.3% CO2, 0.06% CH4

Combustor Supplementary
biomass fuel [t/d]

29.3 5.4

Flue gas recycle [%] 27.7 0

Product gas
composition [dry
basis]

52.4% N2, 45.4%
CO2, 1.3% O2

95.8% CO2, 3.3% N2,
0.8% O2

Specific CO2e
emissions [t CO2/t
NH3]

3.1 0

Carbon capture rate
[%]

0 99.99

Ammonia synthesis H2 conversion each
pass [%]

18.4 18.8

Purge rate [%] 2 0.1

Ammonia yield [t/d] 65.6 62.5

3.2 Energy Balance

Table 3 shows the overall energy balance for the two process designs. As seen in the
material balance (Table 2), the supplementary fuel demand for configuration (a) is higher;
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thus, the total biomass input of configuration (a) is about 16% higher than for configu-
ration (b). Meanwhile, the electricity demand for configuration (b) is 40% higher than
for configuration (b). The relatively higher power demand is mainly due to electricity
used in the ASU and CO2 compressor. The overall energy input of configuration (a) is
higher than configuration (b).

The energy output in ammonia is higher for configuration (a) due to a higher overall
yield (see Table 2). As shown in Fig. 1, configuration (a) has an extra stream avail-
able for waste heat recovery. Hence, configuration (a) generates more electricity than
configuration (b). It should be noted both processes have a power deficit; 300 kWe for
configuration (a) and 2341 kWe for configuration (b).

The biomass-to-ammonia efficiency of configuration (a) is relatively lower due to
its high biomass requirement. Likewise, the biomass-to-ammonia + power efficiency
of configuration (b) is relatively lower due to its high power demand. Therefore, the
primary energy penalty in configuration (a) is from the combustor, while the primary
energy penalty in configuration (b) is from the air separation and CO2 compression.

The efficiency of ammonia production is typically measured by the net energy con-
sumption per tonne of ammonia. As shown in Table 3, configuration (a) consumes 40.2
GJ to produce one tonne of ammonia. Configuration (b) consumes 36.4 GJ per tonne
of ammonia. This indicates that the energy penalty of configuration (a) is higher than
configuration (b). Therefore, better energy efficiency clearly makes configuration (b) the
superior option.

It is worth mentioning that the energy consumption of the two configurations is sig-
nificantly lower than processes based on coal gasification (42 GJ/t NH3), electrolysis (43
GJ/t NH3), biogas reforming (42 GJ/t NH3) and biomass oxy-gasification (58 GJ/t NH3)
[13]. However, the proposed processes remain inferior to modern methane reforming
plants (28 GJ/t NH3).

4 Conclusions

This study used ASPEN Plus to analyze the mass and energy balance of two novel
designs for small-scale green ammonia production using two-stage SEG of biomass.
Configuration (a) uses flue gas recycling to produce carbon-neutral ammonia without air
separation. Configuration (b) uses air separation to produce carbon-negative by capturing
CO2.

Results showed that the syngas and ammonia yield of configuration (a) is higher than
configuration (b). Configuration (a) emits 3.1 tonnes of CO2 per tonne of NH3, while
configuration (b) captures > 99% of the total carbon fed into the process. The primary
energy penalty in configuration (a) is from additional fuel for sorbent regeneration, while
the primary energy penalty in configuration (b) is from the ASU and CO2 compressor.
The energy penalty for configuration (b) is lower than for configuration (a); thus, con-
figuration (b) retains a higher energy efficiency. Therefore, in addition to a lower carbon
footprint, better energy efficiency makes configuration (b) the superior process.
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Table 3. Overall energy balance of the process

Configuration (a) Configuration (b)

Energy input

Biomass input [kWth, LHV basis] 30,182 25,251

Gasifier fuel 24,226 24,226

Combustor supplementary fuel 5956 1025

Electricity input [kWe] 2837 4019

Air compressor 298 –

Water pumps 41 29

ASU – 681

CO2 compressor – 964

Syngas compressors 2026 1675

Miscellaneous (20% of total power input) 473 670

Total energy input [kW] 33,019 29,270

Energy output

Ammonia [kWth, LHV basis] 14,122 13,464

Electricity generated [kWe] 2532 1678

Total energy output [kW] 16,655 15,142

Efficiency

Biomass-to-ammonia efficiency [%] 46.8 53.3

Biomass-to-ammonia + power efficiency [%] 45.8 44.1

Energy consumption [GJ/t NH3] 40.2 36.4
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Abstract. In order to enhance the stability of the energy regulation of the
hydrogen-electric hybrid train and reduce the impact on the train bus of the hybrid
system during the energy regulation process, an improved rule-based instanta-
neous power control strategy is proposed, in which the bus voltage is introduced
into the control link to enhance the system stability. The simulation results prove
that the optimized control strategy improves the stability of the high-voltage DC
link of the hybrid system, avoids the high-voltage surging to the super-capacitor
system and the traction system, and extends the service life of the super-capacitor
at the same time.

Keywords: Hydrogen energy · Hybrid · Energy management strategy ·
Optimization

1 Introduction

Among many sources of energy, hydrogen is relatively abundant, with high efficiency
in conversion to electricity and only water as the conversion product, which is green and
clean. At present, the capacity of hydrogen fuel cell is about 120 kW, the technology
is relatively mature, and it can achieve the technical breakthrough of 200 kW capacity
in a short time, so the application potential of hydrogen fuel cell in rail transit vehicles
is infinite. Compared with diesel or electrical locomotive, the obvious advantages of
hydrogen-electric hybrid train are as follows, such as no need to set up contact networks,
saving line construction, operation andmaintenance costs; green andpollution-free; short
project construction cycle and low fixed investment.

Since the electrical output characteristics of hydrogen fuel cells are relatively "soft"
and the demand power response is slow, the design of rail vehicles requires the use
of super-capacitors or lithium-ion batteries to provide transient response energy for
trains and to recover the braking energy generated under train braking conditions [1,
2]. Since trains are equipped with multiple energy sources to power the trains, unified
energy management and energy distribution for different energy sources are required to
ensure safe and stable operation of the vehicles. For multi-energy coupled power supply
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technology, scholars at home and abroad have conducted a lot of research work. In the
paper [3], the frequency of hydrogen consumption and power fluctuation of the hydrogen
fuel cell is used as a reference in the control strategy, and a power-following control
strategy is used to optimize the control of the fluctuation rate. In the paper [4], the control
strategy of the state machine is optimized and a voltage equalization algorithm is used so
that the train can guarantee the discharge equalization of the non-functional power supply
under different operating conditions. Other scholars have proposed different optimal
management control strategies in order to improve the economic effect of the power
system, and the papers [5, 6] proposed an optimal control strategy with the minimum
hydrogen consumption as the control objective, which can improve the efficiency of the
power supply system and thus reduce the cost of hydrogen refueling. In the paper [7],
an optimal control strategy based on dynamic planning was proposed, which is able
to achieve coordinated control of the hybrid power system. Although scholars at home
and abroad have proposed numerous optimal control strategies, the control strategies
are relatively complex and not conducive to engineering practice, while a large number
of optimal control strategies are based on optimization under fixed working conditions,
without taking into account the complexity of the actual operating conditions of rail
vehicles, and therefore do not have the feasibility of practical engineering applications.

In this paper, the rule-based instantaneous power control strategy is widely used as
the benchmark of the whole vehicle energy management control strategy, and according
to the problems encountered in the process of engineering practice, the control strategy is
optimized, and an improved rule-based instantaneous power control strategy is proposed,
which reduces the high-voltage impact on the super-capacitor system and traction system
during the power regulation of the train, and helps to enhance the system stability and
reduce the failure rate of the high-voltage system.

2 Train Configuration and Operation Mode

2.1 Train Configuration

In a typical series hybrid system, there shall be two or more power sources, including
one energy storage system (ESS), and the traction equipment (TE) which serves as the
primary power sink. The systemmay contain a secondary energy consuming device, such
as a braking resistor (BR), in case the power system cannot fully recover or partially
recover the energy regenerated by the traction system during regenerative braking. These
subsystems shall be electrically connected to enable the exchange of energy between
them. In addition to these main circuit subsystems, a series hybrid system may have
one or more auxiliary power supplies (APS). The auxiliary loads have a large impact
on energy consumption and should be considered if the APS is connected to the main
circuit.

Figure 1 shows an example block diagram of the series hybrid system, which has
four main subsystems, i.e. one main primary power source (PPS) with a hydrogen fuel
cell as the main energy source, one energy storage system (ESS) with a super-capacitor
as the auxiliary power source, a traction unit (TE), and an auxiliary equipment (Aux).

Key
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Fig. 1. Block diagram of a series hybrid system

PPPS Power of primary power source (PPS)
PTE Power of traction equipment (TE)
PESS Power of energy storage system (ESS)
PBR Power of brake resistor (BR)
PAUX Power of auxiliaries (AUX).

2.2 Major Operation Mode

In Fig. 1, when the train is in operation, there can be power flows in the power supply
system for four main subsystems, namely

(a) between the PPS and the electrical link, denoted as PPPS in Fig. 1.
(b) between the ESS and the electrical link, denoted as PESS in Fig. 1.
(c) between the electric link and the traction equipment, denoted as PTE in Fig. 1.
(d) between the electrical link and the Aux, denoted as PAUX in Fig. 1.

Among these:

(b) and (c) are bidirectional and their values PESS and PTE can both be positive and
negative;

(a) is unidirectional and its value PPPS can only be positive;
(d) is also unidirectional, but unlike (a), its value PAUX is always positive and

non-zero when the system is running.

In Fig. 1, the possible symbols of these variables (+, 0 and −) and the corresponding
directions are also marked. Note that the directions are defined so that the power flow
from the power subsystem to the electrical link and from the electrical link to the power
subsystem becomes positive, e.g. when the hybrid vehicle is accelerated with electrical
energy from the PPS or ESS.

Using these symbols, the major modes of operation of the system can be classified
according to the symbols of these variables, as shown in Table 1.
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Among the modes shown in Table 1, Mode II (pure power source) is a power supply
mode in which the PPS provides all the power required by the traction equipment.
Similarly, Mode VI (idling) is a mode in which the PPS provides all the power required
by the auxiliary equipment when the power required by the traction equipment is zero. In
addition, Mode VII (sliding) is a mode in which the PPS and ESS provide all the power
required by the auxiliary equipment when the power required by the traction equipment
is zero. The train charges the ESS inModes I (supplementary charging duringmotoring),
IV (Power source charging ESS) and V (supplementary charging during braking).

Table 1. Major operating modes of the series hybrid system

Mode PPPS PESS PTE PAUX Description

I + − + + Supplementary charging during motoring

II + 0 + + Pure power source

III + + + + Boosting

IV + − 0 + Power source charging ESS

V + − − + Supplementary charging during braking

VI + 0 0 + Idling

VII + + 0 + Sliding

3 Energy Management Control Strategy Determination
and Optimization

3.1 Proposal of Energy Management Control Strategy

In a typical series hybrid system, the control strategy generally uses a thermostat-based
control strategy and a power-following-based control strategy. In the thermostat-based
control strategy, the SOC limits of the super-capacitor need to be set according to the
train operating conditions. In the case of super-capacitor discharging condition and the
SOC value is lower than the pre-set lower limit, the output power of hydrogen fuel
cell is adjusted to provide energy for the train and charge the super-capacitor; in the
case of super-capacitor charging condition and the SOC value is higher than the pre-set
upper limit, the output power of hydrogen fuel cell is adjusted to standby power and
the super-capacitor and hydrogen fuel cell jointly provide energy for the train. Under
this control strategy, the hydrogen fuel cell can be operated in the optimal working area
for a long time and the consumption of hydrogen fuel can be reduced. However, the
super-capacitor is frequently charged and discharged, which shortens the service life of
the super-capacitor. In the power following-based control strategy, the operating state
of the hydrogen fuel cell is adjusted according to the SOC of the super-capacitor and
the power demand of the train. When the super-capacitor is full and there is no power
demand of train, the hydrogen fuel cell runs in standby mode and provides the minimum
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power output for the train; when the super-capacitor is hungry and there is power demand
of train, the hydrogen fuel cell outputs power according to the demand and the power
value is adjusted with the demand of train. Under such control strategy, the cycles of
super-capacitor charging and discharging are reduced, which helps to extend the service
life of super-capacitor, but the output power of hydrogen fuel cell fluctuates more and
damages the fuel cell more.

The rule-based instantaneous power control strategy combines the advantages and
disadvantages of the above two control strategies to realize the control of the super-
capacitor SOC and the proper regulation of the hydrogen fuel cell output power to
ensure the efficiency of the hydrogen fuel cell. This control strategy can make use
of the fast response characteristic of super-capacitor energy output and alleviate the
dynamic response requirement of hydrogen fuel cell power output. However, this control
strategy is a switching control strategy based on a given threshold value. Under the
extreme operating conditions of the train, such as when the super-capacitor is close to
the discharge cutoff zone or the charging cutoff zone, the switching control strategy
will cause a step change in the traction or electric braking load of the train, which will
cause a shock to the high-voltage power supply system of the train. To address this
problem, this paper proposes an optimized control strategy and introduces a bus voltage
control strategy to realize the regulation of bus voltage, so as to avoid the high bus
voltage caused by load fluctuation or other extreme operating conditions, which will
impact on the hydrogen fuel cell and traction system and prolong the service life of the
super-capacitor system.

3.2 Optimization of Energy Management Control Strategies

The main factors affecting the energy distribution of super-capacitor and hydrogen fuel
cell in the hybrid system are the power demand of the train, such as the traction power,
regenerative braking power and auxiliary power supply of the train, and the SOC of the
super-capacitor (characterized by the voltage of the super-capacitor in this project), and
the bus voltage control link is introduced in the energy management control strategy
to enhance the stability of the system. This summary is presented in two aspects of
super-capacitor’s operating area division and rule-based optimization of transient power
control strategy.

(1) Super-capacitor working area division

According to the output characteristics of the hybrid super-capacitor, the output voltage
stability is relatively poor when the SOC of the super-capacitor is too higher or too lower,
and the service life of the cell is seriously affected. In order to improve the smoothness of
the power system during the train operation, avoid the over-charging or over-discharging
condition of super-capacitor, and prolong the service life of super-capacitor, the working
interval of super-capacitor is divided. According to the train operating conditions, the
super-capacitor charging and discharging intervals are divided into five parts, namely,
discharge reserve area, traction discharge area, SOC maintenance area, brake recovery
area and charging reserve area, and the corresponding super-capacitor voltage judgment
thresholds are set according to these five intervals for the energy management control
strategy, details of which are shown in Fig. 2 and Table 2.
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Fig. 2. The division of super-capacitor SOC working area

Table 2. The parameter description of voltage

Symbols Description

Vdis_lim Discharging limit voltage

Vtra_lim Allowable traction voltage

Vmid Operating median voltage

Vbrk_lim Upper limit voltage of hydrogen fuel cell charging

Vchg_lim Charging limit voltage

In order to fully protect the super-capacitor and provide backup energy for emergency
train traction, 20% SOC of the super-capacitor is reserved for this function. If the super-
capacitor voltage is lower than Vtra_lim in non-traction conditions, the hydrogen fuel
cell must be activated to charge the super-capacitor to ensure the traction demand of the
train. In the electric braking condition, the super-capacitor needs to absorb the braking
energy and ensure that the super-capacitor will not be overcharged, so it is necessary to
set the upper limit of hydrogen fuel cell charging voltage Vbrk_lim and the upper limit of
charging voltage Vchg_lim.

(2) Control strategy optimization

According to the vehicle operating conditions, such as stopping, idling, starting accel-
eration, traction and braking conditions, and combined with the real-time voltage of the
super-capacitor, the rules of the output power Pfc of the hydrogen fuel cell were formu-
lated according to the demand power of the train, as detailed in Table 3, where Ptc is the
power consumed by the train, Vc is the voltage of the super-capacitor, Paux is the power
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consumed by the train auxiliary equipment, Pfc_max is the maximum power output by
the hydrogen fuel cell, and Pfc_min is the minimum power output by the hydrogen fuel
cell.

The hydrogen fuel cell outputs power according to the above rule-based control
strategy. If there is a sudden jump in the train power demand, the hydrogen fuel cell
cannot change the output power, it will cause a sudden rise in the train high-voltage bus,
which will endanger the super-capacitor system and the train traction system. Therefore,
a bus voltage controller is introduced in the train energy management control strategy to
stabilize the train bus voltage within the target voltage DC1450–DC1950 V to ensure the
safe operation of the vehicle. The equivalent control structure diagram of the optimized
rule-based instantaneous power control strategy is shown in Fig. 3, where Vfc is the
hydrogen fuel cell output voltage, I∗fc is the hydrogen fuel cell output reference current,
and Ifc is the hydrogen fuel cell output current output by the controller. From the figure,
it can be seen that two compensation loops are introduced in the control link, which
are PI control compensation based on the lower limit voltage DC1475 V as the target
and PI control compensation based on the upper limit voltage DC1925 V as the target,
and after this compensation, the bus voltage can be effectively controlled in the range
of DC1450–DC1950 V.

4 Simulation Verification

Matlab/Simulink simulations were performed to verify the proposed improved rule-
based instantaneous power control strategy, and the key parameters involved in the
simulations are shown in Table 4. To verify the effect of load fluctuation on the bus volt-
age, the pre-optimized and post-optimized control strategies were compared by abruptly
removing traction at 70 s to simulate the effect of power fluctuation on the bus voltage.
From Fig. 4, it can be seen that the peak bus voltage fluctuation after optimization is
1947 V, which does not exceed the upper bus voltage limit, but the bus voltage before
optimization is nearly 2000 V, which far exceeds the upper bus voltage limit.

5 Summary and Prospect

The improved rule-based transient power control strategy proposed in this paper has
significant effects on improving the train bus voltage stability and avoiding the shocks
to the components. It can help to improve the stability of train operation, reduce the
impact on the component life and reliability because of the voltage jumping, and reduce
the operation and maintenance cost.

In view of the rule-based control strategy in the rail vehicles, there are still problems
such as low conversion efficiency of hydrogen fuel cell, frequent charging and discharg-
ing of power battery, etc. It is necessary to optimize the control strategy in the future to
enhance energy utilization and extend the service life of components.
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Fig. 3. Equivalent structure diagram of control strategy

Fig. 4. The DC bus voltage fluctuation comparison

Table 4. Key parameters

Symbols Value Symbols Value

Vdis_lim 1602 V Vchg_lim 1917 V

Vtra_lim 1717 V Vbrk_lim 1894 V

Vmid 1765 V Paux 202 kW

Pfc_max 800 kW Pfc_min 80 kW
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Abstract. As one of the many energy alternatives, the interest in hydrogen-
powered rail transport is gradually increasing worldwide, and some railway vehi-
cles powered by hydrogen are currently in operation or undergoing experimental
projects. However, due to the unsafe and unstable nature of hydrogen energy,
hydrogen has potential leakage and explosion hazards in all rail transport appli-
cations. This paper summarizes the main application technologies of hydrogen
safety in light of the research progress and unsafe factors in the process in the field
of hydrogen-powered rail transport in various countries, at the same time clarifies
the development challenges and difficulties of hydrogen-powered rail transport in
the future, and makes suggestions for the development of hydrogen-powered rail
transport safety in China.

Keywords: Hydrogen-powered rail transport risk · Hydrogen safety
technology · Hydrogen-powered rail transport challenges

1 Introduction

After the signing of the Paris Agreement in 2016, countries all over the world have
started looking for a new type of energy that can replace traditional fossil fuels. Hydro-
gen energy is gradually favored by countries for its advantages of zero carbon emission,
non-toxicity and high energy density. With the maturity of the technology, hydrogen
energy is developing rapidly and gradually applied to passenger cars, subways and
trams, becoming an important part of the urban transportation network. In the rail trans-
port industry, hydrogen-powered vehicles are involved with the operation of hydrogen
refueling, hydrogen storage and hydrogen reaction, which may lead to accidents such
as hydrogen leakage and explosion. That raises more requirements on the engineering
process and the safety measures. Therefore, how to apply hydrogen energy safely, stably
and efficiently in the rail transport industry has become a key and difficult point for all
countries today.

2 The Exploration of Hydrogen-Powered Rail Transport

More than 10 countries are implementing or planning to implement hydrogen-powered
rail vehicles to date [1] and the first delivery peak of hydrogen-powered rail vehicles is
expected to be in 2025.
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The U.S. signed a related agreement in 2020 and expects to deliver the country’s
first commercial hydrogen-powered passenger train (Flirt H2) in 2023 and officially
put it into service in 2024. The Korea Railway Research Institute announced on April
20, 2021 that it is researching on a 150 km/h liquid hydrogen-powered train with a
maximum range expected to be 1.6 times that of the 700 bar gaseous hydrogen-powered
trains. And the time required to refill with liquid hydrogen is expected to be 20% less
than gaseous hydrogen, and the research is expected to continue until 2025. Germany
was the first country in the world to put hydrogen-powered trains into commercial use,
and has worked with Alstom on hydrogen fuel cell trains several times in recent years,
with the first fleet of 14 iLINTs going into regular operation in Germany by the end of
2022. The first hydrogen-powered test train of Japan, the Hybari, was jointly developed
by JR East, Hitachi Ltd. Toyota Motor Corp and unveiled in 2022. The train is scheduled
to enter service in 2030 (Figs. 1 and 2).

Fig. 1. Flirt H2 hydrogen fuel cell train

Fig. 2. Japanese “Hybari” train

By the end of 2022, the first hydrogen-powered locomotive jointly developed by
Southwest Jiaotong University and CRRC Datong has exceeded 20,000 kilometers of
safe operation, saving about 110 tons of fuel consumption and reducing carbon emissions
by about 350 tons. In Guangdong, Foshan Gaoming tram, the first hydrogen -powered
railway system in China has been operated commercially since 2019, and the train can
travel 100 km when fully filled with hydrogen. The first hydrogen-powered regional
express vehicle in the world was released by the end of 2022, which can achieve a long
range of 600 km (Figs. 3 and 4).
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Fig. 3. The first hydrogen-powered locomotive

Fig. 4. The world’s first hydrogen-powered regional express vehicle

3 Safety Risks of Hydrogen in Rail Transport

3.1 Failure of On-board Hydrogen Energy Devices

For on-board hydrogen storage, hydrogen needs to be compressed, liquefied or materi-
ally combined to achieve higher energy density [2]. Compared to conventional diesel,
hydrogen shows significantly lower volumetric and mass energy density at the stor-
age system level, which severely limits the operation distance as well as the refueling
process of the vehicle. During the refueling process, the rapid filling of hydrogen can
lead to a rapid temperature increase in the hydrogen storage tank, and since the lateral
stretching of the hydrogen storage tank can be significantly affected by temperature
changes, the tank may fail under excessive pressure, thus triggering hydrogen leakage.
Hydrogen storage tanks are also susceptible to accidents caused by human handling,
material problems, etc. When hydrogen storage tanks are mixed with other gases, there
is a risk of explosion due to dangerous chemical reactions under certain conditions. At
the same time, hydrogen storage tanks have to face the problem of compatibility between
hydrogen and its materials [3]. The phenomenon of “hydrogen embrittlement” threatens
the material safety of certain equipment working in hydrogen environment for a long
time, and the deterioration of metallic materials can be a serious threat to the safety of
hydrogen systems.
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3.2 Lack of Safety Regulations for Hydrogen Vehicles

There are no applicable regulations and standards for on-board hydrogen storage of rail
transport. Although most hazardous accidents can be controlled by combining exist-
ing regulations in other hydrogen applications with existing rail-specific standards, the
hydrogen technology standardization system of China suffers from a low number of
industry standards, weak dominance of hydrogen industry consortia in industry stan-
dard development, and low coverage of some technology categories [3]. An acceptable
level of residual risk must be reached to solve the residual risk. China has not yet formed
a comprehensive risk evaluation system for hydrogen energy systems and mastered the
identification method of major hazards related to hydrogen energy infrastructure in the
field of hydrogen-powered rail transport, and at the same time has not established effec-
tive measures to deal with hydrogen-powered vehicle accidents and emergency safety
response mechanisms [4].

In terms of the quality of hydrogen vehicle-related components, China’s hydrogen
safety quality evaluation system still needs to be improved, and there is still a lack of
authoritative and commonly recognized third-party hydrogen safety testing and research
center. At the same time, the capacity of safety testing, measurement and certification
of relevant departments needs to be improved.

3.3 Inadequate Hydrogen Fire Prevention and Control Technology in Tunnels

Generally speaking, most of the hydrogen storage systems of railway vehicles are
installed on the roof or in the engine room, and once the hydrogen fuel cell leaks in
the open space, the released hydrogen gas will quickly dissipate upward by virtue of its
small density and strong diffusivity, and cannot accumulate. However, in such a narrow
and restricted space as tunnel, hydrogen gas is very easy to accumulate above the train,
and due to the dangerous nature of hydrogen gas such as low ignition energy, flammable
and explosive, the accumulation of hydrogen gas is more likely to cause combustion
to form a jet fire or explosion. At the same time, the wind speed and direction inside
the tunnel as well as the location of hydrogen leakage inside the tunnel also affect the
diffusion process of hydrogen leakage [5].

In the event of a hydrogen ignition in a tunnel, the formation of a jet fire can quickly
pyrolyze the surface materials or parts of the train, spreading smoke and flames through
the cars and tunnel, resulting in reduced visibility, difficult evacuation, and even fatal
poisoning of personnel. In addition to the ventilation conditions, the flammability and
thermal response time of the interior materials and the mass of combustible materials,
which are the main factors affecting the heat release rate of a train, the geometry of the
tunnel entrance can also have an impact [6].

4 Hydrogen-Powered Rail Transport Safety Technology

4.1 On-board Hydrogen Safety Technology

Many researches have conducted to reduce the safety risks associated with the oper-
ation of hydrogen-powered vehicles in different aspects. Hydrail has made significant
progress in passenger rail by deploying a highly visible demonstration system tomonitor
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the real-time status of fuel cells. China Railway Siyuan Survey and Design Group Co.,
Ltd. Has released a hydrogen-powered tram hydrogen power system temperature moni-
toring device [7], which will cool down and extinguish fire when abnormal temperature
or open flame source is monitored and alarm occurs simultaneously, thus solving the
problem of hydrogen-powered tram power system temperature rise and spark genera-
tion, which threatens the safety of hydrogen power system. For the problem of hydrogen
leakagewhen the hydrogen-powered trams are parked in the depot, the hydrogen leakage
monitoring and elimination system of hydrogen-powered tram depot [8] can automati-
cally turn on the exhaust fan to discharge the hydrogen out of the depot, thus saving time
for emergency treatment and greatly reducing the possibility of danger. Qingdao CRRC
Sifang Rolling Stock Co., Ltd. Has invented a rail vehicle hydrogen energy equipment
installation device [9], which enables the ready assembly and disassembly of facilities
and equipment through modular design, and at the same time can be adjusted in size
according to hydrogen energy equipment or similar products to meet the needs of dif-
ferent specifications of products, and uses cylindrical pressure cylinders to reduce the
storage capacity under consideration of additional installation space such as pipes and
shells.

4.2 Related Hydrogen Safety Standards

In recent years, the government of China has paid more attention to renewable energy,
which aims to ensure safe production and application, and encourages all parties to
pay attention to the production, storage and transportation processes and firefighting
needs of hydrogen-powered vehicles. In terms of hydrogen refueling process and safety
management of hydrogen-powered vehicles, temporary hydrogen refueling equipment
configuration, temporary hydrogen refueling process, safetymeasures for hydrogen refu-
eling operation and emergency treatment plan for hydrogen trains have been focused
and effectively discussed [10], which provides partial reference for the hydrogen energy
industry. Regional quantitative risk evaluation software is also gradually developed and
recognized by many domestic safety evaluation agencies, gradually realizing that safety
of hydrogen-powered vehicles can be measured, prevented and followed. Zhang Feng
et al. [11] put forward requirements for hydrogen-related area management, hydro-
gen storage module safety design of trams and hydrogen storage module maintenance
requirements in the safety design and maintenance management of hydrogen—powered
trams, and elaborated the application practice of hydrogen-related component overhaul
and maintenance of hydrogen energy trams, which provides action guidelines for sub-
sequent operation and management. At present, relevant safety technical specification
documents of hydrogen refueling stations have been released, in which further require-
ments are unified for technical requirements of hydrogen storage pressure vessel, safety
assurance during transportation and hydrogen risk identification.

4.3 Tunnel Hydrogen Explosion Prevention and Control

The researchers analyzed the consequences and causes of railway tunnel fire safety
accidents around the world by establishing relevant mathematical and physical models
[12–18], studied the development of railway tunnel fire laws inmore depth, and proposed
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numerous measures to help reduce railway tunnel fire safety accidents and reduce the
scale of train fires in tunnels, in order to further improve the level of safety operation
inside railway tunnels and ensure the smooth operation of hydrogen-powered vehicles
after entering the tunnels. These include the application of flame retardant technology,
the use of partially non-combustible materials on the surface of the train, strict control of
the size of the natural wind speed in the tunnel, the lowest possible number of open train
doors and windows when meeting the requirements for personnel escape, and ensuring
that the spacing between firefighting facilities in the tunnel meets the standards. In
recent years, with the development of the Internet of Things, domestic and international
institutions are currently developing an integrated information platform for fire safety
and disaster mitigation and relief in tunnels [6], which mainly covers fire prediction
and alarm system, tunnel fire intelligent consultation system, fire management system
and safety emergency response system, etc. Under the normal working environment,
each system automatically adjusts its working status through dynamic monitoring and
real-time monitoring, etc. The system is designed to meet the requirements of tunnel fire
safety and disaster mitigation and relief in a modern, informative and intelligent way
[19, 20].

5 China’s Hydrogen-Powered Rail Transport Challenges

5.1 On-board Hydrogen Device Research Needs to be More In-depth

Several challenges remain in using hydrogen fuel cells to power railway vehicles, and the
safety of the hydrogen storage tank determines the level of risk for hydrogen-powered
vehicles and becomes the basis for achieving smooth operation of hydrogen trains.
Although it is technically possible to reduce the storage space required for hydrogen
by compressing the hydrogen to high pressure, however, the mechanisms of hydrogen
spontaneous combustion, flame acceleration and ignition-detonation transition are still
unclear, there is a lack of test data on materials under the operating environment of
hydrogen-powered vehicles over a long period of time, and the validity and applicability
of risk assessment models still need to be further tested, all of which are technical
challenges limiting the rapid development of hydrogen-powered rail transport.

5.2 Hydrogen Safety Regulations Need to be Improved

The technical standards and safety regulations related to hydrogen energy are not yet
perfected and unified. According to statistics, the number of hydrogen energy-related
standards in China is more than the sum of European, American and Japanese hydrogen
energy standards, but they fail to effectively support industrial development, and there
is still a cross-regional information gap.

5.3 Hydrogen Rail Accident Rescue Technology Still Needs to be Improved

Although numerous analytical studies have been conducted previously to evaluate the
operational risk of vehicles in special transportation scenarios such as tunnels, ports and
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high altitude areas, there is still a lack of data and experience in the field of hydrogen-
powered rail transport to quantify the risk, and it is difficult to summarize the specific
laws for the possible fire hazards. For different types of vehicles entering the tunnel, the
level of tunnel operationmanagement in China needs to be improved, and the emergency
rescue countermeasures corresponding to the safety level of fire prevention in the tunnel
still need to be unified.

6 Conclusion

Hydrogen energy is regarded as the second most important secondary energy source
after electricity in the future by many countries, and it will occupy a large proportion
in the transportation field. In the future, China still needs to strengthen the research on
the safety technology of hydrogen energy infrastructure equipment operation, improve
the accuracy of relevant risk assessment methods, accurately identify the major sources
of danger in the abnormal operation of hydrogen-powered rail vehicles, form a mature
risk response system for special transportation scenarios, and establish a rapid response
mechanism. At the same time, we should further improve the hydrogen safety quality
system in China, set up a professional research center for hydrogen equipment, strictly
control all the industry chains involved with the domestic production and import and
export of hydrogen equipment, accelerate the development of relevant standards, and
form a standard on which the hydrogen-powered rail industry chain can jointly rely.

References

1. Q Liang 2020Global countries explore the path of hydrogen fuel cell trainsWorld Rail Transp
6 56 58

2. Böhm,M., Del Rey, A.F., Pagenkopf, J. et al.: Review and comparison of worldwide hydrogen
activities in the rail sector with special focus on on-board storage and refueling technologies.
Int. J. Hydrogen Energy

3. C Xianghong W Zhiqiang 2020 Considerations on hydrogen energy utilization safety
technology research and standard system construction China Eng Sci 22 5 144 151

4. Shi, W.B., Chunming, C., Li, D.W. et al.: Comparison and suggestions on the standardization
system of hydrogen energy technology between ISO/IEC, the United States, Japan and China.
Chem. Prog. 41(12):6275–6284 (2022)

5. Dongping, Z., Feng, W., Yanli, Y., et al.: A review of railway tunnel fire accidents and their
scale. Tunn. Constr. 35(3):227–231 (2015)

6. JX Lai H Zhou F Cheng 2017 Statistical analysis of fire accidents in highway tunnels and
countermeasures for disaster prevention and mitigation Tunn. Constr. 37 4 409 415

7. Jing, W., Zexi, F., Yingfeng, Y. et al.: A device and method for monitoring the temperature
rise of hydrogen power system of hydrogen energy tram (2021)

8. Wanyan, J., Feng, Z.X., Yao, Y.F., et al.: A hydrogen leakage monitoring and elimination
system for hydrogen energy trams (2021)

9. Chen, J.H., Zeng, S.J., Cai, A.N.Z.U. et al.: A hydrogen energy equipment installation device
for rail vehicles (2020)

10. S Shanglin L Xiaoman T Chengming 2022 Hydrogen refueling process and safety manage-
ment of hydrogen energy locomotives Int. Combust. Engines Accessories 6 29 31



Safety Technologies and Challenges of Hydrogen-Powered 107

11. Z Feng 2022 Safety design and maintenance management of hydrogen storage system for
hydrogen energy trams Electri. Mech. Eng. Technol. 51 10 267 270

12. Z Haoran Z Xin T Ying 2022 Analysis of the diffusion process of liquid hydrogen leakage
from on-board hydrogen supply systems in tunnels China Automot. 8 34 39

13. Rajkumar, J., Aryai, V., Salehi, F., et al: Computational fluid dynamics modelling of a
hydrogen fire safety in a scaled tunnel environment. Saf. Extreme Environ. 1–15 (2022)

14. XGu JZhangYPan2020Hazard analysis on tunnel hydrogen jet fire based onCFDsimulation
of temperature field and concentration field Saf. Sci. 122 104532

15. Y Xie N Lv YHuang 2022 Comparative analysis on temperature characteristics of hydrogen-
powered and traditional fossil-fueled vehicle fires in the tunnel under longitudinal ventilations
Int. J. Hydrogen Energy 47 57 24107 24118

16. YXie N LvXWang 2021 Thermal and fire characteristics of hydrogen jet flames in the tunnel
at longitudinal ventilation strategies Fuel 306 121659

17. Zhang, J., Ji, W., Yuan, Z., et al.: Pyrolysis, combustion, and fire spread characteristics of the
railway train carriages: a review of development. Energy Built Environ. (2022)

18. F Salehi N Reddy S Jalalifar 2021 Ceiling temperature assessment of a reduced scale tunnel
in the event of two hydrogen jet fires Saf. Extreme Environ. 3 2 133 142

19. JY Zheng ZL Liu ZL Hua 2020 Current status and challenges of hydrogen safety research J.
Saf. Environ. 20 1 106 115

20. Wei, F., Ren, S., Gao, L., et al.: Transformation and characteristics of the U.S. hydrogen
energy strategy under the carbon neutrality goal. J. Chin. Acad. Sci. 36(9):1049–1057 (2021)

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Research of Standard System on Fuel Cell
Systems for Vehicles

Wang Mingrui1(B), Fang Yunlong1, Xu Liyao2, Zhao Minyu1, and Chen Jie1

1 DeepWay Technology, Beijing 100102, China
wangmingrui@deepway.ai

2 Dongfeng Motor Corporation Technology Center, Wuhan 430058, China

Abstract. China attaches great importance to the development of hydrogen
energy and fuel cell industry, and a series of industrial policies and relevant national
departments have repeatedly mentioned the direction of industrial development.
This paper comprehensively sorts out and analyzes the relevant domestic and
foreign standards focusing on fuel cell system for vehicle use, suggest that the
standard system construction of them should center on key components and per-
formance indicators, and establishes a four-level system from performance indica-
tors to components. On several key performance indicators that restrict the large-
scale industrialization of fuel cell vehicles, the entire industry should strengthen
research.

Keywords: Hydrogen energy · Fuel cell · Standards

1 Introduction

Hydrogen energy and hydrogen fuel cell are an important way to realize clean energy
utilization and optimize the energy consumption structure in China. Hydrogen energy
has characteristics and advantages such as diverse sources, large-scale stable storage,
transportation and utilization, rapid replenishment, etc. It can be widely used in many
fields, such as transportation, industrial production, domestic life and aerospace, etc. The
development of hydrogen energy technology is an important way to realize the clean
energy utilization.

As an important application scenario of it in transportation, hydrogen fuel cell vehi-
cles are an important direction for transforming and upgrading the electric power system
of vehicles worldwide. Hydrogen fuel cell vehicles have the advantages of “zero emis-
sion” during the use phase, efficient energy utilization, long driving range and short
refueling time, etc. If renewable energy is used to produce hydrogen, fuel cell vehicles
can even achieve zero emissions throughout their life cycle.
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In 2020, the Chinese Society of Automotive Engineers published Technology
Roadmap for Energy Saving and New Energy Vehicles 2.0, which covers the hydro-
gen energy system supply chain and the key system technology chain of the vehicle for
hydrogen fuel cell vehicles [1].

Based on the classification of this roadmap, this paper focuses on the standard system
of fuel cell systems for vehicles. Section 2 of this paper presents the guiding measures
of national and local policies on the standard system of fuel cell system. Section 3
presents the paper’s hierarchical classification of current standards for automotive fuel
cell systems. Section 4 presents statistical information and a brief analysis of the cur-
rent national, local, group and international standards on automotive fuel cell systems.
Section 5 gives the conclusion and outlook for the future.

2 National and Local Policy Guidance on Fuel Cell System
Standards

2.1 Purpose and Importance of Investigating Fuel Cell System Standards

In the past, the lack of an industry standard system was considered to be one of the
obstacles to the rapid development of the hydrogen energy and fuel cell industry. China
attaches great importance to the development of them, and a series of industrial policies
as well asmanymentions by relevant state departments have clearly defined the direction
of industrial development. In 2019, hydrogen energy was included in the State Council’s
“Government Work Report” for the first time. In the same year, Ministry of Industry and
Information Technology summarized work essentials of new energy vehicle standard-
ization of 2019 which clearly included five key research areas, such as fuel cell electric
vehicles [2].

With the introduction of a large deal of industrial standards in recent years, the
domestic industrial standardization system is being rapidly established, but there are
still a large number of sub-discipline areas with standard vacancies. At this stage, the
requirements of national standards are becoming stricter and stricter, mainly applied
to basic safety and major project support, while local and industry are encouraged to
actively participate in the subdivision standard clauses.

Standardization is the feedback of science and technology and the accumulation of
experience, and the process of “development-implementation-revision” of a standard
is the process of “innovation-application-re-innovation” of science and technology. If a
countrywants to promote technological progress and the rapid and standardized develop-
ment of a certain industry, it will certainly actively promote the development of relevant
standards to guide society to rationally allocate the resources invested in this industry.
If enterprises hope to win, they must use technical standards as a means to enhance the
ability of enterprises to compete in the industrial market.

2.2 National Policy Guidelines for Fuel Cell System Standards

The National Development and Reform Commission pointed out in the mid-term and
long-term plan for the development of the hydrogen energy industry (2021–2035): “A
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perfect standard system for the hydrogen energy industry should be established. Lead-
ing enterprises are encouraged to actively participate in the development of various
standards, and conditional social groups are supported to develop and publish relevant
standards” [3]. In 2020, the Ministry of Finance, together with other four ministries,
issued a notice on demonstration and application of fuel cell vehicles. In this notice,
they proposed that, given the current situation of industrial development, incentives will
be given to eligible city clusters to carry out the industrialization of fuel cell vehicle key
core technologies and demonstration applications, forming a newmodel of fuel cell vehi-
cle development with reasonable layout, focus and synergy. The notice emphasized that
in the demonstration content to promote the establishment and perfection of hydrogen
fuel cell vehicle-related technical indicator system and testing and evaluation standards,
and continuously improve the technical level of the industrial chain and product safety
and reliability [4].

3 Local Government Planning for Fuel Cell System Standards

Guangdong Province’s planning for fuel cell system standards

Guangdong Province has been a key region in China’s hydrogen energy industry, and in
September 2021, the Ministry of Finance, with other four ministries, officially approved
Guangdong fuel cell vehicle demonstration city cluster as the first demonstration city
cluster [5].

In August 2022, Guangdong Provincial Development and Reform Commission
issued an action plan accelerating construction of fuel cell vehicle demonstration city
cluster for next four years. In this plan, it specified that they would support quality
metrology supervision and testing institutions and relevant testing enterprises to estab-
lish professional standard research platforms for fuel cell vehicles. They would support
leading enterprises, universities and research institutes to jointly develop technical stan-
dards for inspection and testing of key components of fuel cell vehicles and improve
professional testing capabilities [6].

As early as September 2020, Guangdong Provincial Development and ReformCom-
mission and other four institutions released Guangdong Provincial Hydrogen Fuel Cell
Vehicle Standard System and Planning Roadmap (2020–2024). This is the first clearly
proposed and comprehensive provincial-level hydrogen fuel cell vehicle standard and
technology system plan in China. The roadmap comprehensively summarizes the exist-
ing standards related to hydrogen fuel cells at home and abroad, compiles the framework
of the hydrogen fuel cell industry standard system, and puts forward the recommenda-
tions for the creation and revision of key standards and the standardization roadmap for
the hydrogen fuel cell industry [7].

This standard system framework sorts and classifies national, industry, local, and
group standards at all levels, and collects 127 national standards, 11 industry standards,
2 local standards, 3 group standards, and 94 standards to be developed for hydrogen
fuel cell vehicles. As for the current standard system, the standards for storage and
transportation, fuel cell system and vehicle application are relatively perfect, while the
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standards for foundation and management, preparation and refilling are relatively lack-
ing. However, there are not many standards for automotive fuel cell systems and their
subdivisions.

Beijing’s Planning for Fuel Cell System Standards

In August 2021, the Ministry of Finance and other four ministries jointly approved the
Beijing-Tianjin-Hebei hydrogen fuel cell vehicle demonstration city cluster under the
leadership of Beijing [8]. In November 2022, Beijing Municipal Bureau of Economy
and Information Technology and the Bureau of Market Regulation released Beijing Fuel
Cell Vehicle Standard System, in which the existing standards were sorted out according
to the whole industrial chain and various links of fuel cell vehicles, a total of 151 items.

The standard system considers the requirements of fuel cell vehicle demonstration
application and the needs of industrial development, and builds the standard system
with the whole vehicle and key components as the core. Considering that the fuel cell
system is the power center of fuel cell vehicles, the standard system chooses to subdivide
under the first-level catalog of key components to further accelerate the research and
application of new technologies.

Compared with the hydrogen fuel cell system standard system developed in Guang-
dong Province, this standard system clearly states that the standards related to the three
main auxiliary systems of the fuel cell system, namely the hydrogen supply system, the
air supply system and the thermal management system, should also be included in the
construction of the standard system [9]. However, this standard system does not continue
to subdivide the automotive fuel cell system downward according to the system-auxiliary
system hierarchy.

3.1 A Four-Level Classification of Fuel Cell System Standards in This Paper

The above information shows that both national and local policies clearly point out that
the construction of a standard system of automotive fuel cell system is a necessary ele-
ment for the establishment of fuel cell vehicle industrialization. The standard system of
automotive fuel cell system should land on key components and performance indica-
tors. On this basis, the classification of the standard level of fuel cell system should be
clarified. Only then can the outline of the standard system be verified, the gaps be filled,
and the required standards be prepared or revised in a targeted manner.

In the development process, the industry usually classifies fuel cells according to the
three-level structure of system, auxiliary system and components, and carries out the
corresponding design development work. Therefore, the three major auxiliary systems
of fuel cell systems should not be neglected in the development of standards. After
research, there are indeed relevant standards for all three layers.

Meanwhile, the national industrial policy has set clear performance indicator require-
ments for both the fuel cell system and its major components. Although performance
indicators can be further subdivided as a separate classification dimension, such as envi-
ronmental adaptability, safety, and durability. However, these performance indicators
are too abstract, and in practice they are realized through different levels of the fuel
cell system, and it is not conducive to establishing a connection with key components
if the performance indicators are singled out as the main level. Therefore, in this paper,
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standards for automotive fuel cell systems are divided into four levels: performance
indicators, systems, subsystems, and components.

In terms of standard types, standards for fuel cell systems can generally be divided
into two categories: technical conditions and test methods. In the past, when some
standards were prepared, some products with simpler principles and structures or more
mature industrial development were prepared by combining technical conditions and
test methods. However, the fuel cell system industry is still in the cultivation stage, and
the technical routes of various products have not yet been completed. Therefore, this
paper still divides the types of standards for automotive fuel cell systems into these two
categories.

4 Domestic and Foreign Related Standards Statistics and Brief
Analysis

4.1 Relevant National Standards Statistics and brief Analysis

The search yielded a total of fourteen existing national standards related to automotive
fuel cell systems, as shown in Fig. 1 and eight of them are in the type of technical
conditions, and six are in the type of test methods. There are nine standards at the system
level, no standards at the subsystem or component level, and five standards related to
performance indicators. There are also some standards under preparation, see Fig. 2.

Fig. 1. Current national standards of fuel cell systems for vehicles

Fig. 2. National standards in preparation of fuel cell systems for vehicles

From the above information, the national standard mainly focuses on system-level
standards and does not include key components. In terms of performance indicators,
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the national standard is mainly concerned with environmental adaptability, safety, and
durability.

4.2 Relevant Local Standards Statistics and Brief Analysis

Among the existing local standards, there are four standards related to automotive fuel
cell systems, as shown in Fig. 3. Three of them are in the technical condition type and
one is in the test method type. There is one system-level standard, one component-
level standard, and two standards related to performance indicators. Local standards are
also mainly concerned with safety and durability two performance indicators, and local
standards have a strong access nature, so more attention to the technical conditions of
the standards.

Fig. 3. Current local standards of fuel cell systems for vehicles

4.3 Relevant Group Standards Statistics and Brief Analysis

There are twenty-three group standards related to automotive fuel cell systems, as shown
in the figure below. Among them, there are fifteen standards of technical conditions and
eight standards of test methods. There are nine standards of system level, one standard of
subsystem level, six standards of component level and seven standards of performance
indicators (Fig. 4).

Fig. 4. Current group standards of fuel cell systems for vehicles
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4.4 Relevant International Standards Statistics and Brief Analysis

The search yielded ten international standards related to automotive fuel cell systems,
as shown in Fig. 5. Five of them are technical conditions, four are test methods and one
is a design development method. There are eight standards at the system level and two
standards at the performance indicator level.

The American Society of Automotive Engineers (SAE) has developed a relatively
comprehensive set of international standards for fuel cell vehicles, mainly based on
test methods. However, some of the standards were published relatively early and their
contents may have lagged the development level of the industry. In addition, since SAE
standards are not developed by international standards organizations, China rarely adopts
SAEstandardswhendeveloping relevant standards. Therefore, SAEstandards have some
significance for the development of national standards, but they need to be carefully
selected in the process of specific transformation [10].

Fig. 5. Current international standards of fuel cell systems for vehicles

The International Electrotechnical Commission (IEC) has also published a few stan-
dards for automotive fuel cell systems, and the publication time is more recent, and
the types of standards are mostly technical conditions, so these standards have more
reference value for the preparation of national standards.

5 Conclusion and Outlook

The standard system of automotive fuel cell system should focus on key components and
performance indicators. Whether it is an international standard, or a national standard,
local standard or group standard, all have the role of guiding industrial development,
so the concentration point should be on technical conditions and test methods from the
type of standard. In the process of construction, it should be clearly established from the
performance indicators, systems, auxiliary systems to parts of the four-tier system. In
terms of level, national and international standards are more concerned with the system
level, while group standards are more focused on the component level.

Although there are fewer standards dealing with the subsystem level, there are also
relevant groups that have been established. Although the fuel cell subsystem cannot be
a separate product at present, with the gradual development and growth of the fuel cell
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industry, it is foreseeable that strong component suppliers in the industrywill form strong
alliance to provide separate fuel cell subsystem products and solutions to fuel cell system
suppliers and even OEMs. Standards related to fuel cell subsystems will also gradually
increase in the future. From the point of view of performance indicators, whether it is
the national standard or the industry standard or the local standard, the most important
performance indicators are mainly environmental adaptability, safety and durability,
which are also the neck indicators that limit the large-scale industrialization of fuel
cell vehicles. The whole industry should strengthen research and breakthrough in these
performance indicators.
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Abstract. Alkaline water electrolysis is the important pathway for the green
hydrogen production, where oxygen evolution reaction (OER) is the rate-limiting
step due to the sluggish reaction kinetics. Transition metal heterogeneous catalyst
is the kind of important OER catalyst for alkaline water electrolysis due to its
good performance, low price and environmental friendliness. In this work, the
porous sulfide nickel@nickel iron alloy catalyst (i.e. NM/NS@Ni3Fe) is prepared
by the designed high-temperature vulcanization and multi-step electrodeposition
method. The NM/NS@Ni3Fe catalyst exhibits an outstanding OER performance
in an alkaline environment, with a low potential of 1.53 V at high current density
of 1000 mA cm−2 and a low Tafel slope of 89 mV dec−1. The excellent OER
performance is attributed to the unique electronic structure ofNi3S2/Ni3Fe hetero-
geneous interface and the catalyst layer with porous structure. The results indicate
that Ni3S2 provides good electronic conductivity and the low electronegativity
S atoms increase the formation of oxygen vacancies, which effectively improves
the OER performance. In addition, the hydrophilic and porous structure of the
electrode facilitates bubbles release and electrolyte flow at high current density. It
provides the guidance for the design of porous heterogeneous OER catalysts with
good-performance.

Keywords: Alkaline water electrolysis · Oxygen evolution reaction · Porous
heterogeneous catalyst · High current density

1 Introduction

Green hydrogen, a “zero carbon emission” clean fuel, has been identified as having a cru-
cial role in future energy innovation [1]. The eco-friendly energy gas can be obtained by
many paths, such as water electrolysis to produce hydrogen, photo-splitting of water to
produce hydrogen, biomass to produce hydrogen, and nuclear power to produce hydro-
gen [2]. Among them, the coupling of renewable energy power generation (such as wind
energy, and solar energy) and water electrolysis hydrogen production technology is con-
sidered to be the main technical path to obtaining green hydrogen in the future [3, 4].
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However, water electrolysis is limited by the slow oxygen evolution reaction (OER) [5].
Therefore, the high-performance OER catalysts that can speed up the electrochemical
reaction and promote the decomposition ofH2Omolecules are crucial for the electrolysis
of water, especially for high current density conditions (>500 mA cm−2) [6, 7].

In order to accelerate the decomposition of water molecules and obtain superior
electrochemical performance at high current densities, the fabrication of heterojunction
catalysts has become a research hotspot [8]. For NiSx/Ni3Fe, low reaction activation
energies and unique coordination structures, are considered potential catalysts for water
electrolysis [9, 10]. In this work, porous Ni3S2/Ni3Fe heterojunction catalyst electrodes
are successfully prepared to rely on vulcanization and multi-step electrodeposition tech-
niques. The prepared NM/NS@Ni3Fe catalyst exhibited an impressive OER perfor-
mance in alkaline environment, showing a low high current potential of 1.53 V@1000
ma cm−2 and a low Tafel slope of 89 mV dec−1. This heterogeneous catalyst shows
good practical applications, especially for OER reactions at high currents.

2 Materials and Methods

2.1 Chemicals

All chemicals used in this work are analytical grade. NiCl2:6H2O, NH4Cl, FeCl2:4H2O,
H3BO3, sulfur powder andHCl are purchased fromSinopharmReagent Co. Commercial
RuO2 is purchased from Aladdin Reagent Co., and NM (wire diameter of 100 μm, 80
mesh) is purchased from China Kangwei Wire Mesh Co.

2.2 Preparation of NM/NS

The nickel mesh (1 × 2 cm2) is submerged in 3 M HCl for 20 min to remove the
surface oxides, then ultrasonic cleaning in deionized water three times to remove HCl
residue. Next, the cleaned nickel mesh is taken as the cathode and the high-purity nickel
rod (99.5 wt%) as the anode. The electrodeposition solution is a mixture of 0.15 M
NiCl2:6H2O and 2 M NH4Cl. Electrodeposition is operated at room temperature for
10 min at a current density of 1000 mA cm−2 [11]. After drying at 60 °C for 4 h, it is
placed in a crucible and vulcanized in a tube furnace containing 60 mg of S powder at
300 °C for 60 min. Then annealed in the air for 60 min to room temperature and it is
denoted as NM/NS.

2.3 Preparation of NM/NS@Ni3Fe

Continuously, 0.21M FeCl2:4H2O and 0.6MH3BO3 are added into the solution and the
solution is heated to 80 °C. Next, NM/NS ismaintained for 3min at an electro-deposition
current density of 10 mA cm−2. The target electrode is denoted as NM/NS@Ni3Fe.

2.4 Materials characterization

X-ray diffraction (XRD) data are acquired by X-ray scanning using a device (Bruker D8
Advanced) with a Rigaku 2550 light source (Cu Kα, λ= 1.5418 Å). The scanning range
is 10–90° with a scanning rate of 0.2°/s. The surface morphologies are investigated by
scanning electron microscopy (ZEISS GeminiSEM 300) at a scanning voltage of 3 kV.
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2.5 Electrochemical Characterization

Electrochemical performances are estimated by a three-electrode system connected to
an electrochemical workstation (Reference 3000) in 30 wt%KOH solution (pH= 14.6).
A high-purity graphite rod is used as the counter electrode accompanied by a HgO/Hg
reference electrode. Linear scanning voltammetric (LSV) curves are performed with
the scan range of 1.0–1.9 V versus the reversible hydrogen potential (vs. RHE) and the
scan rate is 5 mVs−1. The potential (vs. RHE) is converted by the equation: E(RHE) =
E(HgO/Hg) + 0.0591× pH+ 0.098. All LSV curves are corrected by ir-compensation in
the three-electrode system. Tafel slopes are obtained using a logarithmic transformation
base on LSV curves. EISs are tested at a constant potential (0.49V vs. HgO/Hg) scanning
from 0.01 to 100,000 Hz.

3 Results and Discussion

Commercial NM is used as a substrate because of its lower price, resistance to alkaline
corrosion, and two-dimensional planes conferring fast bubble release. The preparation
process is shown in Fig. 1a. Initially, the high-current (1 A cm−2) is used to electro-
deposited porous nickel (PN), its porous property can confer a large loading area for
catalysis. Then, the PN is vulcanized, the sulfur vapor reacts with the metallic Ni to
produce Ni3S2 at high temperatures. Finally, the electrode NM/NS@Ni3Fe is prepared
by electro-depositing the nickel-iron alloy again in the nickel-iron solution. Figure 1b and
c show NM/PN electrode that reflects a distinct porous property, which provides a large
area for the active sites. Figure 1c shows the SEM image of NM/NS@Ni3Fe, showing
filamentous nickel sulfide on the surface relative to PN. The filamentous morphology
can increase the roughness of the catalyst surface, which can improve the catalytic
performance through its super-hydrophilicity.

As shown in Fig. 2, the composition of the prepared electrodes is determined by
XRD testing. NM and PN exhibit strong characteristic response peaks at 44.50 (111)
51.85 (113) and 76.38 (220), respectively, indicating that Ni metal is the predominant
component. After vulcanization, PN is vulcanized to generate Ni3S2, showing a strong
response at the characteristic angles 21.75° (101), 31.10° (110), 37.78° (003), 49.93°
(113), 55.16° (122), respectively. When the NiFe alloy is deposited on the surface, the
characteristic peaks of Ni3Fe do not emerge. The signal peak is blocked because of its
low content and its close response to the Ni metal.

The alkaline OER performance of the prepared electrodes is examined in a 30 wt%
KOH solution, illustrated in Fig. 3. NM/NS@Ni3Fe exhibits a lower potential of 1.53
V at a high current density of 1000 mA cm−2, which is much lower than the NM/NS
(1.71 V) and commercial RuO2 (1.60 V). At high current density (100–1000 mA cm−2),
NM/NS@Ni3Fe possesses a small Tafel slope of 89 mV dec−1, which is smaller than
201 for NM/NS and 110 for RuO2, indicating that NM/NS@Ni3Fe has a faster electro-
chemical reaction kinetics. The excellent OERperformance is attributed to theNi3S2 and
Ni3Fe heterostructures, whose unique electron transport properties confer a low reaction
energy barrier to the active site. Moreover, NM/NS@Ni3Fe exhibits a smaller electro-
chemical impedance value of 0.62 �, which is smaller than 3.8 � for NM/NS and 1.2
� for RuO2, demonstrating the faster electron transfer ability of NM/NS@Ni3Fe. The
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Fig. 1 a Schematic diagram of the preparation process of NM/NS@Ni3Fe; b and c SEM images
of NM/PN; d and e SEM images of NM/NS@Ni3Fe.

Fig. 2. XRD patterns of various electrodes (NM/PN; NM/NS; NM/NS@Ni3Fe).
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correlation between phase shift and frequency further confirms thatNM/NS@Ni3Fe pos-
sesses better electron transfer capability with phase peaks shifted to higher frequencies
(Fig. 3d).

Fig. 3. Electrochemical properties of various electrodes (NM/NS@Ni3Fe, NM/NS, RuO2 and
NM): a LSV curves, b Tafel slope, c EIS spectrum and d Relationship between frequency and
phase shift.

4 Conclusion

Porous heterogeneousNi3S2@Ni3Fe electrodes are successfully preparedusing a contin-
uous hydrogen template method, high-temperature vulcanization and electrodeposition
methods. NM/NS@Ni3Fe exhibits a potential of only 1.53 V for a current density of
1000mAcm−2 and a lowerTafel slope of 89mVdec−1, superior to commercialRuO2. Its
good performance is attributed to the unique electronic structure of the Ni3S2 and Ni3Fe
and the porous properties of the electrodes. Such porous heterogeneous NM/NS@Ni3Fe
electrode not only exhibits good catalytic properties but also has the potential to be
applied due to its facile and inexpensive fabrication.



Porous Heterogeneous Sulfide Nickel/Nickel Iron Alloy Catalysts 121

References

1. Lewis, N.S., Nocera, D.G.: Powering the planet: chemical challenges in solar energy
utilization. Proc. Natl. Acad. Sci. 103(43), 15729–15735 (2006)

2. Nikolaidis, P., Poullikkas, A.: A comparative overview of hydrogen production processes.
Renew. Sustain. Energy Rev. 67, 597–611 (2017)

3. Koroneos, C., Dompros, A., Roumbas, G.: Hydrogen production via biomass gasification—A
life cycle assessment approach. Chem. Eng. Process. 47(8), 1261–1268 (2008)

4. Grigoriev, S.A., Fateev, V.N., Bessarabov, D.G., Millet, P.: Current status, research trends,
and challenges in water electrolysis science and technology. Int. J. Hydrogen Energy 45(49),
26036–26058 (2020)

5. Ren, J., Antonietti, M., Fellinger, T.-P.: Efficient water splitting using a simple Ni/N/C paper
electrocatalyst. Adv. Energy Mater. 5(6), 1401660 (2015)

6. Yang, X., Guo, R., Cai, R., Shi, W., Liu, W., Guo, J., et al.: Engineering transition metal
catalysts for large-current-density water splitting. Dalton Trans. 51(12), 4590–4607 (2022)

7. Li, S., Li, E., An, X., Hao, X., Jiang, Z., Guan, G.: Transition metal-based catalysts for elec-
trochemical water splitting at high current density: current status and perspectives. Nanoscale
13(30), 12788–12817 (2021)

8. Xu, Q., Zhang, J., Zhang, H., Zhang, L., Chen, L., Hu, Y., et al.: Atomic heterointerface
engineering overcomes the activity limitation of electrocatalysts and promises highly-efficient
alkaline water splitting. Energy Environ. Sci. 14(10), 5228–5259 (2021)

9. Xiong, Y., Xu, L., Jin, C., Sun, Q.: Interface-engineered atomically thin Ni3S2/MnO2 het-
erogeneous nanoarrays for efficient overall water splitting in alkaline media. Appl. Catal. B
254, 329–338 (2019)

10. Li, J., Jiang, L., He, S., Wei, L., Zhou, R., Zhang, J., et al.: Heterostructured Ni(OH)2/Ni3S2
supported on Ni foam as highly efficient and durable bifunctional electrodes for overall water
electrolysis. Energy Fuels 33(11), 12052–12062 (2019)

11. Sengupta, S., Patra, A., Jena, S., Das, K., Das, S.: A Study on the effect of electrodeposition
parameters on the morphology of porous nickel electrodeposits. Metall. and Mater. Trans. A.
49(3), 920–937 (2018)

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Study on Safety Risk of Railway Vehicle
Hydrogen Refueling Station Based on T-S Fuzzy

Fault Tree and Bayesian Network

Lei Shi1(B), Yang Gao1, Jian Wang1,2, Shijie Sun1, Limei Chen1, and Weiran Xiang1

1 CRRC Changchun Railway Vehicles Co., Ltd., Changke Road 2001, Changchun, Jilin, China
shilei8.ck@crrcgc.cc

2 Central South University, Lu Shan Nan Road 932, Changsha, Hunan, China

Abstract. According to the requirements of operation safety in railway vehicle
hydrogen refueling station, the risk factors affecting the operation safety were
selected, the calculation formula of evaluation indexwas derived, and theBayesian
network model based on T-S fuzzy fault tree was constructed. The triangular
membership function, the fuzzy subset of failure probability and the posterior
probability formulawere used to verify the availability of the safety risk assessment
method.

Keywords: Railway vehicle hydrogen refueling station · T-S fuzzy fault tree ·
Bayesian network · Safety risk

1 Introduction

As a renewable, clean and efficient secondary energy source, hydrogen energy has many
advantages such as wide source, high calorific value, pollution-free combustion and vari-
ous forms of utilization. Hydrogen energy is widely used in the field of rail transportation
[1]. The construction of hydrogen refueling stations is the basis for the large-scale appli-
cation of hydrogen vehicles, and the safe operation of hydrogen refueling stations is a
necessary guarantee for the movement of hydrogen rail vehicles. At present, more than
300 hydrogen refueling stations have been built nationwide, and the number of hydro-
gen refueling stations in China ranks the first in the world [2]. For the safe operation of
hydrogen refueling stations for rail transportation, it is necessary to regularly evaluate
the safety of hydrogen refueling stations and develop an effective emergency treatment
plan.

Fault tree analysis method, as an effective tool for reliability and safety analysis
of large complex systems, is widely used in safety risk evaluation [3]. However, the
inadequacy of the probability, bimodal and with-or-with relationship assumptions in the
traditional fault tree severely restricts the further application of the fault tree analysis
method. In the literature [4], fuzzy set theory was introduced to describe the connection
between events with T-S gates instead of with-or-gates, while the effects of multiple
fault degrees on the system were considered to solve the problems of traditional fault
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trees. Compared with the T-S fuzzy fault tree analysis method, Bayesian networks have
advantages in dealingwith logical relations of events, system polymorphism and compu-
tational simplicity. The literature [5] introduced fuzzy set theory into Bayesian network
analysis to solve the problem of over-reliance on exact fault probability and success-
fully applied it to urban road traffic accident analysis. However, the study was only
for two-state systems, and the conditional probability parameters of Bayesian networks
are difficult to determine, making it difficult to perform real-time dynamic evaluation.
In view of the superiority and complementarity of T-S fuzzy fault trees and Bayesian
networks.

This paper proposes a safety risk evaluationmethod of rail transit hydrogen refueling
station based on T-S fuzzy fault tree and Bayesian network. Through the transformation
of T-S fuzzy fault tree to Bayesian network, the Bayesian network model and node
conditional probability table are determined, and the fault states and fault probabilities
of nodes are described by using fuzzy numbers and fuzzy subsets, and the safety risk
evaluation method of rail transit hydrogen refueling station is calculated.

2 Basic Theory and Methods

2.1 Constructing Bayesian Networks Based on T-S Fuzzy Fault Trees

The T-S fuzzy fault tree model is shown in Fig. 1, where x1, x2, and x3 are the bottom
events, y1 is the middle event, y2 is the top event, and a and b are T-S fuzzy gates.

Fig. 1. T-S fuzzy fault tree

A Bayesian network is a loop-free network consisting of a conditional probability
table and a directed acyclic graph. Vx and Vy in a Bayesian network denote node vari-
ables, and if there is an edge from Vx to Vy, Vx is said to be the parent node of Vy,
while Vy is the child node of Vx . The structure of a simple Bayesian network is shown
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Fig. 2. A simple Bayesian network

in Fig. 2. The nodes without a parent are called root nodes (V1, V2), the nodes without
children are called leaf nodes (V3), and the rest are called intermediate nodes (V4).

Firstly, the top event, middle event and bottom event in the T-S fuzzy fault tree corre-
spond to the leaf node, middle node and root node of the Bayesian network, respectively,
and then the corresponding nodes in the Bayesian network are connected with directed
edges according to the T-S gate relationship, and the flow of the Bayesian network
constructed based on the T-S fuzzy fault tree is shown in Fig. 3.

Fig. 3. A flow chart of Bayesian network based on T-S fuzzy fault tree construction
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2.2 Node Description

In this paper, the fuzzy set represented by the triangular affiliation function is chosen to
describe the failure probability of each node, and a fuzzy subset of the failure probability
of xj = xjaj is set.

F(x
aj
j ) = { f m−�f 1,f m,f m + �f r} (1)

In the above equation: f mis the center of the fuzzy subset, �f 1 and �f r are the
left and right fuzzy regions, and the magnitude of the two values indicates the level of
fuzziness. If �f 1 = �f r = 0, the fuzzy subset is the exact value, F(x

aj
j ) is shown in

Fig. 4 according to the triangular affiliation function.

μF(x
aj
j )(f ) =

{
max

{
0,1− f m−f

�f 1

}
,0≤f ≤f m

max
{
0,1− f −f m

�f r

}
,f m〈f ≤1

}
(2)

Fig. 4. Trigonometric affiliation function

2.3 T-S Fuzzy Fault Tree Inference Based on Bayesian Networks

If the fuzzy subset of fault probabilities of each node at each fault state is known to be
F(x

a1
1 ), F(x

a2
2 ), …, F(xann ), the fuzzy subset of fault probabilities at T = Tm is obtained

by the bucket elimination method.

F(T = Tm) =
∑
xp;yq

F(xp; yq;T = Tm)

=
∑
π(T )

F(T = Tm|π(T ) ) ×
∑
π(y1)

F(y1|π(y1) )

×
∑
π(y2)

F(y2|π(y2) ) × · · · ×
∑
π(yq)

F(yq
∣∣π(yq) )

× F(xa11 ) × F(xa22 ) × · · · × F(xann ) (3)

In the above equation, π (T ) is the set of parent nodes for T and π (yq) is the set of
parent nodes for yq. In the practical case the current fault state of the root node is unique,
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then the root node state importance is as follows.

Q
De

Tq
(x′

i) = max
{(
P
(
T = Tq|xi = xi′

)
− P(T = Tq, xi = 0)), 0

}
(4)

In the above equation, P
(
T = Tq|xi = xi′

)
is the T = Tq probability of occurrence

when xi = xi′ is the probability of occurrence of T = Tq when the current fault state is
0.

Using the Bayesian conditional probability formula, the probability at xi = xaii when
T = Tq can be found as follows.

P
(
xi = xaii

∣∣T = Tq
)

= E

(
P
(
xi = xaii

∣∣T = Tq
)

P(T = Tq)

)
(5)

In the above equation, P
(
xi = xaii

∣∣T = Tq
)
is a fuzzy subset of the posterior

probability of xi = xaii when T = Tq.

3 Safety Risk Assessment of Rail Transit Hydrogen Refueling
Stations Based on T-S Fuzzy Fault Trees and Bayesian Networks

The workflow steps of a rail transit hydrogen refueling station are hydrogen supply,
compression, storage, and refueling. The main safety risks come from gas leakage and
fire during hydrogen transportation, storage and hydrogen refueling [6].

Combined with the relevant literature to analyze the process flow of hydrogen refu-
eling station, the safety risk factors of hydrogen refueling station are mainly seven cate-
gories of station process, pressure system, control system, safety system, environmental
factors, human factors and regulations.

From these seven categories as the top events of the assessment system, 26 possible
basic events of safety accidents in hydrogen refueling stations were collated and the fault
tree model constructed is shown in Fig. 5.

The T-S fuzzy fault tree in Fig. 5 is transformed into a Bayesian network graph,
and the intermediate events corresponding to the intermediate nodes y1-y7 are shown
in Table 1. Then the conditional probability table of the Bayesian network nodes is
assigned by the T-S gate rule and the conditional probability of each node is determined
according to the historical data survey weight method to complete the establishment of
the Bayesian network.

In this paper, the likelihood level of occurrence of the nodes to be evaluated is
determined according to the risk occurrence likelihood level criteria, as detailed in
Table 2.

In this paper, a weighted averagemethod is used for processing and analysis to obtain
the fault probability fm of each root node; the results of the survey are summarized, and
fuzzification of fm is performed to determine �f 1 and �f r. The fuzzy subset of fault
probability of the root node is finally determined.
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Fig. 5. Rail hydrogen refueling station safety risk fault tree

Based on the established Bayesian network, the fuzzy subset of failure probability
of each node is obtained by reasoning using Eq. (3). According to the fault state of each
root node, the posterior probability of each root node state is calculated using Eqs. (4)
and (5), and the relative weakness of the system is determined under the condition that
only the fault state of the root node is known, which facilitates the safety management
of the rail transit hydrogen refueling station.

4 Application Analysis

In this paper, we assume that the fault states of root nodes X8 and X9 are no fault and
severe fault, which are represented by fuzzy numbers 0 and 1, respectively, and the fault
states of the remaining nodes are no fault, medium fault and severe fault, which are
represented by 0, 0.5 and 1, respectively. Combined with the workflow of the rail transit
hydrogen refueling station and the percentage of each safety risk factor in the operation
of the station, the fuzzy subset F(Xj = 1) of failure probability with failure state of each
node is obtained, as shown in Table 3. Where the fuzzification parameter �f 1 = �f r =
0.15fm, and the middle element is the center of the fuzzy subset.
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For the purpose of analysis, this paper assumes that the fuzzy subset of failure
probabilities for root node failure states of 0.5 and 1 are the same. According to the
root node failure probability subset, the conditional probability table of the intermediate
node y1 of Bayesian network is listed as shown in Table 4, where rule 1 indicates that
the probability of y1 being 0, 0.5 and 1 is 0 when X8 is 0 and X9 is 0, and other rules
and so on.

F(y1 = 0) =
∑
x8;y9

F(x8, y9; y1 = 0)

=
∑
x8;y9

F(y1 = 0|x8, y9 ) × F(x8) × F(x9)

= (0.77565, 0.73276, 0.69835)

F(y1 = 0.5) =
∑
x8;y9

F(x8, y9; y1 = 0.5)

=
∑
x8;y9

F(y1 = 0.5|x8, y9 ) × F(x8) × F(x9)

= (0.10452, 0.12107, 0.13705)

F(y1 = 1) =
∑
x8;y9

F(x8, y9; y1 = 1)

=
∑
x8;y9

F(y1 = 1|x8, y9 ) × F(x8) × F(x9)

= (0.11852, 0.14255, 0.16002)

Based on the constructed Bayesian network, the conditional probability table of the
nodes is combined with the inference using Eq. (3) to obtain the fuzzy subset of failure
probabilities when the failure states of the leaf nodes are 0, 0.5 and 1.

P(T = 0) = (0.14855, 0.08732, 0.04123)

P(T = 0.5) = (0.12687, 0.11872, 0.10982)

P(T = 1) = (0.72562, 0.77851, 0.85625)

In practical application, it is also necessary to consider the influencing factors that
play a significant role in the safety risk of rail transit hydrogen refueling stations and
pay attention to the order of each influencing factor. The posterior probability of each
root node is calculated using Eqs. (4) and (5), as shown in Table 5.

The above calculation results show that the probability of moderate or serious failure
is small, while the probability of no failure is large, which is consistent with the actual
situation and verifies the accuracy and feasibility of the method in this paper. According
to the principle of maximum affiliation, the safety risk level of this hydrogen refueling
station can be determined and the countermeasures that should be taken can be analyzed.
According to the existing safety risk management scheme, it is enough to strengthen the
monitoring, but it is also necessary to pay attention to the changes of each influencing
factor and take corresponding measures.
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Table 1. Intermediate events corresponding to intermediate nodes

Node Event Node Event

y1 Station process y5 Environmental factor

y2 Pressure system y6 Human factor

y3 Control System y7 Regulation

y4 Security Systems – –

Table 2. Risk occurrence likelihood level criteria

Level Possibility Probability

I Frequent [0.1,1]

II Probable [0.01,0.1)

III Occasional [0.001,0.01)

IV Rare [0.0001,0.001)

V Impossible [0,0.0001)

Table 3. Subset of root node failure probabilities

Root node F (Xj = 1) Root node F (Xj = 1)

X8 (0.00042,0.00050,0.00058) X21 (0.00067,0.00080,0.00093)

X9 (0.00681,0.00800,0.00919) X22 (0.00686,0.00800,0.00914)

X10 (0.00050,0.00060,0.00070) X23 (0.00033,0.00040,0.00047)

X11 (0.00339,0.00400,0.00461) X24 (0.00062,0.00070,0.00078)

X12 (0.00680,0.00800,0.00920) X25 (0.00511,0.00600,0.00689)

X13 (0.00008,0.00010,0.00012) X26 (0.00007,0.00008,0.00009)

X14 (0.00420,0.00500,0.00480) X27 (0.00005,0.00006,0.00007)

X15 (0.11020,0.13000,0.14980) X28 (0.08500,0.10000,0.11500)

X16 (0.00007,0.00010,0.00013) X29 (0.00685,0.00800,0.00915)

X17 (0.12744,0.15000,0.17256) X30 (0.68000,0.80000,0.92000)

X18 (0.02122,0.02500,0.02878) X31 (0.17000,0.20000,0.23000)

X19 (0.68000,0.80000,0.92000) X32 (0.00542,0.00650,0.00758)

X20 (0.00575,0.00700,0.00825) X33 (0.00008,0.00010,0.00012)
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Table 4. Intermediate node y1 conditional probability table

Rule X8 X9 yl = 0 y1 = 0.5 y1 = 1

1 0 0 1 0 0

2 0 0.5 0.2 0.7 0.1

3 0.5 1 0 0.2 0.8

4 0.5 0 0.5 0.4 0.1

5 1 0.5 0.1 0.5 0.4

6 1 1 0 0 1

Table 5. Root node posterior probability

Root node P (Xi = 0) Root node P (Xi = 0)

X8 0.02752 X21 0.05416

X9 0.01625 X22 0.03258

X10 0.03251 X23 0.03577

X11 0.06106 X24 0.07741

X12 0.07565 X25 0.06231

X13 0.03758 X26 0.04157

X14 0.06583 X27 0.02896

X15 0.00785 X28 0.03741

X16 0.00228 X29 0.01227

X17 0.01571 X30 0.05214

X18 0.04332 X31 0.07541

X19 0.02771 X32 0.01513

X20 0.00225 X33 0.05936

5 Conclusion

In this paper, the safety risks affecting the operation of rail transit hydrogen refueling
stations are studied. Firstly, the safety risk factors affecting the operation of hydrogen
refueling stations are selected and the formulae for the evaluation indexes are derived;
then a Bayesian network model based on the T-S fuzzy fault tree analysis method is
constructed and the conditional probability table of Bayesian network nodes is assigned
with the basic events of potential hydrogen refueling station safety accidents; finally,
the triangle affiliation function, the fuzzy subset of failure probabilities and the poste-
rior probability formulae are used for the calculation. The usability of this safety risk
evaluation method is verified.
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Abstract. Hydrogen liquefaction is a crucial process in the liquid hydrogen indus-
try, and the use of liquid hydrogen is becoming increasingly important for storing
and transporting hydrogen over long distances. Hydrogen has two spin isomers,
that is ortho and para hydrogen. One of the challenges in this process is the con-
version of ortho to para hydrogen in the heat exchanger. As the conversion process
releases heat and is a spontaneous behavior, it is important to ensure that the con-
tent of para hydrogen in the final product is at least 95%. Unfortunately, there are
currently no known commercial models that contain catalyst-filled heat exchang-
ers for converting ortho hydrogen to para hydrogen. In this paper, Aspen Hysys is
used to construct a new design method for hydrogen liquefier with O-P hydrogen
conversion heat exchanger. Using this model, one 5 ton per day hydrogen liquefier
is designed, and the key parameters of the process are obtained, which will provide
a new method for the design of hydrogen liquefaction process in the future.

Keywords: Hydrogen liquefaction · Catalyst-filled heat exchanger · Ortho
hydrogen · Para hydrogen

1 Introduction

Hydrogen energy is an essential renewable energy carrier that provides a critical technical
pathway to achieve low-carbon goals. Liquid hydrogen, with its high storage density and
low storage pressure, is a crucial component of building hydrogen energy storage and
transportation systems. As future hydrogen consumption gradually increases, the design
of the liquefaction process is becoming a widely researched topic in liquid hydrogen
production technology.

Hydrogen consists of two spin isomers, which are ortho-hydrogen and para-
hydrogen, and their concentration ratio varies with temperature [1]. The common con-
version of ortho- to para-hydrogen is an exothermic reaction that can occur with the help
of catalyst, but this phenomenon can also occur in liquid hydrogen without the catalyst.
In order to reduce the vaporization of liquid hydrogen products caused by conversion
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heat, catalytic conversion is arranged in multiple temperature ranges of the liquid hydro-
gen production process. Catalytic conversion reaction can be categorized as adiabatic
convention, isothermal convention and continuous convention. It is challenging to inte-
grate the catalyst in the heat exchanger to realize the multistage continuous reaction.
However, continuous reaction consumes the least amount of work, so it is more suitable
for large-scale hydrogen liquefaction plant.

Despite being commercially available, current software lacks a heat exchanger
model integrated with the ortho to para conversion reaction. Therefore, effectively and
accurately designing a hydrogen liquefier with continuous conversion is the focus of
researchers’ attention. Son et al. [2] adopted an equivalent heat exchanger model using
a conversion reactor unit to simulate the catalytic reaction, but the limitation of this
work is that if a large amount of ortho- is converted to para-hydrogen, the results will
be infeasible. Guocong et al. [3] replaced the module with a heater and heat exchanger,
which is more suitable for adiabatic conversion. Meanwhile, Berstad et al. [4] used equi-
librium hydrogen to optimize the design process. However, in the above design process,
these methods have some limitations. Furthermore, if the hydrogen in the outlet of heat
exchangers can’t reach the equilibrium hydrogen,there is still a lack of a mature solution.
In the present study, we provide a new designmethod for a hydrogen liquefier with ortho-
and para-hydrogen conversion heat exchanger based on the Aspen Hysys V12.1. This
will not only improve the calculation accuracy, but also provide a reference for other
similar processes.

2 Hydrogen Liquefaction Process Model

2.1 Liquefaction Process Description

To assess the suitability of Aspen Hysys for simulating hydrogen liquefaction systems
with continuous conversion, a 5 TPD (ton per day) liquefier system was chosen for the
study. Different working media, such as hydrogen, helium, neon, and mixed working
media, were evaluated for the pre-cooling component of the system.Considering the
technical maturity, complexity and energy consumption, liquid nitrogen pre-cooling and
helium cryogenic cooling scheme was ultimately selected, as shown in Fig. 1. There-
fore, The system consists of a compressor, a liquid nitrogen pre-cooling section, a
turbo-expander pre-cooling section, and a liquid hydrogen storage system. Hydrogen
gas is gradually cooled in heat exchangers (HEX1-7) from 300K to 20K through throt-
tling valves, with HEX3-7 containing a catalyst.HEX3 is designed as the thermosiphon
heat exchanger where hydrogen undergoes isothermal conversion. HEX4-5 is used for
near-continuous conversion.In this scheme, there are the following characteristics: (1)
the cooling path and the liquefaction path are relatively independent. (2) the cooling
medium is inert working medium, resulting in higher safety levels, and non-explosion
compressors can be used to reduce initial equipment investment. (3) a thermosiphon
heat exchanger is used for isothermal conversion in the liquid nitrogen temperature
zone. Under the temperature of 80K, the continuous convection with catalytic filled heat
exchangers were used. (4) two throttling valves are employed to further utilize the J-T
effect of hydrogen.
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Fig. 1. Flow chart of hydrogen liquefaction

2.2 Simulation Method

Equivalent catalyst-filled heat exchanger model

Fig. 2. Flow chart of hydrogen stream in HEX3-5

In the process shown in Fig. 1, HEX1-2 are typical plate-fin heat exchangers, and
their calculations can be done using the LNG heat exchanger model in Aspen Hysys.
As for the hydrogen properties, normal hydrogen (o-H2:75%, P-H2:25%) from NIST is
used for HEX1-2. On the other hand, HEX3-7 are filled with a catalyst, so the hydro-
gen properties used in these heat exchangers employ the equilibrium hydrogen physical
property method. This method can be obtained by modifying the heat capacity of the
para hydrogen from NIST. By using these properties in Aspen Hysys, we can relative
accurately simulate the performance of the heat exchangers in the hydrogen liquefaction
process. Since Aspen Hysys doesn’t have a built-in heat exchanger model for ortho-para
H2 conversion, equivalent heat exchanger models need to be customized to simulate this
process in catalyst-filled heat exchangers like HEX3-7. In cases where the para hydrogen
content at the outlet doesn’t reach the equilibrium state, the non-equilibrium conversion
efficiency is used to calculate the actual exit para hydrogen fraction. This is done by
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dividing the exit para hydrogen fraction by the equilibrium hydrogen fraction. The dif-
ference between the equilibrium and non-equilibrium conversion heat is then calculated
and set as the heat loss in the heat exchanger. This can be implemented in Aspen Hysys
using spreadsheets to perform the necessary calculations and provide a more accurate
model of the heat exchanger’s performance. The specific implementation process can be
further explained as shown in Fig. 2, which shows a schematic diagram of the catalyst-
filled heat exchanger and the attached hydrogen stream. The cutter is placed between
HEX1 and HEX3 to convert the property package model of hydrogen. This is necessary
because the hydrogen properties used in HEX1 and HEX3-7 differ due to the ortho-para
H2 conversion process taking place in the catalyst-filled heat exchangers. The hydrogen
outlet temperature of each heat exchanger is represented by T1-T6. At each temper-
ature, the corresponding equilibrium hydrogen content is represented as Xeq1−Xeq6.
After conversion through the catalyst-filled heat exchangers, the para hydrogen content
is represented as X′

1−X′
6. By using these values, we can calculate the non-equilibrium

conversion efficiency as the ratio of the para hydrogen content after conversion to the
equilibrium hydrogen content at the corresponding temperature. The difference between
the equilibrium and non-equilibrium conversion heat is then calculated and set as the
heat loss in the heat exchanger, which can be implemented using spreadsheet tools.
This allows for a more accurate simulation of the heat exchanger performance in Aspen
Hysys.

In Fig. 2, the temperature decreases from left to right, so the corresponding para
hydrogen content increases. The blue line represents the conversion heat that is released
as the ortho-para H2 conversion takes place in the catalyst-filled heat exchangers.
Hignored in HEX3 represents the heat duty difference between the enthalpy of normal
hydrogen and the equilibrium hydrogen at T1, which needs to be taken away in HEX3.
In each stage of heat exchanger, the equilibrium hydrogen enthalpy change is denoted
as Stream dH(i), where the H represents the mass enthalpy in kJ/kg, as shown in Eq. 1.

Stream dH(i) = HXeq(Ti+1) − HXeq(Ti) for i = 1 − 6 (1)

When the actual outlet para hydrogen content X′(i) does not reach the equilibrium
content Xeq(i) at stage i, it creates an excess heat difference in the heat exchanger,
Hexcess(i) represents the influence of this part which is shown in Eq. (3).

Hignored = HXeq(T1) − H(T1,0.25) (2)

Hexcess(i) = 2
(
Xeq(i) − Xi′

) × Hreaction(i) for i = 2 − 6 (3)

where theHreaction(i) is the reaction heat duty at temperature Ti. In addition to the excess
heat term, the heat duty at each stage of the heat exchanger also includes the equilibrium
hydrogen enthalpy change, Stream dH(i). Equations (4) and (5) represent the actual
heat duty and the heat correction value of the heat exchanger that needs to be added
to the actual heat duty to account for any deviations from the expected heat transfer
performance of the heat exchanger, respectively.

Qactual duty = Stream dH + Hexcess(i) − Hexcess(i+1) (4)
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Heat loss = Hexcess(i) − Hexcess(i+1) (5)

For i = 1–6,when i = 1, Hexcess(1) = Hignored

Validation of the equivalent heat exchanger

In Aspen HYSYS, the stand-alone conversion process of O-H2 to P-H2 can be achieved
through a conversion reactor. The conversion reactor is modeled by setting the reactants,
feed rates of reactants, reaction conditions (such as pressure, temperature, and catalyst),
and reaction kinetics models. To validate the accuracy of the conversion heat value
achieved by the equivalent heat exchanger unit, comparisons with data are performed in
this study. Following the model shown in Fig. 2, a calculation model for the conversion
reactor can be established as shown in Fig. 3 which shows a calculation model for the
conversion reactor, which consists of feed-in streams for normal hydrogen and catalyst,
a reactor, and an outlet stream for non equilibrium hydrogen.

Fig. 3. Conversion reactor units to model the process of o-p hydrogen in HEX3-5

The conversion heat that is released during the conversion process is calculated based
on the inlet and outlet conditions of the reactor. In order to ensure consistency between the
conversion reactor and heat exchangermodels, the parameters needed during the reaction
process, such as temperature, pressure, flow rate, and other data, can be transferred to the
corresponding variables in Fig. 3. Besides, the conversion rate in the conversion reactor
can be calculated using the actual para-hydrogen content, which is obtained from the
calculations in the equivalent heat exchanger model. The conversion rate is shown in
Eq. (6):

Conversion rate% = X′
i+1 − X′

i

1 − X′
i

× 100% (6)

In this equation, X′
i represents the para hydrogen content at the inlet of stage i, and

X′
i+1 represents the para hydrogen content at the outlet of stage i+ 1. The conversion rate

calculation takes into account the fact that not all of the normal hydrogen is converted
to para hydrogen in the conversion reactor due to equilibrium limitations.

As shown in Table 1, the results of heat duty of hydrogen stream calculated by
the conversion reactors and customized heat exchanger models are compared with the
HEX3-7. The results show that the customized models were able to produce accurate
predictions for the heat duty of the hydrogen stream, with errors ranging from 0.84 to
5.55%. These errors are within an acceptable range and indicate that the customized
models can be used to simulate the performance of the hydrogen liquefaction process.
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Table 1. Heat duty compared with the conversion reactor and customized heat exchanger

Heat duty of
equivalent heat
exchanger model

Heat duty of
conversion reactor

Absolute error Relative error

kW kW kW %

HEX-3 −19.04 −19.2 0.16 0.84

HEX-4 −32.75 −33.02 0.28 0.84

HEX-5 −41.53 −40.94 −0.59 1.45

HEX-6 −6.02 −5.71 −0.32 5.55

HEX-7 −10.15 −9.73 −0.42 4.33

Process optimization

The performance of the hydrogen liquefaction cycle is influenced by the process orga-
nization and operating parameters. The behavior of these parameters is complex, and
can be difficult to understand without the help of a process simulator. In this study, a
commercial process simulator, Aspen Hysys V12.1, was selected to model and analyze
the hydrogen liquefaction process. Aspen Hysys is a widely used process simulator that
allows for the simulation and optimization of a range of chemical and physical pro-
cesses. The use of a process simulator allows for the analysis of how different operating
parameters and process organization can affect the performance of the hydrogen lique-
faction process. By simulating the process under different conditions, we can optimize
the design and operation of the process to achievemaximum efficiency and performance.

The study has been performed on the basis of the following main assumptions:

(1) The pressure drop of each streams in the heat exchanger is 5kPa;
(2) The inlet and outlet helium state of the compressor are respectively 4bar, 298Kand

20 bar, 300K;
(3) Liquid nitrogen gas holdup of the thermal siphon heat exchanger outlet is 0.2;
(4) The temperatures difference of the heat exchangers in the same end is determined

by set;
(5) The nitrogen vent temperature is 298K;
(6) Non-equelium conversion efficiency of the hydrogen is 95%;
(7) The design mass flow rate of the hydrogen is 231kg/h.

Optimization objectives is inEq. 7 and the optimization variables and variable bounds
are showed in Table 2:

f(x)min = (W1 + WLN − W2 − W3 − W4)/QLH (7)

W1 is the power consumption of the compressor, kW;WLN is the power consumption
of liquid nitrogen (0.6 kWh/Kg), kW;W2-W4 is thework of expanderK-1,K-2,K-3,kW;
QLH is the mass flow rate of liquid hydrogen, kg/h.
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This paper uses the Eq. 7 without recover the turbine power as the objective function
with the optimizer in Hysys and the equivalent heat exchanger model to optimize the
process under the premise of the above variables and constraints.

Table 2. Optimization variables and variable bounds.

Variables Stream Lower bound Upper bound

Turbine pressure(bar) 6 21

Heat exchanger temperature T HX3 OUT 77 85

(K) T HX4 OUT 50 80

T HX5 OUT 30 70

T HX6 OUT 20 30

T HX6 OUT 20 30

3 Results

Specific power consumption is a crucial parameter in the design and operation of a
hydrogen liquefier. It represents the direct operating cost of the process, and optimizing
it is essential for maximizing the energy efficiency and reducing operating costs. The
unit energy consumption of the optimized hydrogen liquefaction process was found to
be12.61 kWh/kgLH2. From Fig. 4, the study found that the compressor and liquid nitro-
gen power consumption account for 68.34% and 31.66%of the total power consumption,
respectively. This information is useful for identifying areas where energy efficiency can
be improved. The total output power of the three expansion machines was found to be
104.4 kW, which accounts for about 3.58% of the total power consumption, so this part
of power is not necessary to be recovered.

Fig. 4. The power of the critical components in the hydrogen liquefier
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Fig. 5. The heat load and minimum temperature difference of the heat exchanger

To ensure that the heat exchangers operate efficiently and effectively, it is important
to consider the temperature difference between the hot and cold fluids. By limiting the
minimum temperature difference to 0.3-2K, the goal is to minimize the irreversible
loss of energy. This requires careful consideration of the thermal characteristics of the
system, including the design of the heat exchangers and the total investment. As shown
in Fig. 5, HEX1 has the largest heat load among all the heat exchangers in the system
and accounts for 78% of the total heat load. Therefore, its on-site installation limitations
should be carefully considered in the actual design. HEX2 and HEX3, on the other hand,
are designed as liquid nitrogen thermosiphon heat exchangers, which take advantage of
the latent heat of evaporation of liquid nitrogen. This facilitates the provision of a cold
source for isothermal conversion in HEX3. Below the liquid nitrogen temperature zone,
the heat load of HEX4-7 decreases sequentially.

Fig. 6 Conversion heat ratio and para hydrogen content of hydrogen stream from HEX3-7

The conversion heat of HEX3 is the largest among all the heat exchangers in the
system, accounting for about 50%, and the para hydrogen ratio is varied from 25 to
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47%.The final exit para hydrogen content reaches 95%, meeting the requirements of the
design requirement of the process, which shown in the Fig. 6.

4 Conclusion

In the process design of hydrogen liquefaction, the integral model of ortho and para
hydrogen conversion heat exchanger is crucial to accurately calculate the process param-
eters. In this study, an equivalent heat exchanger model was constructed using Aspen
Hysys to provide a newdesignmethod for hydrogen liquefaction, using the helium refrig-
eration hydrogen liquefaction model of 5tpd as an example. The method was validated
through an analysis of the key process parameters. By using this simulation methodol-
ogy, it is expected that future studies related to hydrogen liquefaction processes could
be facilitated. This approach allows for a more efficient and accurate design of hydrogen
liquefaction systems, which is crucial for the development of clean fuel technologies
and the transition to a more sustainable energy future.
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Abstract. Crack is always considered as a kind of defect on a catalyst layer in
a proton exchange membrane fuel cell (PEMFC), and its enhancement on mass
transfer ability has always been ignored. In this work, the crack effect analysis on
in-plane (IP) diffusivity on a catalyst layer is numerically evaluated by a D2Q9
lattice Boltzmann method (LBM). The effects on some key parameters like crack
length, width, quantity and shape are carried out. The IP concentration distribution
of crack CL shows deviation from the theoretical value, and this is because of the
tortuosity caused by the CL cracks. The crack shape has almost no effect on the
IP effective diffusivity, and the crack length shows a little bit more influence than
the crack width and quantity. The crack ratio of the CL is the dominant effect on
the IP mass diffusivity enhancement, and the lower the CL porosity is, the higher
this enhancement achieve.

Keywords: Proton exchange membrane fuel cell · Catalyst layer · Crack

1 Introduction

Cracks formation on CLs during the operational process mostly bring unexpected
defects, mostly regarded as degradations and failures. These defects occur at the crack
formation reign, including crack propagation to membrane pinholes, increasing in-plane
(IP) resistance (RIP) of CLs, formation of flooding areas and catalyst degradation [1].
Some operation conditions are prone to crack initiation, such as freeze-thaw (F-T) cycles
[2], dry-wet cycles [3], cyclic loadings [4], and ionomer degradation [5]. However, some
work has claimed the mass transfer enhancement by the cracks on CL [6–8].

In thiswork, to understand the crack effect on thePEMFCcatalyst layer IP diffusivity,
a lattice Boltzmann method D2Q9 model was employed. The normalized concentration
of air in the cracked CL was acquired, and the effective diffusivity of the complex crack
zone was calculated by the flux field. This model was validated by the analytical result
and shows relatively high accuracy. The effects on some key parameters like crack length,
crack width, crack quantity and crack shape were carried out.

© The Author(s) 2024
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2 Random Crack Domain Regeneration

A processed base crack regeneration method was employed to obtain a computational
field. The details of this method were described in our previous work [9]. The circle
crackswere introduced in this simulation because some formerwork showed a significant
enhancement in mass transfer using this CL structure [10]. The non-crack area (NCA),
the intact porous catalyst layer, and the crack area (CA), the chapped crack, were defined
in the computational domain. These two different regions have different properties on
diffusion.

3 Physical and Mathematical Model

3.1 Physical Description

In a cracked CL, the effective diffusivity Deff is determined by the NCA phase and CA
phase properties. Although the exact value of the Deff is hard to estimate, its value is in
the range of DCA and DNCA.

Deff ∈ [DCA,DNCA] (1)

TheNCA and CA phase in this research are porous CL structure and air, respectively.
The mass diffusivity Dp

O2
in the nanostructure is reported to be sensitive to the porous

CL structure due to the effect of Knudsen diffusion [11], which is shown as

1
Dp
O2

= 1
DKn

+ 1
DO2

(2)

The DO2 is oxygen diffusivity is equal to the DNCA, and the DKn is Knudsen
diffusivity. These values can be calculated as

DO2 = 0.22 × 10−4 (T/293.2K)1.5

p/1 atm
(3)

DKn = 4850dp
√

T
M

(4)

where p is the absolute pressure in atm, and is set to 2.5 atm (absolute pressure). T is
temperature in K, and is set to 353 K. M is the molecular weight of oxygen in g/mol,
and is set to 32 g/mol. dp is the characteristic pore size in cm [11]. The mean dp is used
in the modeling and an empirical correlation of the mean dp is given as

dp = 140.50ε2 + 68.35ε + 38.08 (5)

To obtain the diffusivity DNCA in the NCA media, a Bruggeman-like power law is
employed as [11]

DNCA = 1.07ε1.75 × Dp
O2

Combining Eq. (2)–(6), the diffusivity of NCA media at different porosities are
acquired. In this research, the porosity is in 0.25~0.45.
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3.2 Governing Equations

A 2D model is employed for the IP mass transfer analysis. Figure 1 illustrates the
computational domain of a cracked CL, and the governing equations for mass diffusion
can be expressed as following equations,

∂C
∂t = DNCA

(
∂2C
∂x2

+ ∂2C
∂y2

)
(7a)

∂C
∂t = DCA

(
∂2C
∂x2

+ ∂2C
∂y2

)
(7b)

The boundary conditions are described as

⎧
⎪⎪⎨
⎪⎪⎩

C = C1, y = L, 0 ≤ x ≤ L
C = C2, y = 0, 0 ≤ x ≤ L

f1,5,8 |x=0 = f1,5,8 |x=L

f3,6,7 |x=L = f3,6,7 |x=0

(8)

where C is the concentration. The top and bottom boundary are maintained at C1 and
C2 using famous Zou-he boundary conditions [12]. To ensure stability of the numerical
method, a small difference which is 0.01 is set between these two boundaries. The
periodic boundary is set at the left and right boundaries as previous works [13].

Fig. 1 Computational domain of cracked CL.

3.3 2D LBM Model Description

In this research, a two-dimensional (2D) LBM single relaxation time (SRT) model is
employed to solve the mass transfer phenomenon in different phases. The density distri-
bution function gα evolution equation for a two-dimensional nine-speed (D2Q9) LBM
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in both NCA and CA can be given as,

gα(r + eαδt, t + δt) − gα(r, t) = − 1
τ

[
gα(r, t) − geqα (r, t)

]
(9)

where r is the position vector, t is the real time, δt is the iteration time step, gα
eq is the

equilibrium distribution function of the evolution equation.
The gases phase in the NCA is assumed to be static, because the Peclet Number (Pe)

in the porous structure is relatively low. Thus, the gα
eq shows as [14].

geq(x, t) =
⎧
⎨
⎩
0, i = 0
1
6C, i = 1 - 4
1
12C, i = 5 - 8

(10)

The velocity vector ei for D2Q9 scheme is

ei =
⎧
⎨
⎩

(0, 0) i = 0
e
(
cos

[
π
2 (i − 1)

]
, sin

[
π
2 (i − 1)

])
i = 1, 2, 3, 4√

2e
(
cos

[
π
2 (i − 1)

]
, sin

[
π
2 (i − 1)

]) √
2i = 5, 6, 7, 8

(11)

and τ is the dimensionless relaxation time for NCA and CA, which is determined by the
diffusivity coefficient [15],

τCA = 3
2

DCA
(ρc)CA·c2δt + 0.5 (12)

and

τNCA = 3
2

DNCA
(ρc)NCA·c2δt + 0.5 (13)

where c is a pseudo sound speed, DCA and DNCA are the diffusivity coefficient in crack
area and non-cracked area, respectively. To ensure the continuities of the flux and density
distribution functions at the interface of different phases, the ρc is set to 1 in this model
[16]. Then the calculation of macroscopic quantities of the density and flux can be
obtained by

T =
∑
i

fi, (14)

J =
(∑

i

cifi

)
τ − 0.5

τ
. (15)

At the end of each computational loop, the effective diffusivity coefficient Deff can
be obtained by Fick’s law [17, 18]:

Deff = Lx ∫ JdA

(C2 − C1) ∫ dA
. (17)

where C2 and C1 are the boundary values of inlet and outlet boundaries, respectively.
Lx is the distance between these two boundaries, and A is the computational width of
the domain.

The normalized effective diffusivity coefficient Dn is defined as [19],

Dn = Deff /DNCA. (18)

TheDNCA is equal to theDO2 ,which is the oxygendiffusivity in bulk. This normalized
method makes the crack effect obviously on the diffusivity change of the CLs.
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4 Results and Discussion

4.1 Model Validation

Two typical structures, the “parallel” and the “series” model which are introduced in the
previous work are used to validate the LBMmodel [20]. In the model validation section,
the CR is set to 0.5. The DCA/DNCA value is set to 1–1000. Meanwhile, the domain side
length effect is also taken into consideration which is set from 300 to 5000 µm at the
resolution of 10 µm. The model validation result is shown in Fig. 2. When the domain
side length is small, the error value is big, and the error is sensitive to the ratio between
two conductivity values. To balance the computational consumption and an error less
than 1%, the domain side length is set to 3000µm, and the conductivity ratio is limited at
1:100. In another word, the representative element volume (REV) in this case is 3000µm
× 3000 µm.
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5.0 %

Fig. 2. Comparison between model prediction value and theoretical value.

4.2 IP Effective Transfer Properties Influenced by Cracks

Normalized Concentration with Diffusion Time. To evaluate the effect of diffusion
time on normalized concentration in the crack area, a bunch of simulations are designed.
The porosity of NCA is 0.3, and five different crack quantities are selected from 20 to
180. The triangle crack with 25 µm crack width are reconstructed, and every crack arm
length is random from 0 to 200 µm. As shown in Fig. 3, the average temperature at each
coordinate with 180 cracks is higher than that of 20 cracks. The DCA is significant than
the DNCA, thus a higher CR is good for mass transport in the CLs. After 15e5 lattice
steps, the computing converges, but none of the concentration reaches the theoretical
linear line. This is because the existence of cracks changes the real tortuosity of the mass
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Fig. 3. The normalized concentration distribution with different time steps.

transfer. Furthermore, the more crack quantity, the farther the concentration deviates
from the theoretical value.

NormalizedConcentrationwithCrack Shape. To evaluate the effect of crack shape on
the on normalized concentration in the crack area, three kinds of domains with different
crack shape, which are linear cracks, circle cracks and triangle cracks were employed.
The porosity of NCA is 0.3, and the CR were set to 0.15 ± 0.05. The triangle cracks
case shows a little higher normalized concentration than that of linear crack and circle
crack cases. However, when the calculation converges, all three cases shows similar
normalized concentration distribution. In addition, the deviation of the computational
value from the theoretical value is caused by the cracks affecting the tortuosity of the
computational domain (Fig. 4).

Crack Ratio Effect on Diffusivity. To understand the effect of crack ratio on effective
diffusivity, the relationship between crack ratio and normalized diffusivity was carried
out. TheNCAporosity is set to 0.2 and theDNCA/Dbulk is 0.04111. Different crackwidth,
length and quantity cases are carried out.Meanwhile, the parallel model and seriesmodel
are also used as the upper and lower limit of the normalized diffusivity. With the CR
increase from 0 to 0.15, the normalized diffusivity of crack width case, crack length case
and crack quantity case increase from 0.0411 to 0.0682, 0.0780 and 0.0866, respectively.
Thus, the crack length shows the highest influence on the IP mass transfer enhancement.
The computational model result is between the parallel model and series model results
(Fig. 5).

NCA Porosity Effect on Diffusivity. A lower porosity will cause a lowerDNCA, and the
relationship between these two parameters is shown in Eqs. (2)–(6). When the porosi-
ties are 0.2, 0.3, 0.4 and 0.5, the DNCA/Dbulk are 0.0411, 0.089, 0.1579 and 0.2452,
respectively. And the simulation is carried out for these four cases. Result shows, with
the crack ratio increase from 0 to 0.17, the IP diffusivity enhancements of 0.2, 0.3, 0.4
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Fig. 5. Diffusivity change caused by crack ratio change.

and 0.5 porosity cases are about 96.93%, 63.86%, 43.40% and 30.08%, respectively.
Considering the relative low porosity of CL structure, this enhancement shows great
potential to enhance the IP mass transportation of oxygen phase and water vapor phase
(Fig. 6).
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Fig. 6. Diffusivity change caused by NCA porosity change.

5 Conclusions

In order to understand the crack effect on the PEMFC catalyst layer IP diffusivity, a
lattice Boltzmann method D2Q9 model was employed in this research. The normalized
concentration ofmass transport was acquired, and the effective diffusivity of the complex
crack zone was calculated by the flux result. The following conclusions were mainly
obtained:

1. The LBM model shows good accuracy when the diffusivity ratio is bigger than 1:
100. The error is below 5%when the domain size is 300 µm× 300 µm, and the error
is below 0.5% when the domain size is 3000 µm × 3000 µm.

2. For a triangle crack, the crack length shows a little bit more influence than the crack
width and quantity. However, comparing to the parameter including length, width,
quantity and shape, the CR plays the dominant role in the diffusivity enhancing.

3. Considering the relative low porosity of CL structure, there is a great potential to
enhance the IP mass transportation of oxygen phase and water vapor phase by design
the cracked morphology.
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Abstract. Countries worldwide are shifting to a hydrogen economy in response
to stringent environmental regulations, and hydrogen transport between coun-
tries is expected to increase in the medium to long term. Although hydrogen is
traded between countries in different forms such as ammonia, liquid hydrogen,
and methanol, from the perspective of volume density and production/demand
area without a separate process, the transportation of hydrogen in liquid form
is the potential way for large-scale transportation of hydrogen in the future.
This article aims to highlight the opportunities and challenges technical for the
ocean-going liquid hydrogen carriers. An overview of development state-of-the-
art and key technical challenges of liquid hydrogen carrier ships are summarized,
including regulation, the cargo containment structure and insulation, boil off ratio
(BOR) evaluation, boil-off gas (BOG) handling system and propulsion system.
Finally, detailed technical route of the key technology required by future liquid
hydrogen carrier is extrapolated, and securing a possible design through various
technological alternatives.

Keywords: Liquid hydrogen carrier · Insulation · Boil off ratio · BOG
handling · Propulsion system · Technical insight

1 Background and Motivation

With the strengthening of international environmental regulations and the geopolitics
of the Russia-Ukraine war, the energy market will undergo rapid changes in the future.
The Paris Agreement adopted on December 12, 2015 is not only a substitute for emotion
in Kyoto, but also a consensus of the international community on greenhouse gases
(GHGs) [1].Most advanced and developing countries have participated in the agreement,
186 countries put forward the goal and contribution plan of reducing greenhouse gas
emissions. Investment in new renewable energy has being increased in recent years, but
the fluctuations in new renewable energy production and difficulties in trading renewable
energy resources across countries are considered the biggest hurdles obstacles to the
utilization of renewable energy. To break through the limitations of this new renewable
energy, hydrogen energy has attracted attention. Hydrogen uses fuel cells to generate
carbon free electric energy and heat energy that can be easily converted into renewable
energy [4]. Hydrogen energy produced by water electrolysis with renewable energy is
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best solution to balance the problem of renewable energy fluctuation and imbalance in
various countries. China is today the largest hydrogen consumer in the world, at about
24 MtH2/year in 2020 [5].

Niermann et al. investigated hydrogen exports from Algeria to Hamburg [6] and
analyzed the feasibility of different liquid organic hydrogen carriers (LOHC), pipeline
transportation and bulk transportation of liquid hydrogen. In a similar study, chain energy
efficiency and costs for ammonia and LH2 sea transport from northern Norway to Rot-
terdam and global (Tokyo) were estimated by Ishimoto et al. [7]. The energy efficiency
and life-cycle costs of energy transported by submarine high-voltage cables are com-
pared with pipeline hydrogen transport, compressed hydrogen ship and liquid hydrogen
with different distances in [8]. Hydrogen can be transported by ship in the form of
LOHC, ammonia or liquefied hydrogen and ammonia carriers have been commercial-
ized and widely used in industrial. For LOHC carriers, ordinary chemical carriers can
be used, so it is not necessary to further develop new technologies [9]. The above three
recently published overlap papers, they all agree that liquid hydrogen (LH2) is the most
promising option for long-distance seaborne hydrogen transport. Coincidentally, the liq-
uefied hydrogen transport ship aims to the demonstration of liquefied hydrogen transport
between Australia and Japan. At the end of 2019, Kawasaki Heavy Industry of Japan
built a world’s first liquid hydrogen carrier with two 1250 m3 double-shell vacuum liq-
uid hydrogen storage tank, which horizontal cylindrical pressure vessel freely enable
thermal shrinkage for transporting LH2 [10].

Several economic analyzes on the hydrogen supply chain including maritime trans-
portation of liquefied hydrogen have been performed, but few studies has been done on
the technical characteristics of liquefied hydrogen carriers. Although Japan has com-
pleted the construction of liquid hydrogen ships, this is only an experimental attempt.
Therefore, this is a comprehensive and difficult task, because the volumes are vast and
data sets, and the necessary methodology statement may not be fully available. A com-
prehensive comparison of theories and assumptions, methodological choices and levels
of technical abstraction is beyond scope of this paper. Therefore, we review and discuss
the most obvious differences in the existing liquid hydrogen carrier or conceptual design
assumptions, and extrapolate the preliminary technical appearance of the future liquid
hydrogen ship. While identifying detailed technologies necessary for the development
of liquefied hydrogen carriers in the future and securing various technical alternatives,
the technical feasibility of liquefied hydrogen carriers is analyzed.

2 Classification of Liquid Hydrogen Carrier Tanks

The capacity of the liquefied hydrogen carrier depends on the economics of the lique-
fied hydrogen supply chain which have a significant impact on the analysis. Therefore,
referring to the LNG ship type, the possible capacity of each tank type of the liquefied
hydrogen carrier is analyzed. As shown in Fig. 1, membrane and type B tanks are applied
to large LNG carriers, and Type C tanks are mainly applied to small LNG carriers or
bunkering ships.

The Type C tank has the advantage of higher design pressure and ability to store
BOG in the tank due to its relatively pressure build-up (accumulation) system locking
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Fig. 1. Classification of cargo tanks for ships

BOG into the cargo tank, but has the disadvantage of being difficult to enlarge due to
its shape and having low space efficiency. Hyundai Heavy Industries Group completed
the conceptual design of a 20 K class liquid hydrogen carrier and received Approval in
Principle (AIP) certification from the Korean Register of Shipping. Based on this, it is
expected that it will be possible to manufacture up to 5000 ~ 6000 m3 per type C tank,
and it is judged that the capacity of the liquefied hydrogen carrier can be up to about 20
K depending on the number of tanks.

Membrane type tanks have high space efficiency and can be manufactured with a
capacity of 160 K or higher based on LNG carriers. However, since this is a judgment
from the viewpoint of manufacturability of the tank, it is also necessary to consider the
possibility of applying an appropriate insulation system according to the capacity.

3 State of the Art and Extrapolations of Hydrogen Tanks Boil
off Ratio

3.1 Type-C Tank

Liquid hydrogen storage and handling technology was first developed and applied by
NASA aerospace projects [11]. The world’s largest spherical LH2 storage tank with
approximately 3200 m3 LH2 capacity was built in the 1960s. The absolute value of
the boil off gas is reported about 530 gal/day, which corresponds to boil off ratio of
approximately 0.0625% per day [12]. Different types of LH2 tanks have been designed
and brought to market by Linde, the BOR of which is decided by size, shape, insulation,
environment and usage pattern. For example, a cylindrical tankwith a capacity of 300m3

has a boil off ratio of 0.3% per day, while a spherical tank with a capacity of 1100–
2300 m3 has a boil off ratio of less than 0.1% per day [13].

In the 1980s KHI built spherical LH2 tanks with a volume of 600m3 and 540m3 LH2
capacitywhich achieves a boil off ratio of 0.18%per day [14].After 30 years of operation,
no degradation in insulation performance has been detected by KHI [15]. By 2020, 1250
cubic meters of horizontal cylindrical seaborne tank have been put in operation [16],
the spherical onshore terminal tank achieves thermal insulation performance with ≤
0.1% per day boil off ratio [17]. Recently, a basic principle design of 11,200 m3 volume
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spherical LH2 tank with≤ 0.1% per day boil off ratio performance have been completed
by KHI and certified by the classification society [18].

Most hydrogen storage vessels are double-layered with a vacuum in the middle.
The space between these can also contain other materials, such as aluminum-coated
polyester sheets, alternating layers of aluminum foil as well as fiberglass. The vacuum
aims to reduce losses by conduction and convection, while the alternated layer aims to
reduce losses by radiation [19]. Heat loss can also be reduced by reducing the ratio of
the exposed surface to the volume of the tank, which is the reason why spherical tanks
are often used to store the liquid hydrogen. That can be seen as a trade-off with cost.
Although the surface-volume ratio of cylindrical tanks is higher than that in spherical
tanks, they are easier to manufacture due to the low costs, thus making them more
common. The boil-off ratio depends on the size of the tank and the intended pattern of
use. For example, a 300 m3 small tank has boil off ratio of 0.3% per day, while tanks of
1100–2300 m3 can already achieve boil off ratio of less than 0.1% per day [20].

Based on the brief review above, it is reasonable to assume that low boil off ratio
can also be achieved when LH2 cargo tanks are sized close to the capacity of today’s
Liquefied Natural Gas (LNG) carriers. Since boil off ratio of 0.06–0.25% per day is
already achieved for tanks between 100 and 4000 m3, a natural question is that whether
it will facilitate or impede achievable performance of low boil off ratio if further scaling-
up tanks volume.Under the assumption ofwell insulated tankwith a uniform temperature
distribution inside, the heat flow into tankLH2 will proportional to the difference between
the ambient temperature and the LH2 temperature (K), overall heat transfer coefficien
t(W m−2 K−1) and the tank surface area (m2), as shown in Eq. (1).

Qin = (T∞,ambient − T∞,LH2)UoverallAsurface (1)

The boil off ratio is defined as the ratio of the amount of evaporated gas produced
per unit time to the full tank inventory, but [% per day] is a more commonly used unit
for cryogenic storage tanks. Qin is heat (kW), V tank is volume (m3), ρLH2 is the density
of liquid hydrogen (kg/m3), Levap,LH2 is the latent heat of vaporization (kJ/kg), Asurface
is the surface area (m2), and Uoverall is overall heat transfer coefficient (W m−2 K−1).
The boil off ratio (% per day) can be expressed as:

BOR(%/day) = Qin

Levap,LH2
· ρLH2 · Vtan k

· 24 · 3600 · 100% (2)

where the units in the equation are international standard.
From (1) and (2), it can be found that the boil off ratio is proportional to the ratio of

surface area to volume, which is usually called specific surface area. For spherical and
cylindrical tanks, Fig. 2 gives how the specific surface area changes with size. It can be
observed that it will decline sharply with the increase of trading volume, while on the
other hand, it will rise sharply for sufficiently low trading volume.

To further illustrate the effect of size on the boil off ratio at the achievable design
point, Fig. 3 shows the change of daily the boil off ratio with the total heat transfer
coefficient and spherical tank volume. The ambient temperature is set at 288 K. For
simplicity, it is assumed that the storage tank contains 1.2 bar (a) of pure saturated liquid
to hydrogen, and the air-fuel rate is 10%. The liquid density and temperature can be
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Fig. 2. Relation between internal surface area and volume for cylindrical and spherical tanks

retrieved respectively from the thermophysical properties in REFPROP [21], and the
specific heat of evaporation (hevap. LH2) is 443.17 kJ/kg. For any fixed value of U, the
daily the boil off ratio decreases significantly with the increase of tank size. The daily
boil off ratio decreases by about 54% when the volume increases by 10 times (e.g.
for 1000 m3 relative to 100 m3). Apart from these correlations based on equation, the
rough data of three spherical tanks existed of different sizes and vintage [22], and the tank
performance of other two indicators [13, 18] are also plotted in the same chart. Reference
[6–8] is also included. The estimated value of the total heat transfer coefficient U of each
tank can be read from the curve intersected with the data point, and it indicates that [12,
13, 17] is about 0.004 W m−2 K−1. In theory, if the storage tank [13, 14] or [17] can
be further scaled with U unchanged, the boil off ratio would be reduced to about 0.07%
per day with a volume of 10,000 m3. The corresponding figure of [22] would eventually
reach about 0.17% per day.
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Fig. 3. Evaluation for the relation between spherical LH2 tank volume, overall heat transfer
coefficient and daily BOR.

As these illustrative examples show, due to the reduction of surface-to-volume ratio,
the increase of size and diameter is usually beneficial to the low-voltage insulation system
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[23]. It is still to be identified what is the best technical and economic boil off ratio of
large LH2 transport carriers in the future [24], and its size is equivalent to the current
LNG tanker. This is an overall research and development task. It is necessary to weigh
tank design and thermal insulation layout with a series of trade-offs, some of which may
relax some restrictions, such as balancing boil off ratio and energy demand of propulsion
and auxiliary systems. Multidisciplinary capabilities at different levels are required,
including construction and materials technology, thermodynamics and fluid dynamics,
mass and heat transfer, thermal process, naval architecture, and power and propulsion
systems. In the research project, “LH2 Pioneer—Super Insulated Marine Containment
System for Global LH2 Ship Transportation” led by SINTEF, LH2 containment and
thermal insulation, cargo loading and marine hydrogen re-liquefaction process are the
key research topics [25].

3.2 Membrane Type Cargo Tank

Therefore, in order to determine the thermal insulation performance of membrane tank
insulation, it is assumedwell insulatedmembrane cargo tank with a uniform temperature
distribution both inside and outside of insulation layer. Excluding insulation mounting
members, piping, support members and cargo handling systems, only the thermal insu-
lation and heat transfer around cargo tank which volume is assumed to be cubic are
considered. The heat flowing into the cargo tank will be proportional to the difference
between the outer surface temperature of the insulation layer and the LH2 temperature
(K), the outer surface area and the thermal conductivity, as represented in the Eq. (3).

Qin = λ · (T∞,out − T∞,LH2)

Dthickness
· Asurface (3)

BOR(%/day) = Qin

Levap,LH2
· ρLH2 · Vtan k

· 24 · 3600 · 100% (4)

This paper only considers heat conduction for the outer surface temperature of the
insulation layer of 0 °C and the inner temperature of − 253 °C, the volume of the
cargo tank varies from 1000 to 60,000 m3, and the thickness of the insulation layer is
between 0.5 and 2.5 m. Due to the different areas of the hot and cold ends, the average
value of the insulation outer area is considered as the outer area of the cargo volume
for the conduction heat input calculations and following calculation formula is shown
in (4). Dthickness and λ represent the thickness (m) of the insulation layer and thermal
conductivity (W m−1 K−1).

Through the summary of the above literature, it is reasonable to assume that the boil
off ratio of the liquid hydrogen cargo tank which is supposed to cube cargo tank is set
at 0.2% per day. Figure 4 shows the requirements for the thermal conductivity of the
thermal insulation layer in liquid hydrogen shipswith different capacities and thicknesses
of the thermal insulation layer. As mentioned above, since this is a calculation for a fully
enclosed cargo tank that does not include other heat input components, it is necessary to
apply an insulation with a lower thermal conductivity than that shown in this result when
other heat leaking components are considered. It is obvious from the figure that with the
increase of the volume of the cargo hold, the thermal conductivity gradually increases
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but its increase rate gradually decreases, which means that when the volume of the cargo
tank reaches a certain value, the benefits obtained by improving the thermal insulation
performance of the insulationmaterial are significantly reduced and the benefits aremore
pronounced with the thickness of the insulation. However, increasing the thickness of
the insulation layer will affect the usable space of the cargo tank and bring about the
problem of lower loading economy. Therefore, this is a pair of contradictions and need
to find the best balance point.
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Fig. 4. Thermal conductivity of thermal insulationmaterials required for liquefied hydrogen tanks
with different volumes

Table 1 shows the conductivities of insulation materials applicable to tanks of cryo-
genic cargo which are commonly used in current industry. Among the proposed mate-
rials, VIP is the only material with λ < 0.01 W m−1 K−1 and MLI exists as a better
heat-insulating property than VIP. But considering the vacuum structure transformation
of the membrane insulation system, it is judged to be technically difficult to apply.

Table 1. Thermal conductivity of insulation material

Insulation material Thermal conductivity (W m−1 K−1) Source

Mineral wool 0.035–0.045 [26]

Polyurethane 0.017–0.024 [26]

Expanded polystyrene 0.035–0.04 [26]

VIP 0.002–0.008 [26]

Glass bubble 0.047–0.2 [27]

When VIP is applied to the inter barrier space (IBS) of the liquefied hydrogen
membrane tank, the temperature is lower than that of the IBS of the existing LNG cargo
tank, so there is a difference in operating concept. The IBS of the existing LNG cargo
tank was operated in the form of nitrogen purging, but the IBS of the hydrogen cargo
hold cannot perform nitrogen purging because there is an area where the temperature
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is lower than the freezing point of nitrogen (− 210 °C). A method of applying helium
instead of nitrogen is also possible.

It is possible to apply a vacuum to the IBS space, but it is necessary to develop and
verify the technology for applying/maintaining a vacuum in a large space. In the case
of an LNG membrane tank, a vacuum of − 800 mbar is applied through a global test
to confirm the airtightness of the primary barrier, so it is expected that a certain level of
vacuum application is structurally possible. However, in a liquefied hydrogen carrier, it
is necessary to verify whether the vacuum can be maintained during the life cycle of the
ship and whether freezing of nitrogen or the like occurs at the corresponding level of
vacuum. When vacuum is applied to the IBS, the effects of air condensation and oxygen
enrichment due to air inflow in case of vacuum loss should be considered. In addition,
the correlation between the reduction in vacuum and the amount of BOG generated
due to VIP aging should be considered. Figure 5 is an example of an insulation system
arrangement for a membrane tank.

Primary Barrier

VIP

PUF Panel

Secondary Barrier

Vacuum or Inerting

Fig. 5. Example of an insulation system for LH2 membrane tank in the future.

4 BOG Handling System and Propulsion System

The development of BOG handling and propulsion systems needs to be considered
together with the tank insulation system. In other words, it is anticipated that it will be
necessary to develop an insulation system that will control BOG generation to levels
required for propulsion/power generation. Furthermore, re-liquefaction of BOG and
combustion via Gas Combustion Unit (GCU) is also possible. However, in the case of
re-liquefaction, a large amount of energy is consumed compared with the re-liquefaction
of LNG, so its application is limited and it is unrealistic to apply it in the short to medium
term [28]. Example of BOG handling system and propulsion system in illustrated in
Fig. 6.

LNG-based rules prohibit the release of BOG into the atmosphere except in emer-
gency situations because air pollution is closely related to the greenhouse effect and
methane emissions [29]. In the case of hydrogen, there is no risk of air pollution, so it
is considered necessary to establish a certain area around the exhaust point as a safety
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zone to eliminate the risk of fire/explosion, and to examine whether natural discharge
after dilution can be performed without a separate BOG treatment facility.

Hydrogen canbeusually used in thefield of fuel cells (seeTable 2).Due to the absence
of moving parts, fuel cells have some advantages like very low noise, low vibration
and low pollutant emissions. However, the tolerance to impurities are their challenges,
especially the proton exchange membrane fuel cells (PEMFCs) and shock resistance.
PEMFCs and solid oxide fuel cells (SOFCs) are both effective at about 60%. Besides,
SOFCs has an additional advantage [30]. They can operate under high temperature (700–
1000 °C), which implies that they can be used to generate steam and power needed in
steam turbine. The overall system efficiency can be increased to about 80% [31]. As
for the both technologies, the additional ancillary components (e.g. plant balancing)
reduce the overall efficiency of a few percent. These losses become higher as long as
the fuel cells become larger. The specific power (kg/kW) of SOFCs is lower than that of
PEMFCs. They have high operating temperatures, long start-up times and poor tolerance
to load variations. Internal combustion engines (ICEs) become more efficient owning to
the larger sizes, which have a higher average power density, lower costs as well as more
tolerance to load changes, and lasts longer. Some disadvantages of them can be noticed
such as noise, vibration and low efficiency.

5 Conclusions

Trade of hydrogen between countries will be carried out in the form of ammonia, liq-
uid hydrogen, LOHC, etc., taking into account the renewable energy resources of the
exporting country and the hydrogen usage type and technological maturity of the import-
ing country, and will not be traded in only one form. Therefore, in this article, the key
technology or potential demand technology are listed.

(1) Development of efficient insulation system.

• For type C tank, vacuum and MLI/glass bubble insulation technology need to
develop application technology.
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Table. 2. Comparison between direct hydrogen use in fuel cells and ICEs

Performance ICE PEMFC SOFC GAS TURBINE

Conversion efficiency (%) 50 52 60 35

System efficiency (%) 50 56 80 58

Cost (USD/kW) < 500 > 1500 > 4500 –

Specific power(kg/kW) 2–11 4 50 1.25–2

Partial load efficiency High High High Low

Tolerance to load variations High Medium Low High

Maturity High Medium Low High

Lifetime High Low Low –

Noise/vibration High Low Low High

NOx and hydrocarbon emissions Medium Low Low Medium

• ForMembrane tank, IBSvacuummaintenance andVIPaging technology research
are required.

(2) Development of an efficient hydrogen BOG treatment system and propulsion system
are needed.

• Large-capacity fuel cell (PEM or SOFC) needs to be developed.
• Hydrogen BOG dilution emission method needs further verification and inspec-

tion.

(3) Considering the low density of liquefied hydrogen, stability, propeller immersion,
draft changes (cargo loading/unloading), etc., it is necessary to optimize the linear
design of the hull.

At the beginning of the introduction of liquid hydrogen carriers, about 20,000–
40,000 m3 capacity liquid hydrogen carriers equipped with type C tanks with relatively
low technical hurdles are suitable, and in the long term it is considered necessary to
develop membrane-type liquid hydrogen carriers. In order to succeed in the commer-
cialization of liquefied hydrogen carriers, the reliability and safety of the technology
have to be ensured, and there are still technical challenges to be overcome. It is expected
that domestic shipyards will successfully enter into the technology of liquefied hydrogen
carriers by utilizing their know-how in developing LNG carriers, which is their strength,
and that liquefied hydrogen will play an important role in the hydrogen supply chain.
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Abstract. Hydrogen fuel cell has great potential in replacement of traditional
fossil energy systems to decrease carbon dioxide emission. Vortex blower is a key
device in the hydrogen recirculation system, which need to be studied deeply to
improve the performance of the whole fuel cell. In this paper, the steady internal
flow of a hydrogen vortex bower was numerical simulated, and the effect of blade
number and blade flapping angle on the performance was studied. The simulation
results were compared with experimental data, and the deviation of simulation
in choking condition was observed. With the validated simulation method, the
influence of blade number and flapping angle was studied. Higher blade number
causes more friction, and less blade number leads to flow separation. The negative
flapping angle also has the effect on depressing low-pressure region. This research
illuminates the simulationmethod can be further applied to the aerodynamic study
and structure optimization of vortex blower.

Keywords: Hydrogen vortex blower · Experiment · Blade number · Angle

1 Introduction

Hydrogen fuel cell is considered as a promising option in replacement of traditional
fossil energy systems with high efficiency, low emission, and short refueling time. In the
automotive industry, polymer electrolyte membrane fuel cell (PEMFC) is used widely.
To ensure the operation stability and the duration of membrane, adequate hydrogen is
critical for the anode, and same to the cathode with air. The hydrogen ratio defines the
ratio of hydrogen inlet mole flow and mole flow consumed by fuel cell stack and it is
usually greater than 1. Therefore, hydrogen recirculation system is required to reuse the
excess hydrogen from anode exhaust gas, which improves the total efficiency of PEMFC
and minimizes environmental pollution [1]. There are many researchers [2, 3] focusing
the control strategy and control system simulation of hydrogen recirculation system.

Vortex blower is the key device in hydrogen recirculation system, which inputs work
to anode exhaust hydrogen, and it is one of the most energy-consuming devices in
PEMFC. Hence, a high efficiency vortex blower is desired for a superior performance
PEMFC. Many researchers analyze vortex blower through experimental analysis, theo-
retical analysis, and simulation analysis. Song [4] discussed about the experimental char-
acteristics of forward and backward bending impeller, which showed little difference in
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large flow condition. Badami [5] proposed a theoretical model with the consideration of
clearance to study leakage. Han [6] analyzed the effect of different blade thickness and
blade number, and also predicted fatigue life of blade through simulation. Cai and Zhang
[7, 8] studied the influence of blade bending direction and bending angle on flow charac-
teristic of vortex blower with simulation method. In addition, many researchers focus on
aero-acoustic and noise simulation [9–11]. This study simulated the flow characteristic
of a compact hydrogen vortex blower with experimental data.

2 Numerical Simulation

2.1 Geometry Modelling

As shown in Figs. 1 and 2, the vortex blower consists of two main parts, stational flow
path with inlet and outlet, and impeller with rotational flow path. The rotational speed of
impeller is 10,000–23,000 rpm. The diameter of inlet and outlet is 5 mm. The impeller
inner diameter is 27 mm and outer diameter is 76 mm. The impeller has 36 blades. The
thickness of blade is 0.8 mm. The fluid domain was calculated by interference operation.
To ensure the full development of the flow, extension is added to both inlet and outlet,
with length as same as the impeller outer diameter of 76 mm.

Fig. 1. Stator of vortex blower.

2.2 Mesh Generation

Poly-Hexcore meshes were generated separately on stational flow domain and impeller
domain by Fluent Meshing 2020 R1, Fig. 3 shows the Poly-Hexcore meshes of impeller
domain and stational flow domain. Mesh independency was checked by refining the
impeller domain and checking the pressure difference between inlet and outlet. The
inlet flow of mesh independency checking state was set as 12.60 m3/h with rotational
speed 17,000 rpm. Four groups of impeller domain mesh were generated with 921,221,
1,228,781, 3,872,419, and 5,853,783. The static pressure differences between inlet and
outlet were simulated, and compared with the result from experiment (see Table 1). By
consideration of both accuracy and computational resource, mesh group 1 was finally
chosen for following numerical simulation.



Influence of Blade Geometry on Performance of Hydrogen 165

Fig. 2. Impeller of vortex blower.

Table 1. Mesh independency checking results.

Mesh group Mesh number Static pressure difference Error (%)

1 921,221 3189.4 7.24

2 1,228,781 3146.9 5.81

3 3,872,419 3146.8 5.81

4 5,853,783 3205.9 7.80

Experimental data – 2974.0 –

Fig. 3. Poly-hexcore meshes of impeller domain and stational flow domain.

2.3 Solver Setup

In this study, all numerical simulations were conducted by Fluent 2020 R1. To achieve
temporal accuracy and numerical stability in transient simulation, Courant number Co
is required less than 1. The Courant number is defined as:

Co = δt|U|
δx

(1)
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where δt is the where is the time step, |U| is the magnitude of the velocity and δx is
the cell size. Because the rotational speed of the vortex blower is at the scale of ten
thousand, according to Co, the time step should be chosen little than 10−5 s, which
will cause enormous computational effort. Therefore, in this study, simulations were
completed with MRF method. The interface between the stator and the impeller is not
conformal. In Fluent, there are several methods dealing with non-conformal interface,
periodic boundary condition, periodic repeats, coupled wall, matching, and mapped.
Because the couple wall interface has no flow exchange between two sides of interface,
it is not suitable for the simulation in this study, and neither is mapped method, which
is always combined with coupled wall.

The viscous model was selected as realizable k-ε two equation model, which is suit-
able for high Reynolds number flow.With k-ε model, near-wall treatment method should
be selected. Scalable wall functions, non-equilibrium wall functions, and enhanced wall
treatment are all suitable for this kind of simulation. By comparison with experimental
data, enhanced wall treatment was finally chosen. Coupled scheme was used for pres-
sure velocity coupling, with all velocity-relative terms in second order upwind scheme.
For better convergence, pseudo transient option was chosen. As to boundary conditions,
mass flow inlet and pressure outlet were selected.

3 Results and Discussion

3.1 Internal Flow Simulation

The flow characteristic of the vortex blower was obtained by four groups experiments
on a standard blower test rig. In every group of experiments, the valve opening was set
as a constant, and by increasing impeller revolution speed from 10,000 to 23,000 rpm,
the mass flow and pressure difference were recorded.

The internal flow simulation was conducted based on the experiments. The rotational
speed and inlet mass flow were set as same as experimental data, and the pressure
difference was computed numerically. The error was acceptable in engineering with
less than 20%. Hence the validation of internal flow simulation was checked. In Fig. 4,
four groups of simulation results and experimental data were plotted. From group 1 to
group 4, the valve opening was increased. Black squares represent experimental data
and red circles are simulation results. From left to right on x axis, the rotational speed
is increased from 10,000 to 23,000 rpm.

From Fig. 4(a)–(d), the deviation between simulation results and experimental data
is growing. The reason for this deviation is that the mass flowwas increasing from group
1 to group 4, and the vortex blower was operated with over inlet flow outside the design
region, which caused choking condition. This is also a characteristic phenomenon of
vortex blower, that it is more sensitive to choking condition than surging condition.

In Fig. 5, the pressure contours of interface between stator and rotator was plotted.
The fluid is pressured sequentially by bladeswith the high-speed rotation of impeller, and
the blade structure has influence of the flow pattern on the interface. The flow pathlines
were shown in Fig. 6 and a series complex eddy structures near inlet were observed
with low velocity. The low-energy flow was gathered around the inner circle of impeller,
which will cause flow separation. Because of the centrifugal force, the flow separation
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(a) Group 1                                (b) Group 2 

(c) Group 3                         (d) Group 4

Fig. 4. Experimental data and simulation results of the vortex blower. Black squares represent
experimental data. Red circles represent simulation results. The rotational speed is increased from
10,000 to 23,000 rpm from left to right on x axis.

near outer circle region was depressed. In the Fig. 7, the pressure contour of impeller
also showed pressure gradient both from inlet to outlet and inner circle to outer circle.

Fig. 5. Pressure contours of interface between stator and rotator.
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Fig. 6. Pathlines colored by velocity magnitude.

Fig. 7. Pressure contour of impeller.

3.2 Influence of Blade Parameters

In following simulation, the operation point with rotational speed of 17,000 rpm and
inlet mass flow of 12.60 m3/h was selected to study the influence of blade parameters to
the performance of the vortex blower.

Firstly, the effect of blade number was studied. With the blade number changing
evenly from 34 to 42 by 2, six new impeller models were generated. Under the selected
operation point, the pressure difference between inlet and outlet was simulated as shown
in Fig. 8. With the decrease of blade number, the pressure rise of the vortex blower is
increasing. With the same revolution speed, the more blade number means the more
friction between fluid flow and blades, which explain the tendency. Besides, the more
blade number makes choking condition more easily to happen. So, higher blade number
does not benefit the internal flow of vortex blower.

The pressure contours of the interface between stator and rotator are shown in Fig. 9.
Blade number is 34 on the left. Blade number is 42 on the right. The main flow patterns
with blade structure are observed on both sides. However, the pressure contour of 34-
blade-number impeller is much more uneven compared with 42-blade-number impeller,
though the pressure rise is higher.
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Fig. 8. The pressure rises of vortex blower with different blade number at rotational speed of
17,000 rpm and mass flow of 12.60 m3/h.

Fig. 9. Pressure contours of interface between stator and rotator. Blade number is 34 on the left.
Blade number is 42 on the right.

Figure 10 shows that, in the 34-blade-number impeller, there is a large low-pressure
region at the suction surface near inlet, which means sever flow separation. With flow
separation, larger secondaryflowandother eddy structureswill lead to higher energy loss.
To ensure the performance of vortex blower with less blade number, further experiments
should be done, and there will be an optimal number of blades for specific vortex blower
structure.

Secondly, the influence of blade flapping angle was simulated. Blade flapping angle
is defined as the space angle between rotation axis and blade plate. In addition, the
blade flapping angle is positive when the flapping direction is the same as the rotational
direction. In the baseline impeller, all blade plates are parallel to rotation axis, and
the blade flapping angle is 0°. New impeller models with blade flapping angle of 5°
and − 5° were shown in Fig. 11 left and right. The rotational direction of impeller is
counterclockwise face to the paper.

These two impeller models were simulated and compared with baseline impeller as
shown in Table 2. The positive flapping angle got higher pressure rise than baseline,
and the negative flapping angle got lower pressure rise than baseline. By observing the
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Fig. 10. Pressure contours of suction surface near the inlet. Blade number is 34 on the left. Blade
number is 42 on the right.

Fig. 11. Impeller models with blade flapping angle. Left: 5°. Right: − 5°.

pressure distribution on interface in Fig. 12, the positive blade flapping angle impeller
has similar flow structure as low blade number, and the negative blade flapping angle
influences flow like high blade number. The reason for negative flapping angle impeller
has more smooth pressure contour is that the structure of the suction surface depressed
the flow separation relatively. For further optimization of vortex blower, the optimal
blade number combined with proper blade flapping angle is worth to discuss.

Table 2. Simulation results of impellers with different blade flapping angle.

Blade flapping angle Static pressure difference (Pa)

5◦ 3900.2

0◦ 2609.4

−5◦ 2484.5
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(a) Blade Flapping angle 0° (Baseline)

(b) Blade Flapping angle 5° (c) Blade Flapping angle −5°

Fig. 12. Pressure contours of interface between stator and rotator.

4 Conclusions

In this paper, a simulation method of the steady internal flow in a vortex blower for
hydrogen recirculation system was detailly illustrated. Multiple reference frame method
was used to dealing with the relativemotion between rotor and stator. The energy charac-
teristic of the vortex blower was recorded through experiments. With the validated sim-
ulation method, the influence of blade number and blade flapping angle was discussed.
The following conclusions can be drawn:

• The simulation of operation states within design condition region agreed well with
experimental data. When the mass flow over the design region, choking condition
will happen.

• Higher blade number causes more friction loss between fluid flow and blade because
of the higher blade frequency. Lower blade number will get higher pressure rise.
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• Positive blade flapping angle improves the pressure rise of the vortex blower. Negative
blade flapping angle has the influence of depressing the flow separation at the impeller
and make pressure field more even.
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Abstract. The current density of proton exchange membrane fuel cells (PEM-
FCs) is directly linked to their electrochemical reaction. Its distribution over the
active area can give the local performance of the cells, which is significant for
exploration of internal process and optimization of performance. In this paper, seg-
mented cell technology is applied to investigate the current density distribution for
a commercial PEMFC with different clamping strategies. The stress distribution
and current density distribution as well as the overall performance of the cell are
tested under the same operating conditions. The results show that a more uniform
stress distribution can lead to a more uniform reaction current density distribution
and the good uniformity of the stress distribution and current density distribution
has a positive impact on the improvement of the cell overall performance. Thus, it
is significant to improve the clamping strategy in order to improve the uniformity
of the stress distribution and reaction current density distribution, which ultimately
improves the cell overall performance.

Keywords: Commercial proton exchange membrane fuel cells · Clamping
strategies · Stress distribution · Contact form · Current density distribution

1 Introduction

The PEMFC is regarded as one of the most promising power sources for vehicles and
various portable electronic applications due to its high energy conversion rate, high reli-
ability and low pollution emission in operation [1]. Currently, commercial fuel cells
usually need hundreds of cells and large active area for each single cell to realize high
power applications [2]. Scaling up the active area from no more than 50 cm2 in labora-
tory level to over 150 cm2 for commercial use encounters challenges in reaction gas flow
distribution, water-heat management, and reaction uniformity [3]. In order to optimize
the design of commercial PEMFC, it is necessary to carefully consider the coupling rela-
tionship of various uneven parameters such as temperature, reaction gas concentration,
stress distribution and current density distribution [4].

Conventional fuel cell diagnostic methods such as polarization curve can give an
overall performance but lack of spatial information at different positions for the large
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reaction active area. As current density is directly linked to electrochemical reaction
of fuel cells, its distribution over the active area can give the local performance of the
cells [5]. Thus, relevant diagnostic methods need to be developed to obtain the current
density distribution in the reaction process of commercial PEMFCs with large active
area. So far, various researches have been conducted to investigate the current density
distribution inside PEMFCs with large active area. In order to study the influence of
relative humidity (RH) on the performance and durability of reversal-tolerant-anodes
(RTAs) during hydrogen starvation, Wang et al. [6] employed an advanced segmented
technique to examine the coupling reactions by simultaneously measuring current den-
sity, RH and temperature in a PEMFC with large active area. It is found that the inlet of
RTAs undergoes degradation earlier than the outlet and the membrane electrode assem-
bly (MEA) with a RTA has an optimal humidity during cell reversal. Lin et al. [7] studied
the changes of the overall performance and current density distribution of commercial
PEMFCs under dynamic gas operating parameters especially transient process through
fast segmented cell technology. The results showed that the cathode stoichiometric ratio
has a more significant effect on the cell performance than the back pressure. The work
leads to suggestions on the control strategy during dynamic load demands and lays a
foundation for further study into the durability under variable gas operation parameters
of the fuel cell operation.

Moreover, some researches have been conducted to study the relationship between
stress distribution and current density distribution aswell as the cell overall performance.
Vijayakumar et al. [8] measured the current distribution profile along the cathode flow
field channel using a segmented current measurement plate to understand the influence
of uneven clamping pressure distribution on the MEA. Although scholars have done
some research on the relationship between the stress distribution and the current density
distribution affected by the clamping force, few studies on the stress distribution and
its relationship with the current density distribution caused by the cell structure and
clamping strategy have been conducted so far inside commercial PEMFCs with large
active area.

In this work, two different clamping strategies are applied to a commercial PEMFC
with the active area of 360 cm2. The current density distribution is tested by segmented
cell technology (from Yuanzhu technology, www.szfcet.com) and the stress distribution
is obtained. The results of both strategies are compared not only to analyze the influence
of different structures on stress distribution but also to examine the relationship between
stress distribution and current density distribution aswell as the cell overall performance.

2 Experimental Part

The research is carried out on a commercial single PEMFC with the active area of
360 cm2 with two different clamping strategies (strategy 1 and strategy 2) under the
standard operating conditions. The conditions contain: coolant temperature of 75°C,
anode/cathode back pressure of 100/95 kPa, anode/cathode stoichiometry of 1.5/2.2,
anode/cathode RH of 80%/80%. The segmented cell technology is from Yuanzhu tech-
nology (www.szfcet.com), which is applied to test the current density distribution of the
fuel cell and the stress distribution is obtained by pressure measurement film.

http://www.szfcet.com
http://www.szfcet.com
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3 Results and Discussion

3.1 Influence of Different Structures on Stress Distribution

Fig. 1. The stress distribution (a) and the flow field structure (c) of the contact interface of the cell
with strategy 1; the stress distribution (b) of the cell with strategy 2; cross section of the parallel
areas (d) and the vertical areas (e, f) of the flow field structure.

Figure 1 analyzes the influence of different structures on stress distribution. It can
be found that the stress distribution of the cell with strategy 1 (Fig. 1(a)) is less uniform
than the stress distribution of the cell with strategy 2 (Fig. 1(b)). As shown in Fig. 1(c),
the contact interface of the cell with strategy 1 can be divided into two parts. One is the
area where the ribs on the contact interface are vertical to each other (the triangle areas
of Fig. 1(c)), and the other is the area where the ribs on the contact interface are parallel
to each other (the oval areas of Fig. 1 (c)). Comparing the stress distribution and the
flow field structure on the contact interface, we can find that the contact where ribs are
vertical to each other is better than that where ribs are parallel to each other. In vertical
areas, the ribs and channels on both sides of the interface are interlaced. The contact
forms of the interface can be divided into three types: rib to rib, rib to channel, channel
to channel (Fig. 1(e, f)). From Fig. 1(a) we can find that both the rib-to-rib form and
the rib-to-channel form can achieve good contact stress, while the channel-to-channel
form gains poor contact. As most of the vertical areas are rib-to-rib and rib-to-channel
forms, these areas generally result in good contact. On the other hand, the parallel areas
only have rib-to-rib and channel-to-channel forms. And as the proportion of the channel-
to-channel form which has poor contact is considerably large (near 50%), the parallel
areas generally result in poor contact. As shown in Fig. 1(b), the interface of the cell
with strategy 2 only has rib-to-channel and rib-to-rib forms (Fig. 1(e)). Thus, the stress
distribution on the entire contact interface is more uniform and generally better.
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3.2 Relationship Between Stress Distribution and Current Density Distribution

Current Density (mA/cm2)
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(a)
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Fig. 2. The current density distribution of the cell with strategy 1 (a) and the cell with strategy 2
(b) at 1000 mA/cm2.

Figure 2 shows the current density distribution of the cell with two clamping strate-
gies at 1000 mA/cm2 respectively, which investigates the relationship between stress
distribution and current density distribution. As shown in Fig. 2(a), it is found that the
local current density in some areas (the oval areas of Fig. 2(a)) is lower than the normal
value. It can be found from the stress distribution and flow field structure in Fig. 1(c)
that these low current density areas are consistent with the poor contact areas (parallel
areas). Therefore, the local poor contact may affect the reaction in these areas and lead
to low local current density. On the other hand, by comparing the triangle areas of the
stress distribution (Fig. 1 (c)) and the current density distribution (Fig. 2(a)), the results
show that local good contact contributes to the reaction in these areas, which leads to
the increase of local current density. Moreover, the current density distribution of the
cell with strategy 2 (Fig. 2(b)) is much more uniform than that of the cell with strategy 1
(Fig. 2(a)). By combining the phenomenon with the stress distribution of the cells with
two clamping strategies respectively (Fig. 1(a) and (b)), we can find that a more uniform
stress distribution can lead to a more uniform reaction current density distribution.

3.3 Relationship Between Current Density Distribution and the Cell Overall
Performance

As shown in Fig. 3, the red line is the polarization curve of strategy 2, and the black line
is the polarization curve of strategy 1. It can be found that the overall performance of the
cell with strategy 2 is better than that of the cell with strategy 1, especially at medium and
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Fig. 3. Polarization curves of the cell with both clamping strategies.

low current density region. Since the stress distribution and current density distribution
of the cell with strategy 2 is more uniform than that of strategy 1 (Figs. 1 and 2), it
can be deduced that the well uniformity of the stress distribution and current density
distribution has a positive impact on the improvement of the cell overall performance.

4 Conclusions

In this study, two different clamping strategies are applied to a commercial PEMFC
with the active area of 360 cm2. The stress distribution and current density distribution
as well as the overall performance of the cell in both cases are tested under the same
operating conditions. The results show that the vertical areas where rib-to-rib and rib-to-
channel forms occupy the majority have good contact while the parallel areas where the
proportion of the channel-to-channel form which has poor contact is considerably large
have poor contact, which leads to the uneven stress distribution of the cell with strategy 1.
The cell with strategy 2 of which the contact interface only has rib-to-channel and rib-to-
rib forms has more uniform and generally better stress distribution on the entire contact
interface. By comparing the relationship between the stress distribution and the current
density distribution of both strategies, it is found that a more uniform stress distribution
can lead to a more uniform reaction current density distribution. From the results of
the overall performance of the cells in both strategies, it can be considered that the
good uniformity of the stress distribution and current density distribution has a positive
impact on the improvement of the cell overall performance. Thus, it is significant to
improve the clamping strategy and the contact form of the flow field in order to improve
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the uniformity of the stress distribution and reaction current density distribution, and
ultimately improve the cell overall performance.
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Abstract. Gas sensor has been widely used in flammable gas detection. In order
to solve the problem that gas sensors are susceptible to drift in hydrogen leakage
detection in confined spaces, a drift compensation framework based on subspace
alignment is proposed. First, global domains and subdomains are aligned simul-
taneously in the new subspace, thus reducing the distribution difference between
the source domain and the target domain. Then, the proposed method utilizes
extreme learning machine (ELM) to iteratively refine the prediction results of the
target domain, and continuously optimizes the subspace and classifier. In this way,
the proposed method realizes drift compensation at the feature level. Compared
with the existing methods, the proposed method achieves the highest accuracy of
79.83% in the long-term drift scenario. Therefore, the experimental results show
that the proposed method is competent for hydrogen leakage detection with drift,
and can provide a reference for the design of drift compensation method based on
gas sensors.

Keywords: Gas sensor · Hydrogen leakage detection · Drift compensation ·
ELM

1 Introduction

Compared with oil and natural gas, hydrogen energy has a higher conversion rate and
lower carbon emissions, which is regarded as one of the feasible solutions to solve the
problem of fossil fuel environmental pollution and energy crisis [1]. However, hydrogen
is a flammable gas and hydrogen leakage in confined spaces may occur in the process
of hydrogen transportation and hydrogen storage. In this case, it has potential risks
of combustion and explosion. Therefore, it is necessary to design hydrogen leakage
methods.

With the development of material science and artificial intelligence, gas sensors have
been widely used in the field of explosive detection [2]. Most gas detection methods uti-
lize gas sensors+machine learning to identify flammable gases. They generally assume
that the training and test sets are independent and equally distributed. The prediction
model is built on the training set and applied to the test set. However, due to aging,
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temperature and humidity interference, even the same concentration of the target gas,
the response of the gas sensor is still different, i.e., sensor drift. In this context, the
methods which assume that the training set and the test are identically distributed are
not competent for gas detection in the drift scene in practical application.

For gas detection with sensor drift, Zhang et al. [3] proposed a machine learning
method based on subspace projection to suppress gas sensor drift. Artursson et al. [4]
introduced a drift counteraction method based on principal component analysis and par-
tial least squares, and thus suppress sensor drift by removing drift direction component.
Vergara et al. [5] designed a machine learning approach, namely the integration of clas-
sifiers, to solve the problem of gas identification over long periods of time. However, the
accuracy of existing methods is still low. Therefore, a gas sensor compensation method
based on subspace alignment is proposed. This method is suitable for gas identification
in drift scene with high accuracy by aligning global domains and subdomains in the new
subspace.

2 Methodology

The source domain with D-dimension are denoted as XS = [x1s , x2s , · · · , xNS
s ] ∈ �D×NS ,

and the target domain with D-dimension are denoted as XT = [x1T , x2T , · · · , xNT
T ] ∈

�D×NT . P ∈ �D×d represents a base matrix. ‖·‖2 is the l2-norm. tr(·) denotes the trace
operator.

2.1 Subspace Alignment Method (SAM)

To suppress sensor drift, the proposed SAM utilizes P to achieve domain alignment, and
thus reduce distribution divergence between source domain and target domain. First, we
focus on the alignment of the global distribution based on marginal distribution distance
in the subspace.

min
P

‖μS − μT‖22 = min
P

∥
∥
∥
∥
∥
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1

NS

NS∑
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∥
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2

(1)

where μ denotes the centre of the domain in the subspace. yiS = PTxiS (i = 1, 2, ...,NS )

and yjT = PTxjT (j = 1, 2, ...,NT ) are the projected samples in the subspace. Then we
rewrite (3) as:
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where u is the centre of the domain in the original space. For example, uS = 1
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∑NS
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∑NT
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T
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We then consider aligning subdomains with the same category between domains,
which is formulated as follows

min
P
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T
)TP

)
(3)

where ŷjT represents the j-th sample whose classifier prediction result belong to class c
from the target domain. N̂ c

T
is the number of samples whose classifier prediction result

belong to class c. ûc
T
is the centre of c-class samples from the target domain.

To prevent data distortion from source and target domains, it is necessary tomaximize
the following term

max
P

((1 − α1) × tr(PTXSX
T
S P) + α1 × tr(PTXTX

T
T P))

= max
P

(tr((1 − α1) × PTXSX
T
S P + α1 × PTXTX

T
T P))

(4)

where α1 ∈ [0, 1][0, 1].
Finally, the proposed SAM simultaneously optimizes (2), (3) and (4), which is

formulated as:

min
P

α2 × tr(PT (uS − uT )(uS − uT )TP) + α3 × tr(
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c=1
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− ûc

T
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To achieve a unique solution, (5) is rewritten as
⎧

⎪⎪⎨

⎪⎪⎩
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T
T P = I

(6)

where I ∈ �d×d is the identity matrix.
After that, the Lagrange function L is introduced:

L = α2 × tr(PT (uS − uT )(uS − uT )TP) + α3 × tr(
C

∑

c=1

PT (uc
S
− ûc

T
)(uc

S
− ûc

T
)TP)

− tr((I − ((1 − α1) × PTXSX
T
S P + α1 × PTXTX

T
T P))�) (7)

where � = diag(φ1, φ2, . . . , φd ) ∈ �d×d denote the Lagrange multipliers.
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According to ∂L
∂P = 0, we can get

((1 − α1) × XSX
T
S + α1 × XTX

T
T ))−1(α2(uS − uT )(uS − uT )T
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P can be solved by eigenvalue decomposition based on A. i.e.,

AP = P� (9)

where
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Therefor, P∗ is formulated as

P∗ = [P1,P2, ...,Pd ] (10)

where Pk (k = 1, 2, ..., d ) denotes the eigenvector with respect to the k-th minimum
eigenvalue.

2.2 The Proposed Framework

The proposed framework first calculates P according to (10), and the source domain and
target domain are projected into the subspace, thus reducing the distribution differences
between domains. Then, the data of the subspace is input into ELM [6] for training,
and thus obtain the prediction result of the target domain. Finally, the target domain is
iteratively optimized to predict the results and P (see Fig. 1).

3 Experiments

3.1 Dataset

The benchmark sensor drift dataset was collected over 36-month fromUCSD [5], includ-
ing acetone, acetaldehyde, ethanol, ethylene, ammonia, and toluene. There are 13,910
samples in the data set and each sample consists of 128-dimensional feature vector. The
benchmark sensor drift dataset is divided into ten batches, as shown in Table 1.
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Fig. 1. Average accuracy with different Iterations.

Table 1. The sensor drift dataset.

Batch
ID

Month Acetone Acetaldehyde Ethanol Ethylene Ammonia Toluene Total

Batch
1

1, 2 91 99 82 31 71 75 445

Batch
2

3–10 165 333 101 108 531 6 1244

Batch
3

11–13 366 491 214 241 274 0 1586

Batch
4

14, 15 65 42 13 31 10 0 161

Batch
5

16 29 41 21 43 62 0 197

Batch
6

17–20 515 573 111 28 604 465 2300

Batch
7

21 648 663 361 745 631 567 3613

Batch
8

22, 23 32 31 41 34 142 18 294

Batch
9

24, 30 60 56 101 76 76 100 470

Batch
10

36 600 600 600 600 600 600 3600

3.2 Experimental Results

The experimental environment is an Intel(R) core (TM) i7-10750H CPU@2.60 GHz,
16 GB memory, Windows 11 and Python 3.6. We set batch 1 as the training set (source
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domain) and batch t (t = 2, 3, …, 10) as the test set (target domain). The proposed
method is compared with several drift compensation methods, including SVM, ELM
and DRCA [3].

The experimental results are shown in Table 2. Compared with SVM, ELM and
DRCA, the proposed method achieves the highest classification accuracy by reduc-
ing the distribution difference. Therefore, these results show that the proposed drift
compensation strategy is competent for gas detection in long-term drift scenarios.

Table 2. Experiment results.

Method Batch2 Batch3 Batch4 Batch5 Batch6 Batch7 Batch8 Batch9 Batch10 Aver.

SVM 72.33 64.44 52.54 18.86 30.17 29.20 21.46 40.22 34.06 40.37

ELM 69.63 65.25 65.75 65.13 68.54 52.75 48.65 50.92 34.49 57.89

DRCA 90.46 91.45 85.21 94.88 87.14 63.46 61.53 71.04 53.55 77.65

Our 91.01 89.38 88.65 90.75 88.14 68.81 70.15 72.33 59.27 79.83

During training we hope to use as few iterations as possible to achieve the highest
accuracy. Figure 2 shows the average accuracy of the proposed method with iterations.
The results show that the proposed method is effective and the highest average accuracy
is achieved in fewer iterations.

0 5 10 15 20

65

70

75

80

A
ve

ra
ge

 a
cc

ur
ac

y 
(%

)

Iterations

Fig. 2. Average accuracy with different Iterations.

4 Conclusion

Hydrogen leakage detection in confined spaces is the guarantee of successful hydrogen
transport and hydrogen storage technology. In this paper, focusing on the practical appli-
cation scenario, a drift compensation method for gas sensor is proposed. In this method,
subspace alignment is realized by aligning subdomains and global domains, and thus
reducing the distribution difference due to sensor drift. Experimental results show that
the proposed method achieves the highest classification accuracy in the long-term drift
with an average accuracy of 79.83%.
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Abstract. With the global focus on energy and environmental issues, hydrogen
energy development has become more and more important. The liquid hydrogen
pump is an important equipment for hydrogen transportation, whose performance
is significantly decided by the impeller. In this paper, we designed an integrated
impeller with an inducer and an centrifugal impeller and optimized the axial length
and outlet angle of the centrifugal impeller.Grid independence and cross validation
prove that the simulation model and results are reliable. It is worth noting that a
high roughness is given to the impeller surfaces in our simulation to obtain results
closer to the real situation. By analyzing the pressure and relative liquid flow angle
distribution in the fluid domain, the structural design of the impeller is optimized,
and then the performance curve is obtained. The simulation results will provide
a guidance for the manufacture of our liquid hydrogen pump, and also provide a
reference for the design and manufacture of other liquid hydrogen pumps.

Keywords: Liquid hydrogen pump · Integrated impeller · High speed

The development of hydrogen energy has attracted global focus, which is greatly con-
cernedwith energy and environmental issues. Recently,many countries around theworld
have deployed hydrogen energy-related technologies. Due to the advantages of low
energy consumption and high efficiency, the liquid hydrogen pump is widely valued
for liquid hydrogen transferring. The impeller is the most important part of the pump.
Considering the cavitation issue, we used an integrated impeller with an inducer and
centrifugal impeller to improve the performance.

At present, there is less literature to be investigated. In 2015, Li et al. [1] designed a
semi-open integrated impeller for aviation fuel pumps. The performance requirements
are 8000 rpm, 77,000 L/h, and the inlet and outlet pressure difference is 0.956 MPa.
According to calculations, the pump does not produce cavitation in the operating range,
and the efficiency is 65%. And then, they optimized the profile line to improve the
performance [2]. Liu et al. [3] optimized the blade wrapping angle. In 2018, Li et al.
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[4] designed a fuel centrifugal pump with an integrated inducer and impeller influenced
by an inlet flow ejector. The pump performance requirements are 1500 L/h, 10678 rpm,
23.07 m. And the simulation efficiency is 69%. The experiment efficiency is 65%. Tian
et al. [5] designed an integrated impeller for an aero fuel pump and optimized the
centrifugal impeller blade wrapping angle. The pump performance requirements are
3.9 kg/s, 9000 rpm, �P ≥ 80 kPa. And the simulation efficiency is 81.5%.

In this paper, we designed an integrated impeller with an inducer and centrifugal
impeller and optimized axial length and outlet angle. By analyzing the flow field pres-
sure and relative liquid flow angle distribution, the structural design of the impeller is
determined, and the performance curve is obtained.

1 Preliminary Design of Integrated Impeller

1.1 Performance Parameters

Table 1. Performance parameters

Parameters Q Head Rotating speed Inlet pressure Outlet pressure

Value 10 L/s 145 m 18000 rpm 1.3 bar 20.5 K

According to Table 1, the liquid hydrogen integrated impeller is designed as shown
in Fig. 1. The impeller has 3 main blades and 3 auxiliary blades.

a. Overall impeller structure b. Impeller blade

Fig. 1. Closed integral impeller

1.2 Calculation and Boundary Conditions

Adopt the SST k− ω turbulence model and secondary windward space discrete format.
The convergence residual is set to 10–5. Set the inlet as pressure boundary condition as
1.3 bar and outlet as volume flow rate boundary as 10 L/s. Set wall roughness as 1.2μm.

1.3 Results of Preliminary Impeller Design

The results of the preliminary design are shown in Table 2. The efficiency is 89.65%.
The flow field pressure and velocity distribution are shown in Fig. 2.
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Table 2. The results of preliminary impeller design

Parameters rpm Efficiency (%) Head (m) Power (W) Outlet pressure (bar)

Value 18000 89.65% 167.92 1299.65 2.46

a. Total pressure b. Absolute velocity

Fig. 2. Total pressure and absolute velocity of the preliminary design

2 Optimization of the Integrated Impeller Structure

2.1 Optimization of the Axial Length

After changing the axial length of the centrifugal impeller from 15 to 40 mm with the
interval of 5 mm, we get the calculation results as shown in Fig. 3. When the axial length
of the centrifugal impeller is 25 mm, the efficiency is optimal.

a. Efficiency b. Head

Fig. 3. Efficiency and head change with the axial length of the centrifugal impeller

20 mm 35 mm 45 mm 55 mm

Fig. 4. Relative flow angle of each plane when axial length of the centrifugal impeller is 25 mm.

The relative flow angle contribution is shown in Fig. 4. 20, 35, 45, and 55 mm corre-
spond to the inducer plane, the inlet, the middle, and the outlet plane of the centrifugal
impeller. On each plane, with the increase of radius, the circumferential direction veloc-
ity increases, and the relative flow angle decreases. At the 20 mm plane, the relative
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flow angle is about 35° at the roof of the blade and about 18° at the top of the blade.
The relative flow angle is consistent with the β angle of the blade design. At the 35 mm
plane, the relative flow angle is about 34° at the roof of the blade and about 26° at the
top of the blade. The design β angle is 43° and 23°. The low relative flow angle area at
the inner diameter is affected by the leading edge of the auxiliary blade. At the 45 mm
plane, the relative flow angle is about 39.5° at the roof of the blade and the design β angle
is 41.5°. The relative flow angle is about 42.4° at the top of the blade and the design
β angle is 24.5°. The β angle of the blade limits the development of fluid flow and the
counter-current zone appears. At the 55 mm plane, the relative flow angle is about 45° at
the roof of the blade and the design β angle is 32°. At top of the blade, the flow angle is
25°, which is close to the design of β angle 27°. In general, the impeller structure needs
to be improved.

2.2 Optimization of the Outlet Angle

The outlet angle affects the pump performance including hydraulic efficiency, and char-
acteristic curve. Six groups of outlet angles are shown in Table 3. And the calculation
results are shown as follows.

Table 3. Impeller performance at different outlet angles

➀ ➁ ➂ ➃ ➄ ➅

0% 28 30 32 34 36 38

100 23 25 27 30 32 34

H (m) 147.8 154.4 169.64 178.74 183.89 188.71

Efficiency (%) 87.74 88.07 91.3 91.11 91.6 92.63

45 mm

55 mm

Fig. 5. Relative flow angle distribution at different outlet angles

As shown in Table 3, when selecting a larger outlet angle such as ➅, the efficiency is
highest under the design working conditions. Due to 2.1, the area where the blade angle
is not reasonable is between the length of 45 and 55 mm. And the distribution of liquid
flow angle at the shaft length section of 45 mm and 55 mm under the condition of six
groups of blade shapes was analyzed.
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As showed in Fig. 5, in group ➀, at 45 mm plane, the liquid flow angles at the root
and top of the leaf at 45 mm were about 35° and 24°, and the design β angles of the
leaves were 38° and 23°, respectively. The design angle is appropriate. At 55 mm plane,
the liquid flow angle at the root and top of the leaf is about 48° and 32°, and the design
β angles of the blade are 28° and 23°. It can be seen that the outlet angle setting is too
small. In group ➁, at 45 mm plane, the design angle is appropriate. At 55 mm plane, the
liquid flow angle at the root and top of the leaf is about 40° and 23°, and the design β

angles of the blade are 30° and 25°. It can be seen that the outlet angle setting is small
but has improved compared to ➀. ➂, ➃, ➄ is also gradually improving compared to the
previous one. In group ➅, the liquid flow angles at the root and top of the leaf were
about 43° and 29° at 45 mm plane, and the design β angles of the leaves were 43° and
28.5°. At 55 mm plane, the liquid flow angle at the root and top of the leaf is about 38°
and 33°, and the design β angles of the blade are 38° and 34°. The design outlet angle is
appropriate. So we adopt the group ➅.

3 Results

Fig. 6. Impeller performance curve

The Impeller performance curve is shown in Fig. 6. Under the design flow rate
condition of 10 L/s, the impeller efficiency reaches the optimal value of 92.63%, and
the head is 167.24 m (Fig. 7).

a. Total pressure b. Absolute velocity 

Fig. 7. Total pressure and absolute velocity of the final design

Finally, the complete structure of the impeller and volute under the design condition
was calculated, and the efficiency was 85.69%. The efficiency loss in volutes was 6.9%.



192 Z. Li et al.

4 Conclusion

The liquid hydrogenpump impeller is designedwith an integrated inducer and centrifugal
impeller in this paper. After the axial length of the centrifugal impeller and are outlet
angle are optimized, simulation is performed on the impeller with the design conditions.
Even with the high surface toughness, the impeller efficiency and overall efficiency
with the volute shell reach 92.63% and 85.69%, respectively. With the reliable results
shown in this paper, our liquid hydrogen pump will build up and test soon, and the test
performance will be published. This paper will benefit for the development of the low
energy consumption and high efficiency liquid hydrogen pump.
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Abstract. As the infrastructure to provide hydrogen for hydrogen fuel cell vehi-
cles, hydrogen refueling station is a very important part of hydrogen energy uti-
lization. However, due to the characteristics of hydrogen, such as flammability
and explosion, low density, wide range of explosive limit concentration, hydrogen
refueling station accidents often occur. The existing research on hydrogen refuel-
ing stations often uses the method of numerical simulation, and mainly considers
the leakage of hydrogen storage tank. There are few relevant experimental stud-
ies and little consideration is given to the case of hydrogen pipeline leakage. In
order to explore the phenomenon and rule of high-pressure hydrogen leakage and
diffusion in the pipeline of hydrogen refueling stations, a full-size high-pressure
hydrogen leakage test facility is built based on a real hydrogen refueling sta-
tion. The vehicle-mounted high-pressure hydrogen storage tank is used as the
high-pressure hydrogen gas source to provide constant hydrogen pressure to the
test section through the combination of different valves in the pipeline and the
instrument control system. By changing different leakage sizes and pressures, the
concentration distribution and influence factors after hydrogen leakage are ana-
lyzed, which provides an important basis for the optimal layout and operation and
maintenance of the safety facilities of the existing hydrogen refueling station.

Keywords: Hydrogen leakage · Hydrogen refueling station · Test facility

1 Introduction

Hydrogen refueling station as the infrastructure to provide hydrogen for hydrogen fuel
cell vehicles, hydrogen refueling station is a very important part of hydrogen energy
utilization. However, due to the characteristics of hydrogen, such as flammability and
explosion, low density, wide range of explosive limit concentration, hydrogen refueling
station accidents often occur. The existing research on hydrogen refueling stations often
uses the method of numerical simulation, and mainly considers the leakage of hydrogen
storage tank. There are few relevant experimental studies and little consideration is
given to the case of hydrogen pipeline leakage. In order to explore the phenomenon
and rule of high-pressure hydrogen leakage and diffusion in the pipeline of hydrogen
refueling stations, a full-size high-pressure hydrogen leakage test facility is built based on
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a real hydrogen refueling station. The vehicle-mounted high-pressure hydrogen storage
tank is used as the high-pressure hydrogen gas source to provide constant hydrogen
pressure to the test section through the combination of different valves in the pipeline
and the instrument control system. By changing different leakage sizes and pressures,
the concentration distribution and influence factors after hydrogen leakage are analyzed,
which provides an important basis for the optimal layout and operation and maintenance
of the safety facilities of the existing hydrogen refueling station.

2 Experimental System

2.1 Experimental System Design

Based on the design of pipelines and valves for typical hydrogen energy facilities and
equipment, a high-pressure hydrogen storage tank (with a pressure more than 35 MPa)
is used as the high-pressure hydrogen gas source. through the combination of different
valves in the pipeline and the instrument control system, a constant hydrogen pressure
is provided to the pipeline in the test section, and a high-pressure hydrogen gas leakage
diffusion test facility is built.

Using hydrogen concentration sensors, sound sensors, fiber optic sensors, and
infrared sensors to monitor the diffusion behavior of hydrogen after high-pressure leak-
age, analyze the flow field structure and concentration spatiotemporal distribution of
hydrogen under different leakage pressures and leakage ports, analyze the diffusion
behavior, acceleration, and changes in hydrogen leakage vibration measured by sound
sensors, and comprehensively analyze the impact of different fracture sizes on hydrogen
diffusion behavior, Provide data support for the hydrogen leakage diffusion dynamics
model and the prediction method of combustion and explosion risk areas.

2.2 Test Facility

The high pressure hydrogen leakage test facility is shown in Fig. 1.
The system mainly consists of a gas supply system, a pressurization system, a test

section, and a relief system. Vibration sensors are arranged on the test section, sound
sensors are arranged near the leakage port, and several hydrogen concentration sensors
are arranged above the leakage port to monitor the leakage behavior of hydrogen. The
actual test facility is shown in Fig. 2.

The experimental system is equipped with two leakage nozzles with diameters of
0.05 and 1 mm. The nozzle can be horizontal and vertical. The hydrogen booster can
pressurize the hydrogen gas to a maximum of 35 MPa. The input parameters of this
experimental system mainly refer to the relevant parameters of the actual demonstration
hydrogen refueling station, as is shown in Table 1.

The material of the test section pipeline is Q345 or 316 L seamless steel pipe, and
the maximum size of simulated leakage in the test section is the inner diameter of the
pipeline. According to the actual operation of a hydrogen refueling station, the pipeline
size is 3/4 inch, with an outer diameter of 19.05 mm, which corresponds to an inner
diameter of 10.97 mm (0.432 in) at a working pressure of 35 MPa.



Experimental Research on High-Pressure 195

Fig. 1. Schematic diagram of the test facility

Fig. 2. High pressure hydrogen leakage and diffusion test facility
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Table 1. Overall parameters of the test facility

Test parameters Unit Value

Operation pressure MPa 0–35

Operation temperature °C − 30 to 50

Leakage nozzle size Mm (diameter) 0.5/1

Test section length m 2.0

Outer diameter of test section mm 19.05

Inner diameter of test section mm 10.97

Mass flow rate g/s 26 (maximum)

3 Test Results

3.1 Horizontal Hydrogen Ejection Condition

Horizontal hydrogen ejection condition is shown in Fig. 3. Three sensors were arrange
at a distance of 1m downstream of the nozzle, the lower sensor is located directly in front
of the nozzle, and the distance between the upper two sensors is 50 cm. The pressure
at the nozzle is 52 bars. Within 2 s after the start of hydrogen injection, the hydrogen
sensor measures the hydrogen concentration value. The hydrogen sensor facing the
nozzle measures the maximum value, and the middle hydrogen sensor delays for 1 s
to measure the hydrogen concentration data. The top hydrogen sensor hardly measures
the hydrogen gas data. When the hydrogen injection ends, the wake concentration is
measured to be about 1%.

3.2 Vertical Hydrogen Ejection Condition

Vertical hydrogen ejection condition is shown in Fig. 4. Three sensors are arranged.
The middle sensor is located directly above the nozzle, and the distance between the
sensors on both sides is 70 cm from the middle sensor. The pressure at the nozzle is 42
bars. Within 2.5 s after the hydrogen gas is sprayed, the hydrogen sensor measures the
hydrogen concentration value,while themiddle hydrogen sensormeasures themaximum
value. The two symmetrically arranged side sensors measure a smaller value, and the
maximum hydrogen concentration values of the two are almost the same.

4 Conclusions

1. Hydrogen will diffuse quickly (≤ 2 s) even under lower pressure (45 bars), sensors
need to be arranged above the pipelines.

2. Acceleration sensors can be used since they are not affected by wind or other factors.
3. Hydrogen will not spontaneously ignite under 50 bars.

Further research need to be done such as obstacles, different nozzle shapes and higher
pressures (700 bars).
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Fig. 3. High pressure hydrogen leakage—horizontal injection
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Fig. 4. High pressure hydrogen leakage—vertical ejection
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Abstract. High temperature heat exchanger is a crucial equipment in the BOP
of SOFC. Replacing the commonly used metal materials with high-temperature
resistant SiC ceramic materials for the manufacturing of SOFC high-temperature
heat exchanger is a revolutionary technology with great application potential.
This paper focused on SiC-based cathodic air preheater which is a novel SOFC
high temperature heat exchanger, and firstly investigated the coupled radiation-
conduction-convection heat transfer characteristics between flue gas and air at
extremely high temperature conditions. The DO model in ANSYS Fluent was
utilized to analyze the radiation heat transfer characteristics of high-temperature
flue gas and the effect of gas absorption coefficient, and the simulation results
were compared with the S2S model and non-radiation model. The results showed
that radiation heat transfer cannot be ignored at high flue gas inlet temperature.
With flue gas inlet temperature in the range of 800–1100 °C and low air/flue gas
flow rate ratio, the gas radiation heat transfer and the effect of flue gas absorption
coefficient can be ignored.

Keywords: SOFC · Cathode air preheater · SiC · Heat radiation · Coupled heat
transfer characteristics

1 Introduction

In China, Solid oxide fuel cell (SOFC) is favorable in heat power cogeneration and is
of great significance in supporting the “dual carbon” target [1]. At present, the fledgling
SOFC industry in China mainly focused on the research of stack, however the focus
on the BOP (Balance of Plant), which is another major component of SOFC, is not
enough. BOP is the crucial technology in SOFC including functions of inlet/outlet gas
heat exchange, fuel/air flow distribution, waste heat utilization and so on. It is the key to
ensure the efficient and stable operation of the stack.

The operating temperature of SOFC is in the range of 700–1000 °C. It is required that
the cathode inlet air temperature of the stack should not be less than 700 °C after stable
operation. The BOP recovers the unreacted anode fuel and cathode air of the stack, and
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sends them to the catalytic combustion chamber for full combustion. The combustion
exhaust preheats the cathode air in the high temperature heat exchanger to an appropriate
temperature range and then enters the stack to participate in the reaction.

For the high temperature heat exchanger, on the one hand, the increasing stack reac-
tion temperature has the risk of exceeding the temperature tolerance limit of metal heat
exchanger represented by superalloy materials. On the other hand, the long-term use
of typical commercial metal alloy heat exchanger suffers from the risk of chromium
volatilization, which is a known cathodic degradation mechanism, reducing the perfor-
mance and lifetime of SOFC [2]. Furthermore, the strength of metal alloy heat exchanger
decreases rapidly above temperature of 550 °C [3], thus the long-term operation under
adverse conditions such as high temperature andoxidationwill affect the dynamic service
performance of alloy heat exchangers. SiC ceramics and their composite materials are
considered as the most promising ceramic materials for high temperature heat exchang-
ers due to their high intensity at high temperature, low density, low thermal expansion
coefficient, high thermal conductivity, anti-oxidation, low creep at high temperature and
excellent thermal shock resistance [4, 5], thus the application prospects of SiC in SOFC
power generation system are promising.

For the high temperature nonmetal heat exchanger, relevant research in China has
not been carried out yet, while the international research is just getting started. José
Luis Córdova et al. [6, 7] designed and developed a novel cathode air preheater made
of alumina ceramics for SOFC. The heat exchanger comprised a group of overlapping
quasi-spiral flow channels with rectangular cross section, which was tested to achieve
high heat transfer efficiency of 92% and low pressure drop. M. Dev Anand [8] and
Umayorupagam P. et al. [9] compared the performance of compact heat exchangers
with rectangular channels using SiC and AlN materials. Moreover, researchers have
also investigated the application of SiC based high temperature heat exchangers in other
fields [10–12]. The research on heat transfer and flow process is relatively simple, and
the effect of heat radiation is also ignored in order to simplify heat transfer calculation.
However, the temperature of flue gas in SOFC cathode air preheater can be as high as
1100 °C, and the flue gas side contain polarmolecules such as CO2 andH2O, thus the flus
gas has a certain radiation capacity. Furthermore, SiC ceramic heat transfer element has
a dark color and rough surface, thus exhibits high blackness at high surface temperature,
which can be approximately considered as blackbody. Therefore, the effect of thermal
radiation may not be negligible.

To sum up, replacing the commonly used metal materials with high-temperature
resistant SiC ceramic materials for the manufacturing of SOFC high-temperature heat
exchanger is a revolutionary technology with great application potential. However, the
research on coupled radiation-conduction-convection heat transfer characteristics of SiC
high temperature heat exchanger in SOFC needs to be carried out urgently. This paper
focusedonSiC-based cathodic air preheaterwhich is a novel SOFChigh temperature heat
exchanger. Based on ANSYS Fluent, the coupled heat transfer characteristics between
flue gas and air at extremely high temperature conditions were firstly investigated and
the effect of radiation heat transfer were analyzed.
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2 Structure and Operating Parameters of SOFC Air Preheater

SOFC cathode air preheater comprises a series of high-temperature flue gas channels
and air channels. In order to study the coupled radiation-conduction-convection heat
transfer characteristics between flus gas and air, the heat exchanger is simplified as a
tubular heat exchanger composed of a hot channel and a cold channel. Figure 1 shows
the structure and operating conditions of tubular heat exchanger simulated in this paper.
Table 1 shows the simulation parameters of the structure and operating conditions of
a natural gas SOFC air preheater. The hydraulic diameter of the internal air channel is
5–10 mm, the internal diameter of the external flue gas channel is 10–20 mm, and the
length along the channel is within 500 mm. The heat exchanger material is SiC. The
flue gas inlet temperature is in the range of 800–1100 °C, with pressure of 1 bar and
flow rate of 1–5 m/s. The flue gas components are H2O (20–30%), CO2 (10–20%), O2
(0–10%) and N2. The inlet air temperature is 25 °C, with pressure of 1 bar and flow rate
of 1–5 m/s. The outlet air temperature is required no less than 700 °C.

(a) Structure of heat exchanger (b) Two-dimensional axisymmetric operation conditions

Fig. 1. Structure and operating conditions of simulated heat exchanger

3 Numerical Model

3.1 Radiative Transfer Equation

Considering the effect of heat radiation, the radiation heat flux must be introduced into
the energy equation. In order to calculate the radiation heat flux, the Radiative Transfer
Equation (RTE) must be introduced, and the temperature field should be solved by
coupling the energy equation and RTE.

The RTE for radiation participating medium at position �r, in the direction �s is as
follows:

dI(�r, �s)
ds

+ (α + σs)I(�r, �s) = αn2
σT 4

π
+ σs

4π

4π∫

0

I(�r, �s′)�(�s, �s′)d�′ (1)

where, �s is the position vector. �r is the direction vector. �s′ is the scattering direction
vector. s is the path length. α is the absorption coefficient. n is the refractive index. σs is
the scattering coefficient. σ is the Stefan-Boltzmann constant. I is the radiation intensity.
T is the local temperature. � is the phase function. �′ is the solid angle.
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Table 1. Simulation parameters of the structure and operating conditions.

Parameter Value

Inlet gas temperature 800–1100 °C

Inlet gas velocity 1–5 m/s

Inlet gas pressure 1–2 bar

Gas components N2 40–70%

H2O 20–30%

CO2 10–20%

O2 0–10%

Inlet air temperature 25 °C

Inlet air velocity 1–5 m/s

Inlet air pressure 1–2 bar

Inner diameter of air channel 5–10 mm

Inner diameter of gas channel 10–20 mm

Thickness of channel 1–3 mm

Channel length 400–500 mm

3.2 Optical Thickness

Optical thickness (τλ) represents the heat radiation attenuation ability of radiation par-
ticipating gas at a specific wavelength along given path length. High optical thickness
value corresponds to high attenuation effect of the radiation participating gas on the
incident radiation energy. τλ is the line integral of the attenuation coefficient along any
path in a scattering and absorbing medium which can be expressed as follows:

τλ =
L∫

0

κλ(l)dl (2)

where, κλ is the spectral attenuation coefficient which depends on the gas components,
pressure, temperature and the wavelength of incident radiation energy. κλ is the sum
of the spectral absorption coefficient (αλ) and spectral scattering coefficient (σs,λ) at a
specific wavelength:

κλ = αλ + σs,λ (3)

For uniform medium, spectral attenuation coefficient is constant along the path length
L, thus optical thickness has a simple physical interpretation as the length of a path in
units of mean free path which can be expressed as follows:

τλ = κλL (4)
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In this simulation, the diameter of flue gas channel is in the range of 5–10 mm, and
the flue gas contains two polar molecules, CO2 and H2O. The absorption coefficient of
CO2 is about 0.5 m−1, and the concentration of CO2 is in the range of 10–20%. The
absorption coefficient of H2O is about 0.4 m−1, and the concentration of H2O is in the
range of 20–30%. Thus, the optical thickness of flue gas is less than 0.005, which belongs
to optical thin gas. In engineering estimation, the absorption effect of CO2 and H2O on
incident radiation energy cannot be ignored, but their scattering effect can be ignored.
Therefore, to preliminarily analyze the effect of flue gas radiation on heat exchanger
performance, the pure absorption and non-scattering condition of gray gas is simulated
in this study.

3.3 Radiation Heat Transfer Model

In this paper, DO model was selected to simulate the radiation heat transfer between
high-temperature flue gas and air. In addition, S2S model calculation results can be used
as comparison to analyze the effect of gas radiation.

(1) DO model

DO model is applicable to radiation problems in entire range of optical thicknesses.
It allows the solution of enclosure radiative transfer without participating media and
participating radiation. The DO model solves the RTE of a finite number of discrete
solid angles, and the solution precision is controlled by the precision of the discrete solid
angles. DO model considers the RTE in the position �s as a field equation as follows:

∇(I(�r, �s)�s) + (α + σs)I(�r, �s) = αn2
σT 4

π
+ σs

4π

4π∫

0

I(�r, �s′)�(�s, �s′)d�′ (5)

(2) S2S model

The S2S model is suitable for the solution of enclosure radiative transfer without partic-
ipating media, however it assumes that all surfaces are diffuse and gray radiation. Thus,
S2S model cannot be used to model participating radiation problems. The emissivity
(ε) equals the absorptivity (α) and the transmissivity could be neglected. When radiant
energy (E) is incident on the surface, part (ρE) is reflected, part (αE) is absorbed, and
part (τE) is transmitted. Considering the conservation of energy, that α + ρ = 1. Since
α = ε, thus ρ = 1 − ε.

The radiation heat flux leaving a given surface consists of directly emitted heat flux
and reflected heat flux. The reflected heat flux depends on the incident heat flux from the
surroundings, which can be expressed by the radiant heat flux leaving all other surfaces.
The radiation heat flux leaving from surface k can be expressed as follows:

qout,k = εkσT
4 + ρkqin,k (6)

where, qout,k is the radiation heat flux leaving the surface. εk is the emissivity. ρk is the
reflectivity. qin,k is the radiation heat flux incident on the surface from the surroundings.
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The radiant heat flux incident from one surface to another can be calculated by
the surface to-surface view factor (F jk). Therefore, incident radiant heat flux can be
expressed as radiant heat flux leaving all other surfaces as:

qin,k =
N∑
j=1

Fkjqout,j (7)

Then, the total radiant heat flux leaving surface k can be rewritten as:

qout,k = εkσT
4 + ρk

N∑
j=1

Fkjqout,j (8)

Equation (8) can be written as follows:

Jk = Ek + ρk

N∑
j=1

FkjJj (9)

where, Jk represents the heat flux given off from surface k, andEk represents the emissive
heat flux of surface k.

3.4 Grid Independence Study

A two-dimensional axisymmetric model of coupled radiation-conduction-convection
heat transfer between flue gas andwaterwas built according Fig. 1a. The flue gas domain,
air domain and channel domain were divided into grids as shown in Fig. 2. The RTE and
energy equations are solved based on ANSYS Fluent. A grid independence study was
conducted to assess the appropriate number of grid elements. Different grid elements of
2 × 103, 5 × 103, and 1 × 104 were evaluated. Figure 3 showed the comparison of air
temperature variation along the channel length calculated with different grid elements.
It is found that grid elements of 5 × 103 is adequate for the simulation.

Fig. 2. Meshing of simulated heat exchanger

4 Results and Discussion

4.1 Radiation Model Comparison

In this section, DO model and S2S model in ANSYS Fluent were utilized to analyze
the coupled radiation-conduction-convection heat transfer characteristics between high-
temperature flue gas and air, and the simulation results were compared with the non-
radiation model to analyze the effect of radiation. The detailed simulation parameters
were listed in Table 2.
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Fig. 3. Air temperature variation at different grid elements

Table 2. Simulation parameters of different cases.

Parameter Case 1 Case 2 Case 3

Inlet gas temperature 800 °C

Inlet gas velocity 3 m/s

Inlet gas pressure 1 bar

Gas components N2 40%

H2O 30%

CO2 20%

O2 10%

Inlet air temperature 25 °C

Inlet air velocity 3 m/s

Inlet air pressure 1 bar

Inner diameter of air channel 5 mm 10 mm 10 mm

Inner diameter of gas channel 15 mm 20 mm 15 mm

Thickness of channel 1 mm

Channel length 400 mm

Figure 4 showed the temperature distributions of coupled heat transfer calculated by
the DO radiation model, S2S radiation model and non-radiation model at case 1. It was
found that the air outlet temperature was low without considering the radiation while
the air outlet temperature is high considering the radiation. This means that the effect of
radiation heat transfer cannot be ignored at high flue gas inlet temperature. Comparing
the results of different radiation models, it can be seen that the calculation results of
DO radiation model and S2S radiation model are very close. Thus, it was preliminarily
considered that the effect of gas radiation on coupled heat transfer is tiny, and the effect
of gas radiation can be ignored in the coupled heat transfer process, which indicates that
the gray gas hypothesis is reasonable.
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Fig. 4. Comparison of temperature distribution of different radiation models at case 1

Figures 5 and 6 showed the temperature variations of flue gas and air calculated by
the DO radiation model, S2S radiation model and non-radiation model at case 1. It was
found that the air temperature along the channel increases slightly when considering the
radiation. When the flue gas inlet temperature is 800 °C, the air outlet temperature can
only be heated to 600 °C. The air temperature along the channel increases greatly when
considering the radiation, and the air outlet temperature can be heated to 700 °C. With
high flue gas inlet temperature, the contribution of radiation heat transfer to air heating
can be as high as 100 °C, thus the influence of radiation heat transfer is very important.
Comparing the results of different radiation models, it can be seen that the calculation
results of DO radiation model and S2S radiation model are very close, so the influence
of gas radiation on heat transfer can be ignored at case 1.
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Fig. 5. Air temperature variation at case 1

Figures 7 and 8 showed the temperature variations of flue gas and air calculated by
the DO radiation model, S2S radiation model and non-radiation model at case 2. The
diameter of air channel in case 2 is larger than that in case 1, thus the ratio of air flow
rate to flue gas flow rate in case 2 is larger than that in case 1 under the same inlet
velocity, which leads to lower air outlet temperature in case 2. Regardless of radiation
heat transfer, the air outlet temperature can only be heated to 320 °C. Considering the
radiation heat transfer, the air outlet temperature calculated by S2S radiation model is
420 °C, and air outlet temperature calculated by DO radiation model is 400 °C. On one
hand, the contribution of radiation heat transfer to air heating at case 2 is up to 100 °C,
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Fig. 6. Flue gas temperature variation at case 1.

which further proves the importance of radiation heat transfer to coupled heat transfer.
On the other hand, comparing the results of different radiation models, it is found that
there is a deviation between the DO radiation model and the S2S radiation model results,
that is, the gas radiation will affect the proportion of radiation heat transfer at case 2,
which indicates that the gas radiation has a certain effect on the coupled heat transfer
when the air/gas flow ratio is large. In addition, the air outlet temperature calculated by
the S2S radiation model is higher than that calculated by the DO radiation model, which
indicates the existence of radiation participating gases slightly reduce the coupled heat
transfer characteristics.
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Fig. 7. Air temperature variation at case 2

Figures 9 and 10 showed the temperature variations of flue gas and air calculated by
the DO radiation model, S2S radiation model and non-radiation model at case 3. The
diameter of flue gas channel in case 3 is smaller than that in case 2, thus the ratio of air
flow rate to flue gas flow rate in case 3 is larger than that in case 1 and case 2 under the
same inlet velocity, which leads to lower air outlet temperature in case 3. The air outlet
temperature can only be heated to 250 °C without considering radiation heat transfer.
Considering the radiation heat radiation heat transfer, air outlet temperature calculated
by the S2S radiation model is 290 °C and the DO radiation is 270 °C. On one hand, the
contribution of radiation heat transfer to air heating is 20–40 °C in case 3, which means
the effect of radiation heat transfer on coupled heat transfer is reduced in case 3. On the
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Fig. 8. Flue gas temperature variation at case 2.

other hand, comparing the results of different radiation models, it can be seen that the
air outlet temperature calculated by S2S radiation model is higher than that calculated
by DO radiation model, which further proves that gas radiation has certain effect on the
coupled heat transfer when the air/gas flow ratio is large.
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Fig. 9. Air temperature variation at case 3.
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Fig. 10. Flue gas temperature variation at case 3.
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4.2 Effect of Absorption Coefficient

According to above analysis, the gas radiation has a certain impact on the coupled
heat transfer characteristics only at large air/gas flow ratio. Since the SOFC cathode air
preheater in this study is designed to heat the air to above 700 °C using high-temperature
flue gas, the air/ gas flow ratio is generally small, thus the effect of gas radiation is
unapparent. In addition, the optical thickness of flue gas is very tiny (less than 0.005),
thus the gas radiation effect is very tiny.Based on the above analysis, the flue gas radiation
has little effect on the coupled heat transfer characteristics.

To further verify the effect of flue gas radiation on the coupled heat transfer char-
acteristics, the gray gas assumption is adopted in this section considering the flue gas
absorption coefficient to be independent ofwavelength, thus the average absorption coef-
ficient is used in calculation. The DO radiation model is used to analyze the effect of the
absorption coefficient on the coupled heat transfer characteristics of flue gas and air with
the flue gas absorption coefficient in the range of 0–1m−1. Figures 11, 12 and 13 showed
the air and flue gas temperature variations along the channel with different absorption
coefficients at case 1–3. It is found that the absorption coefficient of flue gas in the DO
radiation model has little effect on the air and flue gas temperature variation with inlet
flue gas temperature of 800 °C at each case. Thus, when inlet flue gas temperature is not
very high, the effect of gas radiation can be ignored.
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Fig. 11. Air andfluegas temperature variation along the channel at case 1with different absorption
coefficients.

Figures 14 and 15 showed the effect of absorption coefficient on air and flue gas
temperature variation at case 2 with inlet flue gas temperature of 1100 °C and 1500 °C,
respectively. It is found that the absorption coefficient of flue gas has little effect on the
air temperature variation with high inlet flue gas temperature, while has small effect on
the flue gas temperature variation. Moreover, the higher the inlet flue gas temperature,
the greater the effect on the flue gas temperature variation. Since the flue gas temperature
in the SOFC cathode air preheater is in the range of 800–1100 °C, the effect of flue gas
absorption coefficient and gas radiation can be ignored.
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Fig. 12. Air andfluegas temperature variation along the channel at case 2with different absorption
coefficients.
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Fig. 13. Air andfluegas temperature variation along the channel at case 3with different absorption
coefficients

0.0 0.1 0.2 0.3 0.4
0

100

200

300

400

500

600

A
ir 

te
m

pe
ra

tu
re

 (O
C

)

Location (m)

Tgas,in=1100
 Do model  α=0
 Do model  α=0.5
 Do model  α=1

0.0 0.1 0.2 0.3 0.4
600

700

800

900

1000

1100

G
as

 te
m

pe
ra

tu
re

 (O
C

)

Location (m)

Tgas,in=1100
 Do model  α=0
 Do model  α=0.5
 Do model  α=1

Fig. 14. Effect of absorption coefficient on flue gas temperature variation at inlet flue gas
temperature of 1100 °C.

5 Conclusions

(1) The air outlet temperature calculated by the non-radiation model is apparently lower
than that of DO radiation model and S2S radiation model, thus the effect of radi-
ation heat transfer is very important and cannot be ignored at high flue gas inlet
temperature.
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Fig. 15. Effect of absorption coefficient on flue gas temperature variation at inlet flue gas
temperature of 1500 °C.

(2) Comparing different radiation models, the calculation results of DO radiation model
and S2S radiation model are very close at small air/gas flow rate ratio, while the
calculation results of S2S radiationmodel is slightly higher than DO radiationmodel
at large air/gas flow rate ratio. Thus, the participating radiation effect of flue gas
slightly deteriorates the coupled heat transfer characteristics.

(3) The absorption coefficient of flue gas has little effect on the air temperature vari-
ation, while has tiny effect on flue gas temperature variation at high flue gas inlet
temperature of 1100–1500 °C. The higher the flue gas inlet temperature, the greater
the effect on the flue gas temperature variation.
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Abstract. With emergence of new materials, more and more materials are avail-
able for adsorption and separation processes. The adsorption selectivity of adsor-
bent to adsorbate is one of the important indicators in choosing materials. Because
the adsorption experiment of themixture is time-consuming anddifficult, the selec-
tivity of the adsorbent is generally calculated by the ideal adsorbed solution theory
(IAST). Taking the CO2/H2 gas mixture as an example, this paper proposes a new
adsorption selectivity calculation method based on a deep neural network (DNN)
with 5 hidden layers, which takes the molar fraction of CO2, adsorption pressure
and Langmuir adsorption isotherm parameters as the inputs of DNN. Combin-
ing the DNN and the NIST/ARPA-E database to quickly and accurately calculate
the adsorption selectivity, the hydrogen purification and carbon dioxide storage
materials can be quickly screened.

Keywords: Hydrogen purification · Ideal adsorbed solution theory · Langmuir
isotherm · Selectivity · Deep neural network

1 Introduction

Integrated gasification combined cycle (IGCC) is an advanced power system that com-
bines coal gasification technology and an efficient combined cycle. IGCC will produce
a lot of CO2 and H2. It has a good development prospect to capture CO2 efficiently and
obtain high-purity H2 by pressure swing adsorption (PSA) technology [1]. The com-
monly used commercial adsorbents are activated carbon (AC) and zeolite. However,
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with the emergence of new materials, metal-organic frameworks (MOFs) are increas-
ingly proven to be effective as adsorbents to separate CO2 andH2. Therefore, quickly and
accurately selecting the appropriate adsorbent as the separation of CO2 and H2 becomes
particularly important.

At present, the selectivity of the adsorbent is one of the important indicators to
evaluate the performance of the adsorbent. Adsorption selectivity is the thermodynamic
characteristic of the equilibrium-based separations system, which determines the separa-
tion efficiency [2]. The method commonly used to solve selectivity is the ideal adsorbed
solution theory (IAST). The main practical advantage of IAST is that the adsorption
selectivity of adsorbent can be estimated simply from the adsorption isotherm of a sin-
gle gas, so no special equipment is required for the separationmeasurement of mixed gas
[3]. However, the solution of IAST requires integral calculation fromdifferent adsorption
isotherm models to solve the spreading pressure. Different adsorption isotherm models
will obtain different analytical models, and the solution of selectivity is also relatively
complex [4].

Deep neural network (DNN) has good advantages in processing non-linear charac-
teristics and has been increasingly used in the simulation, prediction and optimization
of gas adsorption and separation. In this paper, a DNN model is used to predict the
separation selectivity. The inputs of DNN are CO2 molar fraction, adsorption pressure
and Langmuir adsorption isotherm parameters, and the output of DNN is separation
selectivity. The training data of DNN comes from the selectivity by IAST calculations.

2 Mathematical Model

2.1 Langmuir Model for Calculating Adsorption Amount

Langmuir adsorptionmodel is themostwidely used isothermmodel. The basic Langmuir
adsorption model has simple from:

n = nsbp

1+ bp
(1)

where n represents the equilibrium adsorption amount, p represents the equilibrium
adsorption pressure, and ns and b are saturation capacity and affinity, which are obtained
by fitting the experimental values.

The extended Langmuir is used for the adsorption of multi-component gas:

ni = nsibipi
1+ ∑

i bipi
(2)

where i is the gas component.

2.2 Ideal Adsorbed Solution Theory (IAST) for Calculating Adsorption Amount

The ideal adsorbed solution theory (IAST) assumes that the adsorbed mixture is an ideal
solution at constant spreading pressure and temperature. From the IAST, the spreading
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pressure π is given by [5],

π0
i

(
p0i

)
= RT

A

p0i∫

0

nd ln p (3)

where a is the adsorbent specific surface area, R is the molar gas constant. p0i is the gas
pressure of component i that corresponds to the spreading pressure π .

The spreading pressure for a Langmuir isotherm via Eq. (3) is

A

RT
π0
i

(
p0i

)
= ns log

(
1+ bp0i

)
(4)

At a constant temperature T, the spreading pressure of a single component is the
same.

For binary adsorption of component 1 and 2, combining Eqs. (3) and (4),we can get,

ns1 log
(
1+ b1p

0
1

)
= ns2 log

(
1+ b2p

0
2

)
(5)

The IAST requires

y1pt = x1p
0
1, (1− y1)pt = (1− x1)p

0
2 (6)

where yi and xi are the molar fractions of component i in gas phase and adsorbed phase,
respectively, and pt is the total gas pressure.

2.3 Selectivity Calculated by IAST and Extended Langmuir Equation

Adsorption selectivity in a binary mixture of components 1 and 2 is defined as

S12 =
(
x1
y1

)

/

(
x2
y2

)

=
(
x1
x2

)(
y2
y1

)

=
(
n1
n2

)(
y2
y1

)

(7)

The adsorption selectivity can be solved by combining Eqs. (5) and (6). If the
extended Langmuir equation is used to solve the adsorption selectivity, combining
Eqs. (2), (7) becomes

S12 =
(

ns1b1p1
1+ ∑

i bipi
/

ns2b2p2
1+ ∑

i bipi

)(
y2
y1

)

= ns1b1
ns2b2

(8)

where pi is calculated from the total pressure pt by multiplying the mole fraction yi. In
this paper, component 1 represents CO2, and component 2 represents H2. So here S12
represents the selectivity of an adsorbent for CO2 compared to H2. Higher S12 is good
for hydrogen purification.
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2.4 Deep Neural Network (DNN) for Selectivity

Artificial neural network (ANN) has strong nonlinear processing ability, which includes
an input layer, hidden layers and an output layer. A deep neural network (DNN) is a
neural network with multiple hidden layers. The more the number of hidden layers, the
better the nonlinear fitting characteristics of the ANN, and the better it is to deal with
complex problems. In this paper, the number of hidden layers is set to 5, and the number
of neurons in each hidden layer is 10. The structure of the DNN in this paper is shown
in Fig. 1. The inputs of DNN are CO2 molar fraction, adsorption pressure and Langmuir
adsorption isotherm parameters. And the output of DNN is separation selectivity. The
chosen method of training data generation is via Latin hypercube sampling (LHS). The
significant advantage of LHS is that a small number of samples can represent the entire
sample space. The upper and lower boundaries of the LHS are shown in Table 1. The
total number of sample points is set to 6000, and the adsorption selectivity values of the
selected sample points are calculated by IAST. Due to the large difference between the
input parameter values, the calculated selectivity difference is also large. The adsorption
selectivity values are set between 3 and 1500. Finally, 3602 sample points are selected
to train DNN.

Fig. 1. DNN structure for predicting separation selectivity.

Table 1. Lower (lb) and upper (ub) boundaries of Latin hypercube sampling (LHS).

Condition CO2 molar
fraction

Pressure
(bar)

nCO2 (mol/kg) bCO2 (bar
−1) nH2 (mol/kg) bH2 (bar

−1)

lb 0.1 0.1 5 0.1 0.5 0

ub 0.9 30 20 1.5 6 0.6



218 C. Li et al.

3 Results and Discussion

The NIST/ARPA-E database of Novel and Emerging Adsorbent Materials is a free,
web-based catalog of adsorbent materials and measured adsorption properties of numer-
ous materials, thus making it a treasure trove for data-driven analysis [6, 7]. As shown
in Fig. 2, the Isotherm Visualization Tool of the NIST/ARPA-E database can quickly
obtain the adsorption isotherm and Langmuir fitting parameters by searching the adsor-
bent material and gas species. The adsorption of CO2 and H2 on activated carbon and
CuBTC is randomly selected in the NIST/ARPA-E database. Therefore, by combining
NIST/ARPA-E Database and DNNmodel, the selectivity of different adsorbents to CO2
and H2 can be quickly calculated so as to achieve the purpose of fast screening materials.

The algorithm of DNN is completed byMatlab software. The correlation coefficients
of the training set, validation set, test set and whole data set of the DNN are 0.99998,
0.9998, 0.99688 and 0.99948, respectively, indicating that the DNN model can well
predict the selectivity. In order to further verify the accuracy of the DNN model, the
selectivity of activated carbon and CuBTC under different pressures and CO2 molar
fractions is calculated by extended Langmuir, IAST and DNN. As shown in Fig. 3,
by comparison, the selectivity values calculated by the IAST agree well with the values
calculated by theDNNmodel, which further verifies the robustness of theDNNmodel. In
Fig. 3 (a), for an 80:20 H2/CO2 mixture, CuBTC selectivity under different adsorption
pressures is greater than activated carbon. In Fig. 3 (b), at 10 atm, the selectivity of
CuBTC is also greater than that of activated carbon at different mole fractions of carbon
dioxide. Therefore, for ideal H2 purification and CO2 capture materials, CuBTC is
more suitable than activated carbon. Compared with activated carbon, CuBTC has a
larger surface area and higher pore volume. There are also related articles about the
application of CuBTC in PSA hydrogen purification. For the 81:19 H2/CO2 mixture,
the purity 99.99+ of hydrogen can be obtained by a 4-step PSA cycle with CuBTC as
an adsorbent [8].

Besides, after nonlinear treatment by DNN, the process optimization design of
adsorption and separation can be carried out. For example, Ref. [9] predicts and opti-
mizes CO2 adsorption capacity, selectivity and adsorption heat through DNN and multi-
objective optimization algorithm. It is worth noting that the selectivity at a fixed tem-
perature calculated by extended Langmuir is a constant value, and the selectivity value
does not change with adsorption pressure and mole fraction. Obviously, the calculation
error of extended Langmuir is large. Ref. [10] points out that the IAST gives the most
accurate predictions than the extended Langmuir and LRC for three binary systems.
Therefore, more and more researchers use IAST to develop corresponding application
programming interfaces (APIs) for calculating selectivity, such as pyIAST, pyGAPS and
GraphIAST [11].

Compared with IAST, another advantage is that the DNN does not need to solve the
integral solutions of different isothermmodels. Actually, theDNNproposed in this paper
can calculate the selectivity of any two-component gas, such as CO2/CH4, CH4/H2, etc.
When the input parameters of DNN exceed the lower and upper boundaries of training
data, the predicted results may deviate from the IAST theoretical calculations. The
robustness of the DNN can be enhanced by increasing the dimension of input parameters
and adjusting the structure of the DNN, which is not the focus of this paper. The DNN
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Fig. 2. Adsorption isotherms of CO2 and H2 on CuBTC and AC at 298K on NIST/ARPA-E
(equilibrium data from Ref. [12]).
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Fig. 3. Extended Langmuir, IAST and DNN calculated selectivities of activated carbon and
CuBTC for a 20:80 CO2/H2 mixture at different pressure (a) and a 10 atm CO2/H2 mixture
at a different molar fraction of CO2 (b).

model is a new attempt at calculating selectivity and can improve the efficiency of
adsorbent screening. In addition, the DNNmodel can also be extended to the calculation
of adsorption selectivity of multi-component gases to optimize the design of layered
beds with multi-adsorbent.

4 Conclusion

The deep neural network model constructed in this paper can quickly predict the adsorp-
tion selectivity of CO2/H2. The results show that the correlation coefficient of the
DNN model for the whole data set can reach 0.99948. In addition, by combining with
NIST/ARPA-E Database, this paper takes activated carbon and CuBTC as examples to
compare the adsorption selectivity of the two adsorbents under different pressures and
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CO2 molar fraction at the same temperature. The results show that the adsorption selec-
tivity of CuBTC is greater than that of activated carbon, so CuBTC is more suitable for
H2 purification and CO2 storage than activated carbon.
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Abstract. Hydrogen energy has various advantages such as cleanliness, storage
and high energy carrier, which is considered to be one of the key paths to achieve
the goal of “double carbon”. Utilization of hydrogen production in renewable
energy is an important technical means to achieve new energy amazing and energy
cleaning utilization. In response to the uncertainty characteristics of local scenery
resources and local electricity load and hydrogen load demand, considering the
investment cost of hydrogen storage system and the influence of flexible load of
electric load on the optimal operation of the system, a two-stage distributed robust
optimization model for hydrogen production system (H2-RES) from renewable
energy is established, the capacity of the first stage hydrogen production system is
determined by the system economy, and the second stage is designed to optimize
the real-time scheduling of the system, aiming at the total operating cost, which
is solved by C&CG algorithm, finally, an example is given to verify the validity
of the proposed model.

Keywords: Renewable energy · Hydrogen production · Two stage robust ·
Optimal configuration · Operation optimization

1 Introduction

With the “carbon peak-carbon neutral” goal proposed, power, transportation, and pro-
duction links to speed up the transition to a deep low-carbon clean, hydrogen energy as
an important clean energy, several developed countries have promoted the development
of hydrogen energy industry as a national strategy. China also plans to include hydrogen
energy in the energy category [1]. And from the central to the local issued a number
of renewable energy to promote the development of hydrogen and hydrogen vehicles
[2, 3]. Now, during the Beijing Winter Olympic Games, hydrogen energy has been
fully demonstrated in this Beijing Winter Olympic Games, including more than 1,000
hydrogen-powered vehicles, equipped with more than 30 hydrogen refueling stations,
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in order to ensure the demand for hydrogen energy for the Winter Olympic Games, con-
struction of large-scale hydrogen production projects in Zhangjiakou and other places.
From the perspective of hydrogen demand, hydrogen-powered vehicles are more suit-
able for the “three north” winter low-temperature environment than electric vehicles
because of their fast hydrogenation speed, long range and environmental friendliness, in
recent years, it has gained wide attention and developed rapidly [4]. Hydrogen stations
will also proliferate in the future, as they are a prerequisite for the rapid development
of hydrogen-powered cars. The integration of renewable energy hydrogen production
and power generation into the grid will not only enable new energy consumption and
promote green energy development, but also be in line with the current situation of the
Zhangjiakou region’s energy supply for the Beijing Winter Olympic Games. Therefore,
hydrogen production system based on renewable energy and supported by DCmicrogrid
will be the best way to achieve low-carbon environmental protection, and zero-carbon
power plus hydrogen energy is the only way to optimize the energy structure in the future
[5], this has also become the current hot spot of scholars.

Literature [6] optimizes the operation of the comprehensive energy system of the
hydrogen production unit containing wind power, which can meet the needs of electric-
ity, hydrogen and heat at the same time. Reference [7] established a two-tier model for
configuration optimization of grid connected offshore wind power hydrogen energy sys-
tem, and studied the configuration and economy of the system by means of net present
value. Literature [8] designed a hybrid new energy system including wind power, pho-
tovoltaic and hydrogen energy storage, and used the objective fitness function to model,
and achieved good capacity optimization results Literature [9] designed the hydrogen
energy storage system with heat balance system, established the wind hydrogen hybrid
system, and proposed the optimal allocation method of hydrogen energy storage capac-
ity of wind hydrogen hybrid system considering the uncertainty of heat balance. The
above research optimizes the static capacity configuration of the integrated energy sys-
tem containing hydrogen energy, and there is no subsequent dynamic optimization of
the static configuration.

Literature [10] cooperates with three main body of the scene, based on the Nash
negotiation theory, the operation model is established. Finally, through example verifi-
cation, the operational operation of the proposed cooperative operation can be greatly
improved. And the overall benefits of the cooperation alliance. Literature [11] is opti-
mized by hydrogen energy-natural gas multi-energy storage systems, and the economics
and environmental protection of electric hydrogen and electricity gas are verified. Liter-
ature [12] constructed the optimal scheduling model of wind hydrogen system with the
optimization objective of hydrogen production efficiency, solved the optimal hydrogen
production power by using artificial bee colony algorithm, and verified the effective-
ness of the proposed method through simulation analysis. Literature [13] established
the optimal scheduling model of integrated energy system with hydrogen production
system with the goal of minimizing operation cost and environmental cost, and solved
the optimal daily operation scheduling scheme of the system by using NSGA-II algo-
rithm., Literature [14] proposed a low-carbon operation method of integrated energy
system considering electrothermal flexible load and fine modeling of hydrogen energy.
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The static capacity configuration of hydrogen production equipment is not considered
in the above literature.

Literature [15] established an islandmicrogridmodel including hydrogen production
system and cogeneration, used robust optimization method to deal with the uncertainty
related to photovoltaic output, electric load and heat load demand, and verified the
effectiveness of the robust optimization used to deal with relevant risks, but static con-
figuration optimization was not considered in the system. Literature [16] is electrically
and hydrogen into the energy carrier, and a double-layer mixed integer planning model
is proposed. The upper layer model is intended to improve system economy, optimize
the device configuration to meet regional energy demand; The lower layer model aims to
minimize the average cost of hydrogenproduction in order to promote the development of
hydrogen. Among them, in the upper equipment capacity configuration, the economy of
the system is the goal to determine whether the equipment is put into construction, rather
than determining the equipment to be put into construction first and then optimizing the
optimal capacity. Literature [17] uses a two-stage distributed robust optimization model
to deal with the uncertainty of load. In the first stage, it optimizes the equipment safety
capacity and time in the integrated energy system. In the second stage, it mainly opti-
mizes and determines the “worst” operation scenario that the integrated energy system
may encounter in the future and optimizes the system operation scheduling. Literature
[18] For the renewable energy area integrated energy system to improve economic and
scheduling flexibility, a double robust game model is proposed, and multi-target whale
optimization algorithm is used to address constraint complex mixing integers nonlinear
planning issues, verify the feasibility of the model and the effectiveness of the algorithm
of the model by case analysis. The system in the above two documents did not con-
sider hydrogen energy. Based on this, aiming at the uncertain load and renewable energy
output, a two-stage distributed robust optimization model based onH2-RES system is
established. Firstly, the capacity of hydrogen production system is statically optimized,
and then the dynamic operation of the system is scheduling optimized.

During the operating scheduling of theH2-RES system, the flexible load of the elec-
tric load can be changed by changing its own size and time period, and further optimizing
the smooth load curve to improve the operational flexibility and economic benefits ofH2-
RES.Literature [19] For the problem of low-carbon economy optimization operation in
the integrated energy system of hydrogen energy to energy conversion medium, the
impact of flexible load on adjustment system optimization operation, and established
flexible load model. Literature [20] established IES two-stage distribution robust opti-
mization scheduling model considering flexible loads, verifying that flexible loads can
improve the economic benefits of the IES system operation.

Based on the existing literature, this paper takes the hydrogen production system from
renewable energy sources as the research object. Firstly, the capacity of the hydrogen
production system is optimized for the uncertainty of renewable energy sources and the
local electric load and hydrogen load. After the static configuration optimization, the
daily operation scheduling of the hydrogen production system from renewable energy
sources is optimized. For the uncertainty of renewable energy, considering the investment
cost of hydrogen production system and the impact of the flexible load of electric load
participating in the electric load regulation on the optimal operation of the system. A
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two-stage distributed robust optimization model of hydrogen production system from
renewable energy driven by the worst scenario is constructed and applied to practical
engineering projects, which has good feasibility.

The structure of the remainder of this paper is as follows. Section 2 introduce the
structure and model of renewable energy hydrogen production system, Sects. 3 and
4 respectively introduce the objective function and model of static configuration and
dynamic scheduling of the system, Sects. 5 and 6 respectively introduce the two-stage
robust programming model and its solution method of the system, and Sect. 7 introduces
the case analysis of the method proposed in this paper.

2 H2-RES Structure and Model

Figure 1 shows the complete structure diagramof renewable energy hydrogen production
system. It mainly includes fan, photovoltaic, storage battery, power grid, alkaline water
electrolyzer, hydrogen compressor, hydrogen storage tank, etc. Part of the fans and
photovoltaic power generation is used for residential power load, and the other part
is used for hydrogen load of hydrogen fuel vehicles. The hydrogen produced by the
electrolytic cell is compressed by the hydrogen compressor and then sent to the hydrogen
storage tank. The compressed hydrogen gas is transported to the hydrogenation station
through the hydrogen long pipe trailer to supply the hydrogen demand of hydrogen fuel
vehicles. The battery in the system plays a buffer role. When the available energy is
insufficient, it is discharged through the battery first. If the electric load and hydrogen
load are still not met, it is necessary to purchase electricity from the power grid. When
there is still electricity left after the electricity load and hydrogen load can be met by
generating electricity from renewable energy, the battery can be charged or sold to the
power grid according to the actual situation. In order to deal with the uncertainty of wind
and solar output, the worst scenario driven distributed robust method is used to optimize
the system. In terms of power load demand, flexible load is considered in this paper.

Fig. 1. H2-RES structure
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3 The H2-RES Capacity Configuration Phase

The capacity configuration stage of H2-RES is mainly to configure the optimal capacity
of electrolytic cell, hydrogen compressor and hydrogen storage tank in the hydrogen
production system. The goal is to minimize the daily average investment cost on the
premise that the system can operate normally under all the worst probability scenarios:

minF1 = ρEDMED + ρHCMHC + ρHSMHS

N
(1)

In the formula, ρED represents the unit capacity investment cost of the electrolyzer,
ρHC represents the unit capacity investment cost of the hydrogen compressor, ρHS rep-
resents the unit capacity investment cost of the hydrogen storage tank; MED, MHC,
MHS represents the capacity of the electrolyzer cell, hydrogen compressor and hydro-
gen storage tank respectively, and N represents the total number of days in a year, taking
365 days.

The upper and lower limits of the capacity of the electrolyzer, hydrogen compressor
and hydrogen storage tank are as follows:

0 ≤ MED ≤ MED,max (2)

0 ≤ MHC ≤ MHC.max (3)

0 ≤ MHS ≤ MHS,max (4)

MED,max, MHC,max, MHS,max represents the maximum capacity of the electrolyzer,
hydrogen compressor, and hydrogen storage tank, respectively.

4 The H2-RES Optimal Scheduling Phase

After determining the optimal capacity configuration of the hydrogen production system
in thefirst stage, the next stage is to optimize the operation and scheduling of the hydrogen
production system from renewable energy based on the optimal capacity of the hydrogen
production system determined in the first stage. In view of the characteristics of difficult
prediction and strong randomness of fan and photovoltaic output, the “worst” operation
scenario that may be encountered by the microgrid is considered and the economy of its
operation is estimated, and the flexible load in the electric load is considered to improve
the economy of the system.

4.1 Flexible Electrical Load Model

The electrical load in the hydrogen production system of renewable energy includes
flexible electrical load and rigid electrical load. The flexible electrical load is mainly
used to regulate the overall load curve of the system and improve the overall energy
consumption level of the system on the premise of meeting the basic rigid electrical
load of the system. In order to tap the scheduling potential of flexible electric load
and improve the economy of the system, two flexible load mathematical models are
established, namely transferable and reducible flexible load.
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4.1.1 Transferable Electric Load Model

The load can be transferred according to the real-time electricity price, the user carries
on the transfer to some non-essential time period load, for example washing machine,
water heater and so on. And the working hours of the transferable load and the size of
the transfer time have no time continuity constraints, and have higher flexibility, the total
power of the pre-and post-dispatch transferable loads must satisfy uniform invariance
on the transferable interval [tstart, tend].

T∑

t=1

Ftr
t �t =

tend∑

t=tstart

Ptr
t �t (5)

btrt P
tr
min ≤ Ptr

t ≤ btrt P
tr
max (6)

In the formula: Ftrt and Ptrt denote the power of the transferable electric load at t
time before and after the transfer respectively, Ptrmin and Ptrmax denote the transferable
minimum electric load and the transferable maximum electric load respectively, btrt is
the 0-1 variable, which represents the transition state of the transferable electrical load
t period and btrt = 1 means that the electric transfer load occurs during the time period.

When electric load transfer, the user is transfer compensation adjustment

Ctr = rtr

T∑

t=1

btrt P
tr
t (7)

In the formula: rtr represents the unit compensation price of the transferable electric
load.

4.1.2 Reduction of Electric Load Model

Reducible electric load refers to a certain reduction of load power within the allowable
range without changing the purpose of users’ power consumption, which alleviates the
tension of energy consumption. The reducible load in each period after dispatching can
be expressed as:

Pcut = (
1 − bcut εt

)
Fcut (8)

In the formula: Fcut and Pcut for t time can reduce the electrical load before and
after the reduction of electrical load power, bcut for 0-1 variables, that can reduce the
electrical load cut state, the load can be reduced by t when bcut is equal to 1, εt represents
the reduction of the load at t time, 0 � εt � 1, when εt = 1 represents the complete
reduction of the load.

Ccu = rcu

T∑

t=1

bcut
(
Pcut − Fcut

)
(9)

In the formula: rcu represents the unit power compensation cost that can reduce the
electrical load.
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4.2 Objective Function

The optimization objective of the second stage is to minimize the total cost under the
operation of the hydrogen production system with renewable energy, and finally deter-
mine the start-up and shutdown plan of each unit, the power generation capacity, the
charge and discharge plan of the energy storage system, and the power purchase and
sales plan for trading with the power grid. The total cost includes the power purchase
and sale expenses with the power grid, the flexible power load dispatching compensation
cost of the microgrid, and the operation and maintenance expenses of the battery and
hydrogen production system.

minF2 = Cgrid + Cdr + Cop (10)

In the formula:Cgrid, Cdr, Cop represents the transaction costs between the power grid,
flexible load compensation costs, the operation and maintenance costs of equipment.

(1) transaction cost between system and power grid

Transaction costs between the system and the grid include the purchase of electricity to
the grid and the sale of electricity to the grid

Cgrid =
T∑

t=1

lbuyt Pbuy
t − lsellt Psell

t (11)

In the formula: lbuyt represents the purchase price of t time Grid, lsellt represents the

sale price of t time grid, Pbuyt , Pbuyt represents the purchase and sale power of t time
system.

(2) flexible electric load dispatch compensation cost

The flexible power load dispatching compensation cost mainly includes the power load
compensation cost which can be reduced and the power load compensation cost which
can be transferred:

Cdr = Ctr + Ccu (12)

In the formula: Ctr, Ccu respectively represents the transferable electric power
compensation cost and can reduce the electric power compensation cost, its specific
mathematical model is shown in the formula (7) and formula (9).

(3) system equipment operation and maintenance costs

Systemequipment operation andmaintenance costsmainly include themain components
of the system operation and maintenance costs. The main components of the hydrogen
production system are based on the unit power consumption, and the storage battery is
based on the charge/discharge capacity. The model is as follows:

COP = CEH
OP + CBAT

OP (13)
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CEH
OP =

T∑

t=1

rEHOP(PEDt + PHCt ) (14)

CBAT
OP =

T∑

t=1

rBATOP (PBATCt + PBATDt ) (15)

In the formula: CEH
OP,C

BAT
OP represents the operation andmaintenance cost of hydrogen

production equipment and storage battery respectively; rEHOP, r
BAT
OP represents the unit

operation and maintenance cost of hydrogen production system and storage battery
respectively; PEDt , PHCt represents the consumption power of electrolyzer and hydrogen
press at time t, PBATCt , PBATDt represents the charge and discharge power of battery at
time t.

4.3 Constraints

The constraints of the optimal scheduling model ofH2-RES mainly include power bal-
ance constraints, power storage equipment constraints and hydrogen production system
constraints.

(1) Power balance constraint

PWD
t + PPV

t + PBATD
t + PBUY

t = PEL
t + Ptr

t + Pcu
t + PBATC

t

+ PED
t + PHC

t + PSELL
t (16)

In the formula: PWD
t , PPVt represents the fan output power and photovoltaic output

power at time t respectively; PBATCt , PBATDt represents the battery charge/discharge power
at time t respectively; PBUYt , PSELLt indicates the purchasing power and selling power
between the hydrogen production system and the power grid at time t, PELt , Ptrt , P

cu
t

represents the rigid electric load at time t, the transferable electric load and the reduced
electric load respectively, and PEDt , PHCt represents the consumed electric power of the
electrolyzer and the hydrogen compressor at time t.

(2) Constraint of storage equipment
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

E1 = η0EBAT + ηchPBATC
t − PBATD

t
ηdis

Ek = Ek−1 + ηchPBATC
k − PBATD

k
ηdis

, 2 ≤ k ≤ 24

ηminEBAT ≤ Et ≤ ηmaxEBAT , 1 ≤ t ≤ 24
0 ≤ PBATC

t ≤ I cht PBATC
max

0 ≤ PBATD
t ≤ Idist PBATD

max
0 ≤ I cht + Idist ≤ 1
T∑
t=1

ηchPBATC
t �t −

T∑
t=1

PBATD
t
ηdis

�t = 0

ET = η0EBAT

(17)
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In the formula, E1, Et denote the capacity of the battery in the first time period and t
the t time period battery capacity, EBAT denote the total capacity of the battery, ET denote
the capacity of the battery in the last time period of a dispatch period, η0, ηmin, ηmax
represents the ratio coefficient of initial capacity, the minimum energy storage coeffi-
cient and the maximum energy storage coefficient, ηch, ηdis represents the efficiency
of charge/discharge energy, Icht , Idist represent the Battery t time charge and discharge
energy mark bit 0-1 variable.

(3) Constraints of hydrogen production system

The hydrogen production system consists of an electrolytic cell, a Hydrogen compressor,
and a hydrogen storage tank.

➀ Electrolytic cell model

At present, the most commonly used electrolyzer in industrial production is alkaline
water electrolyzer, which has fast reaction speed and mature technology. The hydrogen
production efficiency of the electrolyzer and the power of the electrolyzer can be regarded
as a linear relationship under stable operation [21]. The unit hydrogen production rate
is assumed to be ηH2 , kg/(kW h),The hydrogen yield mH2

t at t time is the product of the
hydrogen yield ηH2 and the power PEDt input to the cell [22]:

mH2
t = ηH2P

ED
t (18)

The electrolyzer shallmeet theminimumsafe power andmaximumpower constraints
during operation:

PED
min ≤ PED

t ≤ PED
max (19)

In the formula: PEDmin, P
ED
max respectively represents the minimum safe power and the

maximum operating power when the electrolyzer is running.
At the same time, the electrolytic cell should also meet the power climbing

constraints:
∣∣∣PED

t+1 − PED
t

∣∣∣ ≤ PED
rp (20)

In the formula: PEDrp indicates the maximum climbing power of the electrolyzer.

➁ Hydrogen compressor model

To facilitate storage and transportation, hydrogen is compressed into high pressure
hydrogen using Hydrogen compressor, and the power consumption of the hydrogen
compressor [23] needs to be satisfied:

PHC
t = RH2m

H2
t Tinκ

3600ηHC(κ − 1)

[
(Pout/Pin)

κ−1
κ − 1

]
(21)

0 ≤ PHC
t ≤ PHC

max (22)

In the formula:RH2 is the specificheat capacity of hydrogenChangshu,Tin is the com-
pressor input hydrogen temperature, ηHC is the compressor efficiency, κ is the isentropic
index of hydrogen, Pout/Pin is the compression ratio.
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➂ Hydrogen storage tank model

The hydrogen storage tank is used to store the compressed hydrogen, and its mathemat-
ical model and constraints are:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

mHS
1 = ρ0MHS + mH2

1 − LH2
1

mHS
k = mHS

k−1 + mH2
k − LH2

k , 2 ≤ k ≤ 24
ρminMHS ≤ mHS

t ≤ ρmaxMHS , 1 ≤ t ≤ 24
mHS
T = ρ0MHS

(23)

In the formula,mHS
1 represents the hydrogen storage capacity of the hydrogen storage

tank in the first period of the dispatching period, mHS
k represents the hydrogen storage

capacity of the hydrogen storage tank in the k period of the dispatching period, mHS
T

represents the hydrogen storage capacity of the hydrogen storage tank in the last period
of the dispatching period, ρ0, ρmin, ρmax represents the initial hydrogen storage ratio
coefficient, the minimum hydrogen storage ratio coefficient and the maximum hydro-
gen storage ratio coefficient respectively, and MHS represents the total capacity of the
hydrogen storage tank.

5 Two-Stage Robust Programming Model for H2-RES

The first stage of the two-stage distributed robust optimizationmodel based on renewable
energy hydrogen production system proposed in this paper is to optimize the capacity of
the hydrogen production system according to the local renewable energy characteristics,
electric load and hydrogen load, including the capacity configuration of electrolytic
cell, hydrogen compressor and hydrogen storage tank. The optimization goal is the
construction cost. The second stage is to optimize the real-time scheduling scheme with
the lowest system operation cost under the “worst” operation scenario that the system
may encounter in the future. Then feed back the optimization results of the second stage
to the first stage to further formulate the best planning scheme. The two-stage planning
model is shown in Fig. 2.

Objective 1: minimize the investment cost
Optimize the capacity of the hydrogen 

production system according to the local 
scenery characteristics, electric load and 

hydrogen load

Objective 2: minimum system operation cost
Optimize the operation scheduling of the 

whole system according to the configuration 
of hydrogen production system

Feedback

Stage I

Stage II

Fig. 2. Two-stage programming model
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The two-stage robust optimization model is as follows:

F3 = min
x

{
F1 + max

u
min
y

{F2}
}

(24)

In the formula: x is the decision variable of the first stage, that is, the capacity
configuration of the hydrogen production system; u is the scene of the worst scenery; y
is the decision variable of the second stage, that is, after the configuration of the hydrogen
production system and theworst-case scenario of themost economic scheduling scheme.

In this paper, we use the k-means Clustering Method to reduce M wind power and
photovoltaic power scenes into typical discrete scenes with uncertain and random char-
acteristics u1, u2, . . . , uk, the occurrence probabilities of various scenarios are obtained
to simulate the output uncertainty of renewable energy. The initial probability of each
discrete scenario is expressed in p0k.

The purpose of scene reduction analysis is to replace a large number of complex
scene features with a small number of representative scenes, and construct an uncertain
set to describe the distribution of scenery output. The comprehensive norm constraint set
composed of [22] 1-norm and∞-norm restricts the probability distribution of renewable
energy output scenario, as shown in Eq. (25).

� =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

pk

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

pk ≥ 0, k = 1, 2, . . . ,K
10∑
k=1

pk = 1

10∑
k=1

∣∣pk − p0k
∣∣ ≤ λ1

max
k=1,2,...,K

∣∣pk − p0k
∣∣ ≤ λ∞

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(25)

In the formula: � is the probability distribution feasible region of renewable energy
output scene, where Pk is the probability of the typical scene uk, which λ1,λ∞ is the
probability allowable deviation value of 1-norm and ∞-norm respectively, which can
be obtained from Eq. (26).

{
λ1 = k

2M ln 2k
1−α1

λ∞ = 1
2M ln 2k

1−α∞
(26)

In the formula: α1, α∞ is the confidence level of 1-norm and ∞-norm uncertainty
probability respectively.

The two-stage distribution robust optimization model is a min max min structure.
In order to facilitate analysis, the worst scenario of renewable energy output is repre-
sented by the worst probability distribution of renewable energy output. The two-stage
distribution robust model of the proposed system can be transformed into the following
form:

F3 = min
x

{
F1 + max

{
10∑

k=1

pk min
y

{F2}
}}

(27)



Scheduling of Renewable Energy Hydrogen Production System Based 233

6 Two-Stage Robust Model Solving Method

To solve the two-stage distributed robust optimization problem, a column constraint
generation algorithm (C & CG) is used to solve the decomposition problem. Compared
with Benders decomposition algorithm, C & CG algorithm has fewer iterations and
higher accuracy. C & CG algorithm is used to decompose the two-stage distributed
robust problem into main problem and sub-problem.

The main problem is to solve the optimal capacity allocation of the hydrogen pro-
duction system based on the probability distribution of the initial worst-case scenario,
and to obtain the maximum real-time operating cost with the lowest operating cost as
the objective in the worst-case scenario, and provide a lower bound for the model:

⎧
⎨

⎩

minAT x + U

U ≥
10∑
k=1

pkmin
{
BTyk

} (28)

In the formula, AT is the coefficient matrix of the primary decision variable, x is
the primary decision variable, U is the auxiliary variable of the main problem objective
function and BT is the coefficient matrix of the secondary decision variable.

Based on the optimal capacity configuration of the hydrogen production system
solved by the main problem, the sub problem calculates the operation with the lowest
operation cost as the goal in each scenario in parallel, and provides the upper bound
value to the model. The worst scene probability is updated in the probability distribution
feasible region � of the data-driven wind and solar output scenario, and the scheduling
optimization of the system is carried out. The sub problem can be expressed as:

max{pk }∈�

K∑

k=1

Pq
k

[
min

yk∈(x,pk )

(
Bq)T yqk

]
(29)

The iterative solution process of the main problem and sub problem by using C &
CG algorithm is as follows:

Step 1: Initialization, set the maximum number of iterations nmax; convergence accu-
racy ζ = 10−3, the number of initialization iterations n = 1, set the scenery output
benchmark scenario u0 as the worst scenario uq, initialization U = +∞, The upper
bound of the objective function is U = +∞ and the lower bound is L = −∞, the
historical data are clustered to obtain K discrete scenes with typical time and the initial
probability distribution p0k.

Step 2: substitute the worst scenario uq into the main problem for solution, obtain the
optimal capacity solution xq of the hydrogen production system, and take the optimal
solution obtained from the main problem as a new lower bound Lq.

Step 3: substitute xq into the subproblem and consider the uncertainty of wind power
output, and calculate the output plan of each unit when the operation cost is the lowest
in each scenario in the subproblem in parallel.

Step 4: find the wind power output expectation and corresponding decision variables
yq that maximize the operation cost in the probability distribution feasible region � of
the data-driven wind power output scene, take the sum of the sub problem optimization
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result
∑K

k=1 P
q
k

[
(Bq)Tyqk

]
and the main problem result (Aq)Txq as the upper bound, and

update the bad scene uq+1 and probability distribution Pq+1
k .

Step 5: determineUq−Lq ≤ εwhether satisfied, if satisfied, the iteration convergence
and get the optimal solution; If not satisfied, then update the worst scenario and its
probability, n = n + 1, and return to step 2 (Fig. 3).

start

Initialization: U = + ∞ , l =-∞ , 
initialization of the worst 

probability distribution, N = 1

Given a set of initial worst-case 
scenarios, the optimal solution 

of the main problem is 
obtained, and the lower bound 

is updated

The capacity allocation scheme 
of the hydrogen production 

system in the main problem is 
replaced by the uncertain 

variables in the sub-problem 
and the worst-case scenario, 

and the upper bound is updated

U-L σ

Update the 
worst scenario 

distribution, 
n = n + 1

end

Fig. 3. Solution flow of two-stage robust optimization model

The framework of two-stage distributed robust optimizationmodel based onH2-RES
is shown in Fig. 4.

7 Case Analysis

7.1 Basic Data and Model Parameters

In order to verify the feasibility of the model and method in this paper, an example is
constructed based on the actual data of Chongli renewable energy large-scale hydro-
gen production project in Zhangjiakou, Hebei Province. Taking the renewable energy
hydrogen production system shown in Fig. 1 as the research object, CPLEX commercial
solver is used for modeling and solving in matlab 2020a.

In Zhangjiakou renewable energy hydrogen production project, there are three fans
and one photovoltaic array. The rated power of each fan is 2 MW and the rated power of
photovoltaic array is 3 MW. Set the optimal scheduling cycle as 24 h, and take 1 h as the
unit period. The renewable energy output data of the past one year is taken and reduced
to 10 typical discrete renewable energy output scenarios with uncertain and random
characteristics by K-means clustering method, and the corresponding probability of
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Two-stage distribution robust optimization model 
framework based on H2-RES

The optimal configuration of hydrogen 
production system is obtained by iteration

Construction and solution of two-stage 
distributed robust optimization model

Model building:
K-means clustering renewable energy 

output scenario
Reduction analysis of the scene: Eqs.(25)
Using C&CG algorithm to solve the model

Dynamic optimization scheduling 
model

Objective function:
Flexible electric load model: Eqs.(5)-(9)
Constraint condition: Eqs.(16)-(23)

Static configuration stage of hydrogen 
production system

Objective function:
Constraint condition: Eqs.(2)-(4)

Fig. 4. The whole frame

each scenario is obtained to drive the two-stage distributed robust optimization model
of H2-RES. The data of renewable energy output before and after clustering is shown
in Figs. 5 and 6. Figure 5 (a) and (b) respectively show the historical data of fan output
and photovoltaic output in the past year Fig. 6 shows the 10 types of renewable energy
output scenarios obtained by clustering.

Fig. 5. Historical data of available in process energy output

During the 2022WinterOlympicGames,more than 400hydrogenbuseswere applied
to Zhangjiakou competition area, and their daily hydrogen load was supplied by the
renewable energy hydrogen production project in Zhangjiakou area. This paper selects
the hydrogen load and electric load of typical days and the renewable energy output data
of the next day predicted according to the historical renewable energy output data, and
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Fig. 6. Clustering results of renewable energy output

makes a case analysis on the dynamic scheduling optimization after the static configu-
ration ofH2-RES hydrogen production system in the first stage. Figure 7 shows typical
daily load demand and predicted renewable energy output data.

The purchase and sale price in the calculation case adopts the pricing method of time
of use price. The prices of electricity purchased and sold in different time periods are
shown in Fig. 8.

Fig. 7. Load daily demand and renewable energy force prediction data

Fig. 8. Purchase electricity-based electricity price
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The parameter values ofmain equipment of theH2-RES system are shown in Table 1.

Table 1. Important parameter values of H2-RES.

Parameter Value Parameter Value

ρED 6027 ηch 0.95

ρHC 1071 ηdis 0.96

ρHS 3549 η0 0.3

MED,max 5000 ηmin 0.1

MHC,max 1000 ηmax 0.9

MHS,max 1000 RH2 14.304

rtr 0.05 Tin 40

rcu 0.5 ηHC 0.7

rEHOP 0.04 κ 1.4

rBATOP 0.01 ρ0 0.25

ηH2 0.0192 ρmin 0.2

EBAT 600 ρmax 0.9

7.2 Analysis of Optimizing Static Configuration Stage

In this paper, the historical scenery output data are clustered by K-means method, and
10 groups of initial scenes and their probabilities are obtained. The comprehensive norm
constraint set is used to constrain the probability distribution of wind and solar output
scenarios, in which the 1-norm constraint confidence is set to 0.5 and ∞-norm con-
straint confidence is set to 0.99. Build a two-stage robust optimizationmodel forH2-RES
system. The static configuration of hydrogen production system obtained by iteration
according to C & CG algorithm is shown in Table 2.

The capacity configuration of the optimized hydrogen production system is close
to that in the actual project. The capacity of the actual hydrogen production system in
Zhangjiakou renewable energy hydrogen production project is shown inTable 3.Accord-
ing to the configuration obtained from the simulation of the example, it is suggested to
increase the capacity of the hydrogen storage tank in the project to 220–250kg.

Table 2. Optimized capacity configuration of hydrogen production system

Equipment Electrolyzer Hydrogen press Hydrogen storage tank

Capacity/kW (kg) 2715.3 93.5 213.4
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Table 3. Actual capacity of hydrogen production system on site

Equipment Electrolyzer Hydrogen press Hydrogen storage tank

Capacity/kW (kg) 3000 132 210

7.3 Flexible Electric Load Optimization Analysis

The response of electric load demand after considering flexible load is shown in Fig. 9.
The blue bar represents the electric load predicted at the dispatching time, the orange
bar represents the flexible electric load that can be transferred at the dispatching time,
the yellow bar represents the flexible electric load that can be reduced at the dispatching
time, and the red curve represents the electric load after considering the flexible load,
which can also be expressed as the electric load after demand response.

It can be seen from the figure that the transferable electric load in period 1, period 3,
period 5, period 7, period 9–10 and period 22–24 is transferred to period 14–21, and the
reducible load in period 2, period 4, period 6, period 8–9 and period 11–21 is reduced
on the basis of meeting the acceptable reduction times of users. It effectively smoothes
the power load curve of the system, and then improves the wind power consumption and
economic benefits of the dispatching plan.

Fig. 9. Response of electric load demand

7.4 Optimized Dynamic Dispatching Operation Analysis

Based on the capacity configuration of hydrogen production system, the dynamic dis-
patching operation ofH2-RES system is optimized. The optimal operation strategy of
each unit of the system is shown in Fig. 10. The blue bar represents the renewable energy
output plan, the orange bar represents the power purchase plan of the system to the power
grid, the green bar represents the power sales plan of the system to the power grid, and
the yellow bar represents the charging and discharging plan of the battery. Above the
horizontal axis represents the charging plan, below the horizontal axis represents the
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discharge plan, the purple bar represents the power consumption plan of the hydrogen
production system, and the red curve represents the power load after demand response.

It can be seen from the figure that in these 24 periods, most of the power output of
renewable resources is used for the power consumption of hydrogen production system.
In periods 1–7 and 14, the output of renewable energy can not meet the power load and
power consumption of hydrogen production system. It is necessary to purchase power
from the power grid to meet the power demand. In periods 10, 12–13, 15 and 17, 22–24,
the output of renewable energy can fully meet the electrical load and the electrical power
required by the hydrogen production system, and the excess electricity is used to sell
electricity to the power grid and charge the battery. In this strategy, more electricity
is purchased to charge the battery in the first and seventh periods when the output of
the available energy is insufficient and the electricity price is low, and the battery is
discharged in the eighth to ninth periods, the eleventh periods, the fourteenth periods
and the eighteenth to twenty-first periods when the output of the available energy cannot
meet the required electric power, so as to achieve the effect of peak shaving and valley
filling. The charging and capacity status of the battery are shown in Fig. 11. The total
capacity of the battery set in this paper is 1000 kW, the minimum capacity is limited
to 100 kW and the maximum capacity is limited to 900 kW. The maximum charging
and discharging power is 400KW. It can be seen that the charging power of the battery
reaches the maximum charging state in period 1, 11 and 17, and the discharging power
reaches the maximum discharging state in period 6 and 21. The capacity of the storage
battery is 300 kW at the beginning of the dispatching period, reaches the allowable
maximum capacity state in 11, 13 and 18 periods, and returns to the initial state at the
last moment of the dispatching period.

Fig. 10. Electric power optimal operation strategy

7.5 Hydrogen Load Supply Situation

The hydrogen load supply is shown in Fig. 12. The green curve represents the real-
time change of hydrogen in the hydrogen storage tank during the 24-h dispatching
period, the red curve represents the change of hydrogen load during the 24-h dispatching
period, and the blue curve represents the real-time change of hydrogen production of
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Fig. 11. Battery charging and discharging power and electric quantity status

the hydrogen production system during the 24-h dispatching period. During the period
1–7, the hydrogen production of the hydrogen production system has excess hydrogen
load. The excess hydrogen is stored in the hydrogen storage tank. It can be seen that
the hydrogen in the hydrogen storage tank has been increasing. During the period 8,
the hydrogen load has excess hydrogen production. At this time, the hydrogen in the
hydrogen storage tank makes up for the hydrogen load. There is little difference between
the hydrogen load and the hydrogen production during the period 9–13. In the period
14–21, except for the period 18, the hydrogen load is more than the hydrogen output,
and the hydrogen load is far more than the hydrogen output in the period 15 and 19. In
this period, the hydrogen load in the hydrogen storage tank is used to supplement the
hydrogen load, the hydrogen load in the period 22–23 is nearly equal to the hydrogen
output, and the hydrogen output in the period 24 is more than the hydrogen load, It can be
seen that the hydrogen storage tank plays a role in maintaining the stability of hydrogen
load during the whole dispatching period.

The capacity status of the hydrogen storage tank is shown in Fig. 13. It can be
seen that the initial capacity proportion of the hydrogen storage tank is 0.25. When the
hydrogen production of the hydrogen production system exceeds the hydrogen load, the
hydrogen capacity status in the hydrogen storage tank will increase, otherwise it will
decrease. In the last period of the dispatching period, the capacity status of the hydrogen
storage tank will return to the initial capacity proportion, ensuring the normal and stable
operation of the hydrogen storage tank in the next dispatching cycle.
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Fig. 12. Hydrogen load supply situation

Fig.13. Capacity status of hydrogen storage tank

8 Conclusion

This paper takes the hydrogen production system from renewable energy sources (H2-
res) as the research object, fully considers the uncertainty ofwind and solar output and the
flexible load of electric load, and establishes a two-stage distributed robust optimization
model. In the first stage, the system economy is taken as the optimization objective
to determine the capacity of the hydrogen production system. The second stage takes
the system operation cost as the goal, aims to optimize the real-time scheduling of the
system, and uses the CCG algorithm to solve it. Finally, an example is given to verify
the effectiveness of the proposed model, and the following conclusions are drawn:

(1) Different from the previous two-stage distributed robust optimization of pre schedul-
ing and re scheduling of microgrid system, this paper is the static configuration of
H2-RES system considering the uncertainty of wind and solar output and the two-
stage distributed robust optimization model of system dynamic scheduling based on
static configuration.

(2) The flexible load of electric load is considered in the operation optimization of H2-
RES system, which can reduce the cost of dispatching scheme and improve the
economic benefit of the system.
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(3) By considering the wind solar output scenario under the worst scenario, the capacity
of the hydrogen production system obtained through the iteration of the algorithm
is very close to the actual project, which can provide practical application value.
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Hebei Province of China (Grant No. 19210108D, 19214501D, 20314501D, F2021202022).
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Abstract. Ahydrogen fuel station is an infrastructure for commercializing hydro-
gen energy using fuel cells, especially in the automotive field. Hydrogen, produced
through microgrid systems of renewable energy sources such as solar and wind,
is a green fuel that can greatly reduce the use of fossil fuels in the transportation
sector. In this study, taking theWinter Olympics as the background, hydrogen pro-
duction was carried out through the wind-solar hybrid microgrid system installed
in Chongli, Zhangjiakou, so as to meet the fuel supply of hydrogen buses dur-
ing the Winter Olympics. This analysis is the capacity optimization configuration
design of the microgrid including the hydrogen production system, and the sim-
ulation analysis is carried out by using the Homer simulation software. In this
study, NASA’s ground-based meteorology and solar databases were used. There-
fore, the annual average wind speed of the site is 5.72 m/s, and the annual average
solar radiation is 5.08 kWh/m2/d. According to the optimization results obtained
for the proposed configuration, different system configuration schemes are found,
and a variety of schemes are compared to select the most economical capacity
configuration scheme. It was finally shown that a microgrid including a hydrogen
production system powered by renewable energy is economically feasible.

Keywords: Microgrid · Energy storage system · Hydrogen energy storage ·
Storage battery · HOMER Pro software

1 Research Status

1.1 Research Status of Microgrid Capacity Optimization Configuration

In recent years, with the construction of complementarymicrogrid optimization projects,
my country has overcome many technical difficulties in energy. In the energy develop-
ment stage, the “Eleventh Five-Year Plan for Energy Development” in 2007 proposed a
renewable energy industrialization project [1], by reducing construction costs and adopt-
ing renewable energy as a key development technology on a large scale. Make full use
of the abundant renewable energy sources such as wind energy, solar energy, biomass
energy, etc., to drive the development of energy industrial production, and realize the
scope construction. This is also the first time that the “distributed energy supply system”
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has been identified as the key to develop cutting-edge technologies. In terms of electric
energy, the energy system adopts the dispatching method to realize the interactive oper-
ation between renewable energy such as wind and light and the energy storage system.
In terms of electric energy demand, the complementary electric energy system realizes
the co-generation of cooling, heating and electricity, and configures and operates in an
optimal way according to the load demand, so as to realize the coordinated operation
between energy sources [2]. In 2016, the country proposed the “Internet+” smart energy
model, and the development time was determined in the interval of 2016–2030 [3].
Therefore, in the future, the complementary model will occupy an extremely important
position in energy utilization.

In the aspect of capacity optimization design of microgrid, many scholars have made
in-depth research on it. QiYan and other scholars have used intelligent algorithms such as
the improved gray wolf algorithm and particle swarm algorithm to study the scheduling
problem and economic optimization of the microgrid system from the perspective of
intelligence, so as to obtain the optimal solution of the microgrid [4, 5]. Due to the
late start of microgrid technology and related technologies have not yet matured, the
investment in technology will generate huge costs, so economy is the key inspection
criterion [6, 7]. Shao Zhifang and other scholars comprehensively considered the power
supply side and the load side, studied the configuration optimization of the coordinated
operation of the supply and demand sides of the off-grid microgrid, and obtained the
configuration result with the minimum cost of the distributed microgrid system [8].
Zhang Zhiwen et al. took the remote areas of Guizhou as the background, and studied
the capacity optimization configuration scheme of wind, solar, water, and storage power
stations [9]. Tan Ying and other scholars have achieved the goal of reducing pollutant
emissions by introducing renewable energy on the basis of diesel generators [10].

1.2 Research Status of Hydrogen Energy Technology

Hydrogen energy is a green and efficient secondary energy, so in the future, hydrogen
energy will inevitably become an important part of my country’s energy structure. At the
same time, the relevant links of hydrogen production, hydrogen storage and hydrogen
consumption have great economic value. As an intermediate medium, hydrogen energy
can realize the conversion between electric energy and other energy sources. It is an
ideal energy medium and can realize large-scale application of energy storage medium
in the future [11].

A large number of foreign scholars and researchers use hydrogen as a renewable
resource to generate energy savings. Hydrogen is a novel energy storage method. By
combining with wind power and photovoltaic power generation systems, the impact of
distributed power generation systems on the power grid can be improved [12, 13]. In
remote mountainous areas, traditional resources cannot guarantee power quality, and the
investment cost is high. As an energy carrier and conversion medium, hydrogen has the
advantages of hydrogen-hydrogen refueling station-hydrogen bus construction.

TheUnited States is the first country to use hydrogen and fuel cells as energy sources.
Around the 1960s and 1970s, theUnited States had put forward the concept of “hydrogen
economy”. The United States has solved a series of technical problems in the hydrogen
industry through a large amount of human and financial investment. In 1990, the United
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States formulated the “Five-Year Plan for Hydrogen Energy Research and Develop-
ment”, and in 1996, the “Hydrogen Energy Prospects Act” was promulgated, with the
purpose of creating the universality of hydrogen energy. In 2012, US President Barack
Obama submitted a financial plan totaling 3.8 trillion US dollars, of which 6.3 billion
yuan was used for the development and construction of hydrogen energy, automotive
alternative fuels and other projects. As of 2019, the United States has adopted hydro-
gen fuel vehicles as commercial vehicles, and at the same time has invested heavily in
related hydrogen energy innovations. A series of events have proved that the hydrogen
energy industry occupies an extremely important position in the energy development of
the United States.

The EU is also one of the early regions involved in the field of hydrogen energy,
and the EU has taken hydrogen energy as an important guarantee for energy security
and transformation. In 1956, the University of Cambridge invented the total temperature
alkaline fuel cell, which opened the prelude to the development of fuel cells. The EU
has promulgated a series of policies to ensure the development and construction of the
hydrogen energy industry, and plans to reach 33% of power generation by renewable
energy in 2020, 45% by 2030, and 50%by 2040., the proportion of power generationwill
reach 97% in 2050 [14]. In 2011, Germany built the world’s first wind-hydrogen power
station with a power generation scale of 6MW. In 2013, the German Audi company built
a 6-megawatt E-Gas power conversion hydrogen project, marking that Audi became the
world’s first automobile company to use renewable energy. In 2019, Germany invested
a total of 250 million euros in research on hydrogen energy vehicle projects, and plans
to build 400 hydrogen energy filling stations by 2030.

China is also a big country in the use of hydrogen energy. In the “Energy Technol-
ogy Revolution Innovation Action Plan (2016–2030)” [25], hydrogen energy has been
classified as a key project of the energy technology revolution, and the construction and
development of the hydrogen energy industry has also been included in my country.
Energy strategy: My country has always focused on replacing some fossil fuels such as
coal and oil by abandoning wind, water and other renewable energy sources, which can
reduce costs and improve stability, which is more conducive to the construction of the
hydrogen energy industry system and the construction of a national hydrogen energy
industry network.

The continuous development of hydrogen energy technology has not only carried
out in-depth research in key laboratories of universities, but also built a large number of
hydrogen energy industry demonstration projects. In terms of hydrogen energy demon-
stration projects, it is mainly for applications in distributed power generation and new
energy vehicles. Up to now, the number of hydrogen energy stations in operation in
China has reached 14, which are located in Shanghai, Beijing, Guangdong and other
places, and the first hydrogen refueling station in China that uses wind-solar hybrid
electrolysis of water to produce hydrogen has been in Dalian has been completed, and
the scale level has reached 70 MPa, which can provide energy for hydrogen vehicles in
the three northeastern provinces [15].
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2 Microgrid Structure and Modeling Research

2.1 Microgrid Structure

Complementary microgrid is based on the characteristics of various distributed power
sources to perform joint power generation, thereby effectively avoiding the disadvantage
of poor reliability of a single power source. Through the differences in the output char-
acteristics of distributed power sources such as wind power generation, photovoltaic
power generation and lithium-ion batteries, they are combined into a complementary
micro-grid system to ensure that the output power of the micro-grid remains balanced at
various time periods and under different conditions, and improve the micro-grid. System
stability: The complementary microgrid takes its own structural characteristics as a ref-
erence, and obtains the effects of the lowest total cost, the best power supply reliability
and stability. Figure 1 is the microgrid architecture diagram of the research object of
this paper. Among them, wind turbines and solar cells are the main power sources of
the system, which are set to maintain the maximum output power all the time, and the
lithium-ion battery system is the backup power supply of the system.When the output of
wind turbines and solar cells is insufficient, the stable operation of the microgrid system
is guaranteed.

Fig. 1. Overall structure of the wind-solar-hydrogen integrated microgrid system
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2.2 Distributed Power Model

2.2.1 Fan Model

Wind power generation is a process of energy conversion. First, wind energy is con-
verted into mechanical energy of a motor by a fan and then converted into elec-
trical energy. At present, three-phase permanent magnet synchronous generators are
mostly used in small wind power generation systems, and grid-connected generators
such as double-feedback asynchronous generators, cage asynchronous generators, and
permanent magnet synchronous generators are also widely used [16].

The size of the wind speed directly determines the power generation of the wind
turbine, because the wind resource has relatively large fluctuation and randomness.
At present, domestic and foreign scholars have carried out a lot of research on the
distribution of wind speed, among which the most representative is the two-parameter
Weibull distribution model [17]. This model has a good fit to the wind speed, and the
probability density formula is as follows:
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where: v represents the wind speed here; k represents the Weibull shape factor, k > 0; c
represents the Weibull scale parameter, c > 1; vc represents the cut-out wind speed; ve
represents the rated wind speed.

The Weibull shape factor, the scale parameter is calculated as follows:
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c = v/[�(1 + 1/k)] (3)

where σ represents the standard deviation; v represents the average wind speed; �

represents the Gamma function.
The functional relationship between the output power of the wind turbine and the

wind speed can be obtained as the output power function [4]:
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(4)

In the formula: PWT represents the real-time power generated by the fan; v represents
the real-time wind speed; vci represents the cut-in wind speed; v∞ represents the cut-out
wind speed; vr represents the rated wind speed.

Fans are mainly divided into two categories: fixed pitch fans and variable pitch fans.
The pitch of the fixed pitch fan cannot be changed, so when the actual wind speed is
greater than the rated wind speed, the power output of the fan will decrease instead; since
the variable pitch fan can change its own pitch, when the wind speed is greater than the
rated wind speed, its output power remains rated Power does not change. In this paper,
the variable pitch fan is selected as the research object (Table 1; Fig. 2).
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Table 1. Air fan parameters

Number Fan parameters Value

1 Rated capacity 2 MW

2 Rotor diameter 82 m

3 Control mechanism Pitch control

4 Rotor type Reverse wind rotor

5 Hub height 85 m

Fig. 2. Power output curve of the wind power generator

2.2.2 Photovoltaic Model

As a kind of renewable energy, solar energy comes from the energy generated by the
continuous nuclear fusion reaction inside the sun [18]. It can be regarded as a kind of
energy with huge reserves and no pollution. With the continuous consumption of fossil
resources, photovoltaic power generation has received more and more attention due to
its cleanliness and pollution-free. Photovoltaic power generation has the characteris-
tics of safety, no resource consumption, random installation, and simple construction.
The principle of solar photovoltaic power generation is to use the photovoltaic effect
(Photovoltaic effect) [19] generated when semiconductor materials receive light, thereby
converting light energy into direct current electricity.

There are many factors that affect the output power of photovoltaic cells, such as
light intensity, temperature of photovoltaic cells, panel shadows, etc. [30]. The output
power of photovoltaic cells is as follows:

Ppv(t) = PSTC
LC(t)

LSTC
[1 + μ(TC − TSTC)] (5)
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In the formula: Ppv represents the actual power generated by the solar photovoltaic
panel; PSTC represents the rated power of the solar photovoltaic panel; LC represents the
current ambient light intensity; LSTC represents the light intensity in the ideal environ-
ment, 1 kW/m2; μ represents the power temperature coefficient,− 0.0047 °C; TC repre-
sents the solar photovoltaic panel during operation Surface temperature; TSTC indicates
the surface temperature of the solar photovoltaic panel in an ideal environment.

Among them, the comprehensive calculation of real-time temperature and light
intensity is adopted through the HOMER Pro simulation software, as follows:

TC = Ta + (TC,noct − Ta,noct)(
GT

GT ,noct
)(1 − ηc

τa
) (6)

In the formula, Ta represents the actual temperature; TC,noct represents the photo-
voltaic panel temperature under the rated state; Ta,noct represents the actual temperature
defined by NOCT; GT represents the light intensity; GT ,noct represents the light inten-
sity defined by NOCT; ηc represents the efficiency of the solar photovoltaic panel; τ, a
indicates the care for the penetration and absorption rate of solar photovoltaic panels.

2.2.3 Lithium-Ion Battery

The service life and discharge degree of a lithium-ion battery have a great relationship
with the number of times the battery is charged and discharged. The degree of discharge
of the battery is the ratio of the amount of electricity released by the battery to the rated
capacity, expressed by. Usually the condition is less than or equal to 80% to prolong the
life of the battery. The state of charge represents the ratio between the battery capacity
and the rated capacity of the battery in a steady state at a temperature of 25 °C, and is
generally expressed. The state of charge of the lithium battery is constantly changing
dynamically, and its state of charge will calculate the amount of electricity consumed or
absorbed in the previous period and update it at each time point.

The state-of-charge formula for charging and discharging a lithium-ion battery is
shown in. The relationship between the state of charge and the depth of discharge is
shown below.

SOC(t + 1) = SOC(t) − PBAT (t) · �t

QR · ηdis
PBAT (t) ≥ 0 (7)

SOC(t + 1) = SOC(t) − PBAT (t) · �t

QR · ηch
PBAT (t) ≤ 0 (8)

DOD = 1 − SOC (9)

In the formula, SOC(t + 1), SOC(t) represents the state of charge of the lithium
ion battery at t + 1, t; PBAT (t) represents the charge and discharge power of the lithium
ion battery per unit time, the value during charging is less than 0, and the value during
discharging is greater than 0; ηdis represents the discharge efficiency of the lithium ion
battery; ηch represents The charging efficiency of a lithium-ion battery; QR is the rated
capacity of the battery.
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2.2.4 Electrolyzer Model

The working process of the electrolytic cell is a redox reaction, which conforms to
the law of conservation of matter. In the process of electrolysis of water, 96485.31 C of
electricity will be consumed for every 1mol of electron change. Therefore, the amount of
gas produced by the electrolysis process is positively related to the current. The alkaline
solution is only to improve the conductivity of the solution, and does not participate in
the actual electrolysis process, so it will not produce consumption.

According to the formula, it can be concluded that 1 unit of hydrogen is generated
by electrolysis and 2 units of electrons are transferred. The specific relationship between
the rated power of the electrolyzer and the hydrogen content is expressed as follows:

PN−ele = QN · 2 · NA

VM · CO · 3600VN
1

ηele
(10)

Q = Ptan k

PN−ele
QN (11)

In the formula:PN−ele is the rated power of the electrolysis process of the electrolytic
cell; QN is the rated hydrogen production rate; Ptan k is the equivalent power of volume
hydrogen; NA is the constant 6.021023; VM is the molar volume, 24.5 L/mol; η is the
electrolytic cell efficiency of 75%.

2.2.5 Hydrogen Storage Tank Model

The hydrogen storage tank is a device that stores the hydrogen produced by the elec-
trolyzer and provides fuel for the fuel cell. The hydrogen storage tank is generally
composed of a container, a valve, a hydrogen storage material, and a gas guiding struc-
ture. The hydrogen storage method of the hydrogen storage tank has the advantages of
large capacity and high safety factor. By electrolyzing water to produce hydrogen from
excess electrical energy, it not only reduces the charging and discharging pressure of
batteries in the microgrid, but also can store hydrogen to meet the use of hydrogen. The
specific energy conversion relationship:

Pel− tan k(t) = Pgen−el(t) × ηel (12)

In the formula, Pel− tan k(t) represents the energy of hydrogen charged in the time
hydrogen storage tank,Pgen−el(t) represents the excessive power generation in themicro-
grid and the energy flowing to the electrolyzer, ηel is the efficiency of the alkaline
electrolyzer.

2.2.6 Converter Model

As a device that converts electrical energy, converters are generally divided into DC/AC
inverters, DC/DC choppers, AC/DC rectifiers, AC/DC/AC voltage conversion and fre-
quency conversion, etc. [20]. The use of current transformers can meet the input and
output requirements of distributed power and energy storage equipment.

In the microgrid system, wind turbines and solar photovoltaics can generate alter-
nating current and direct current, and the converter can convert the electric energy to
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alternating current and direct current. In the entire microgrid system, converters are
required between the supply and demand of equipment to ensure the power exchange
between AC and DC system components. The capacity expression of the converter is
shown below.

Pinverter = Eload ,max

ηinverter
(13)

In the formula: Eload ,max represents the maximum load in the microgrid; ηinverter
represents the power conversion efficiency of the converter, and the calculation formula
is as follows.

ηinverter = Pout

Pin
(14)

When the converter is working, the input electrical power will be consumed as the
energy inside the device, and no power will be generated. An electrical power propor-
tional to the input is then output. When the rated power is reached, the output will be
limited due to temperature and its own limitations.When the input is too large, the output
power remains unchanged, and the efficiency is reduced by the formula. The converter
selected in this paper has a conversion efficiency of 90%.

3 Optimization Objectives and Constraints

3.1 Optimization Goals

In this microgrid system, the optimization objective is selected as the total net present
cost of the system (Net Present Cost, NPC).

Total System Cost

The total net cash cost of the system refers to the difference between the total cost
and the benefit obtained in the whole life cycle of the microgrid. The cost of microgrid
mainly includes initial equipment investment, operation cost, replacement consumption,
fuel consumption cost, environmental pollution control cost and power grid purchase
cost. The total benefit of the microgrid is the grid-connected benefit of the residual
value of equipment and excess electricity. The microgrid system in this paper is an off-
grid type and does not require an external power grid. Moreover, the distributed power
sources in the microgrid system are all renewable and clean energy sources, and there is
no environmental pollution problem. Therefore, the pollution emission penalty can be
ignored in the net cash cost of this system. Compared with the power purchase cost of
the power grid, only four parts are considered: the investment cost of the equipment in
the system, the operation and maintenance cost, the replacement cost and the equipment
residual [21].

The total net cash cost of the microgrid system is:

CNPC = CCNPC + CRNPC + CSNPC + COMNPC (15)

In the formula,CCNPC represents the investment cost of related devices in the micro-
grid;CRNPC represents the replacement cost of the device in the microgrid;CSNPC repre-
sents the residual value of the device in the microgrid; COMNPC represents the operation
and maintenance cost of the device in the microgrid.
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3.2 Constraints

3.2.1 Equipment Operation Constraints

(1) Power generation constraints of the fan system

0 ≤ PWT ≤ PWT .max (16)

In the formula, represents the maximum generating power of the fan system.

(2) Power generation constraints of photovoltaic solar panels

0 ≤ PPV ≤ PPV .max (17)

In the formula, represents the maximum power generation of photovoltaic solar
panels.

(3) Li-ion battery output power and SOC constraints

SOCmin ≤ SOC(t) ≤ SOCmax (18)

−Pbat.d max ≤ Pbat ≤ Pbat.cmax (19)

SOC(t + �t) = SOC(t) − ηbatPbat(t)�t

Ebat
(20)

In the formula: SOCmin, SOCmax respectively represent the minimum and maximum
state of charge of the lithium-ion battery; Pbat.cmax, Pbat.d max respectively, represent
the maximum charge and discharge power of the lithium-ion battery; ηbat represent the
conversion efficiency of the lithium-ion battery; Ebat represent the lithium-ion battery
capacity; �t represent the time step.

3.2.2 Capacity Constraints of Microgrid-Related Equipment
SWT .min ≤ SWT ≤ SWT .max (21)

SPV .min ≤ SPV ≤ SPV .max (22)

SBAT .min ≤ SBAT ≤ SBAT .max (23)

SHESS.min ≤ SHESS ≤ SHESS.max (24)

SCON .min ≤ SCON ≤ SCON .max (25)

In the formula: SWT .max, SWT .min respectively represent the maximum and mini-
mum capacity of the fan system; SPV .max, SPV .min respectively represent the maximum
and minimum capacity of the photovoltaic solar panel; SBAT .max, SBAT .min respectively
represent the maximum and minimum capacity of the lithium-ion battery; SHESS.max,
SHESS.min respectively represent the hydrogen energy storage system capacity The max-
imum and minimum values; SCON .max, SCON .max represent the maximum and minimum
values of the converter capacity.
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3.3 Comparison of Hydrogen Production Capacity and Gasoline Production
Capacity

In this paper, the use of hydrogen generated by wind and solar resources can effectively
reduce the demand for gasoline, thereby greatly reducing the production of carbon diox-
ide, carbon monoxide and other particulate matter. According to the lower heating value
of hydrogen and gasoline fuel [22], the microgrid system is calculated. The consumption
of gasoline (kg) that can be replaced by the hydrogen produced, the specific calculation
relationship is as follows:

MGFuel = MH2 × LHVH2

LHVGFuel
(26)

where: represents the annual hydrogen production of the microgrid system; represents
theminimumheating value of hydrogen (119.9MJ/kg) [23], and represents theminimum
heating value of gasoline (43.4 MJ/kg) [24].

Therefore, the annual emissions of carbon dioxide and carbon monoxide that can be
reduced by hydrogen production in the microgrid system are expressed as follows:

ACO2 = MGFuel × SECO2 (27)

ACO = MGFuel × SECO (28)

In the formula:, respectively represent the specific emission factors of carbon dioxide
and carbonmonoxide in the combustion process of gasoline, in which the emission coef-
ficient of carbon dioxide is 2.3 kg per kilogram of gasoline, and the emission coefficient
of carbon monoxide is 0.00766 kg per kilogram of gasoline [25].

4 Simulation Results and Analysis

4.1 Introduction of HOMER Simulation Software

TheHOMER simulation software is developed by the USDepartment of Energy Renew-
able Energy Laboratory (NREL) based on C/C++. It has been widely used in microgrid
systems and distributed power sources in renewable energy. HOMER contains a large
number of ready-mademodels,mainly includingwind turbinemodels, solar photovoltaic
models, grid models and load models, and operators can build new models according to
their own needs. The biggest advantage of this simulation software is that it can convert
the microgrid system model built by the operator into a set of related schemes, and
use the scheme sensitivity to analyze, and can conduct simulation on the investment
situation, energy and capital flow conditions in the simulation on the premise of actual
operation. Simulation: After building the microgrid system model, the operator can use
the HOMER software to obtain the capacity configuration with the lowest net cash cost,
and perform data analysis on the required results [22, 26]. HOMER simulation software
has the following features.

(1) System simulation
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The characteristic of HOMER software is that it can simulate the system model. By
simulating a system, the operator can obtain the model of the combination of various
equipments.By setting different parameters,HOMERsoftware can generate a large num-
ber of simulated systems. The operator can set the time step of the simulation according
to the needs, which is generally between 1 min and 1 h. During the simulation process,
the software takes into account the investment cost of the equipment. Operation and
maintenance costs. Replacement costs and environmental treatment costs, etc.; finally
obtain the corresponding system configuration results, the cost ratio of each equipment,
the proportion of power generation, the operation of the equipment, etc.

(2) Process optimization

The HOMER software considers all possible combinations during operation and ranks
the system results according to the selected optimization variables. Due to the “no-
derivative” algorithm, the design process of determining the minimum cost of the micro-
grid system can be greatly simplified, and the simulation optimization results of the
system will be arranged in an increasing manner according to the total net cash cost.

(3) Sensitivity analysis

Under normal circumstances, the built system is relatively complex, and the operator
cannot master all aspects of the system. Therefore, a large number of simulations and
comparisons are required to better understand the importance of some variables and
parameters. HOMER software has a sensitivity analysis function, which can provide the
operator with the functions of all variables, such as light intensity, wind speed, etc., and
can also understand the changes of various variables and parameters in the microgrid
system under the optimal state conditions. At present, HOMER software has become
the software of choice when many foreign scholars study the economics of distributed
energy and microgrid.

4.2 HOMER Software Principle and Evaluation Index

4.2.1 Software Principle

HOMER simulation software has now beenwidely used in the planning and construction
of smaller-scale microgrid systems. In the construction of the model, the first step is to
select the constituent equipment andmodels in themicrogrid system, such as fan systems,
photovoltaic solar panels, electrolyzers, hydrogen storage tanks, energy storage batteries,
etc.; in the second step of the model system Input of relevant parameters, such as the
local geographical location of the research object, natural resources such as wind and
light, the relevant cost of the equipment in the system, and the service life, etc.; Finally,
through simulation, various combination schemes and each equipment in the system can
be obtained. Sensitivity analysis can also be used to obtain the influence of different
parameter conditions on the capacity configuration results of the microgrid system. For
the situation that cannot be run, the HOMER simulation software will give specific
adjustment parameters [26]. The flow chart of the calculation principle of the simulation
software is shown in Fig. 3.
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Fig. 3. Flowchart of software calculation principle

4.3 Microgrid System Modeling Based on HOMER Software

4.3.1 Optimal Capacity of Microgrid System

Taking Chongli, Zhangjiakou as the research object, the capacity allocation optimization
of the microgrid system is carried out through the timing load and local wind and solar
resources. The installed capacity of the hydrogen storage tank and the installed capacity
of the converter.

S = [SWT , SPV , SBAT , SELE, SHT , SCON ] (4.1)

where: SWT represents the installed capacity of the fan system; SPV represents the
installed capacity of the solar photovoltaic system; SBAT represents the installed capacity
of the lithium-ion battery energy storage system; SELE represents the installed capacity
of the electrolyzer; SHT represents the installed capacity of the hydrogen storage tank;
SCON represents the installed capacity of the converter.

4.3.2 Microgrid System Structure

In this paper, Zhangjiakou Chongli (latitude: 40.5; longitude: 114.5; altitude: 1200 m;
the test wind speed altitude is 10 m) is used as the research object. The specific local
data are shown in Table 2. Build a simulation structure through the HOMER simulation
software, and set relevant parameters: the power of the electrical load is 2400 kWh/d,
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of which the peak power is 183.32 kWh/h, and the demand of the hydrogen load is
730 kg/d, of which the peak demand is 72.11 kg/h; The initial capacity of the hydrogen
storage tank is 80%, the initial capacity of the lithium-ion battery is 80%, the minimum
capacity is 30%, and the working efficiency of the electrolyzer is 75%. The life of the
simulated system is 35 years, the maximum allowable power shortage rate is 0.5%,
the actual annual interest rate is 8%, and the expected expansion rate is 2%. The load
following strategy (LC) and the cyclic charging strategy (CC) are adopted. Controls the
run strategy.

Table 2. Local scenery and natural resources of the study subjects

Month Solar light intensity (kWh/m2/day) Wind speed (m/s)

1 2.73 6.55

2 3.66 6.40

3 4.80 6.88

4 5.96 7.35

5 6.34 6.54

6 6.31 5.37

7 5.69 4.63

8 5.16 4.41

9 4.68 5.07

10 3.79 6.09

11 2.84 6.62

12 2.37 6.82

According to Table 2, it can be concluded that the local wind energy and sunlight
resources of the research object are sufficient, and amicro-grid systemwith wind turbine
system and solar photovoltaic power generation based on renewable energy can be built.
In this microgrid system, the installed capacity of the distributed power generation is
restricted by its own volume and floor area, and the optimal variables of the microgrid
system are in the range of (units), kW, kg, and kW. Other equipment variables in the
microgrid system are not constrained, and the given equipment optimization variables
are optimally configured and combined within the specified variation range. Figure 4
shows a typical local daily load curve. The cost parameters of related equipment in the
microgrid system are shown in Table 3.

According to the data in Table 2, the HOMER simulation software is used to obtain
the discrete data of local wind energy, light resources and load throughout the year. The
discrete annual hourly wind speed data and light intensity data are shown in Figs. 5 and
6. The obtained discrete data is used as the input data of the system simulation, and the
system simulation is carried out.

In the HOMER simulation software, by referring to the inputted microgrid system
parameters, load data and the local wind speed, light intensity and other data of the
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Fig. 4. Typical daily load curve

Table 3. Cost parameters of the equipment related to the microgrid

Equipment Installation cost Replacement cost Operation &
maintenance cost
(year)

Life

Wind turbine generator
(Yuan)

9500000 7000000 600000 20

Photovoltaic cell
(Yuan/kW)

4300 3500 25 15

Lithium-ion battery
(Yuan)

45000 30000 700 6

Electrolytic tank
(Yuan/kW)

5000 4000 400 10

Hydrogen storage tank
(Yuan/kg)

6000 5000 300 25

Converter (Yuan/kW) 3000 2500 200 13

research object, the power generation of the distributed power generation in themicrogrid
system for 8760 h in a year can be obtained. The hourly power generation is compared
with the load. The simulation step size of each hour not only proves the accuracy of the
simulation optimization results, but also reduces the calculation time of the optimization
process. The discrete hourly load data for the whole year are shown in Figs. 7 and 8.
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Fig. 5. Hourly wind speed data for the year after discrete

Fig. 6. Data on hourly light intensity for the year after discrete

4.4 System Simulation Results and Analysis

4.4.1 Optimization Results and Analysis

Compared with other professional optimization software, HOMER simulation software
simulates with the conditions set in advance, arranges the simulation results and the
size of the net cash cost, and outputs the equipment configuration scheme required by
the load, and the configuration scheme of the final equipment optimization results. As
shown in Table 4.
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Fig. 7. Electric load data for the full year after discrete

Fig. 8. Hydrogen load data for the full year after discrete



Capacity Optimization of Hybrid Energy Storage System in Microgrid 261

Table 4. Capacity configuration results of the microgrid system

Project 1 2 3 4

Wind turbine generator (table) 2 4 2 2

Solar PV cell (kW) 2000 – 2000 2500

Lithium-ion battery (block) 86 86 108 1000

Electric tank (kW) 2800 2700 3000 950

Hydrogen container (kg) 600 600 600 450

Changer (kw) 2682 2292 2786 692

Control strategy LF LF CC CC

Total net and present cost (one million yuan) 138.75 155.38 145.04 3908

Investment cost (one million yuan) 57.12 65.85 59.42 2565

Operation & maintenance cost (one million yuan) 52.87 61.43 54.58 743.3

Renewable energy utilization rate is (%) 100 100 100 100

From Table 4, it can be concluded that after the HOMER simulation software sets
specific conditions and performs system simulation, the optimal combination scheme
of microgrid system equipment is 2 wind turbines, 2000 kW solar photovoltaic battery,
and 2000 kW lithium-ion battery capacity. 86 pieces, electrolyzer capacity 2800 kW,
hydrogen storage tank capacity 600 kg converter 2682kW, system control operation
strategy is load following control strategy. In this scenario, the total net cash cost of
the microgrid system is 138.75 million yuan. In all simulation schemes, the utilization
rate of renewable energy is 100% because they are based on wind energy and solar
energy, which ensures the non-polluting of the microgrid system, which is in line with
the “carbon peak and carbon neutrality” advocated by the current society. Dual carbon
policy.

In the optimal system configuration scheme, the electric energy in the microgrid
is mainly supplied by wind energy and solar energy jointly, but in other combination
schemes, the electric energy is only supplied by wind energy or solar energy alone. A
microgrid system where energy sources are mixed for power supply has more economic
advantages than a single system. In the microgrid system, the distributed power gener-
ation units are all renewable resources. With the continuous development of distributed
renewable power technology, the correspondingmicrogrid costs will continue to decline,
so the integrated microgrid system technology has a very broad development. Prospect:
From the results of the scheme in Table 4, the total net cash cost of the optimal scheme
and the capacity configuration of the related equipment in the microgrid system can
be obtained. The summary chart of the cash flow of the microgrid system according to
different investment cost types of the optimal scheme is shown in Fig. 9. As shown in the
figure, it can be concluded that in the initial investment cost, wind turbines account for
the largest proportion of 38.28%, the investment cost of solar photovoltaic cell systems
accounts for 14.85%, and the investment cost of electrolyzers accounts for 23.82%. The
investment cost of the hydrogen storage tank accounted for 9.92%, the investment cost
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of the converter accounted for 8.25%, and the investment cost of the lithium-ion battery
energy storage system accounted for 4.88%. It is comprehensively explained that the
wind turbine system occupies most of the investment cost in the microgrid system, so it
is also the main power generation unit of the microgrid system.

Fig. 9. Summary of system cash flow distinguished by cost type

From Fig. 9, it can be clearly seen that, except for the lithium-ion battery energy
storage system, the initial investment cost of related equipment in the microgrid system
is far greater than the maintenance and replacement costs of the equipment. The main-
tenance cost and replacement cost of the lithium-ion battery energy storage system are
far greater than the initial investment cost, which is completely different from the total
cost distribution of other related equipment. The initial investment cost, replacement
cost and operation and maintenance cost of the lithium-ion battery energy storage sys-
tem account for the proportion of its own total investment cost is 23.69%, 42.28% and
34.03% respectively. The replacement cost of the fan system and the solar photovoltaic
cell system is far greater than the operation and maintenance cost of the equipment.

Figure 10 shows the cash summary of the microgrid system according to the oper-
ating years. It can be concluded that the initial investment in the microgrid system is
13.96 million yuan, the equipment replacement cost is 3.777 million yuan, the operation
andmaintenance cost is 139,700 yuan, and the system recovery cost is 173.5 10,000 yuan,
Fig. 10 shows the cash flow of the hybrid microgrid system over its useful life.
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Fig. 10. Annual cash flow by component

4.4.2 Optimum Scheme Determination and Analysis

On the premise of the known wind energy, light energy resources and the specific cost of
related equipment, the simulation software has made the best equipment configuration
plan: 2wind turbines, 2000 kWsolar photovoltaic battery capacity, 86 lithium-ion battery
capacity, Electrolyzer capacity 2800 kW, hydrogen storage tank capacity 600 kg and
converter 2682 kW. In the optimal combined configuration system, the power generation
amount and the power generation proportion of the relevant power generation units in
the system operation for one year are shown in Table 5. From the data in the table, it can
be concluded that the power generation proportion of the wind turbine system is 80.6%,
and the solar photovoltaic power generation proportion is 80.6%. The power generation
of the battery accounts for 19.4%, which is far less than the power generation of the wind
turbine system. Therefore, the wind turbine plays the main role of power generation in
the microgrid system.

The output of the power generation unit in eachmonth of the year is shown in Fig. 11.
From the figure, the output of the power generation unit in each month can be obtained.
The output of the wind turbine system is much larger than that of the photovoltaic cell.
However, the output of photovoltaic cells is greatly affected by the environment. From
June to September, the power generation of photovoltaic cells accounts for a larger
proportion than other times of the year. The power generation ratio of wind turbines
is relatively small from June to September compared with other times. Therefore, the
wind-solar complementary power generation method can make up for the volatility and
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Table 5. Power generation and proportion of power generation units of the microgrid system

Equipment Power generation (kWh/year) Power generation ratio is (%)

Solar photovoltaic cell system 3690613 19.4

Wind turbine system 15382070 80.6

Aggregate 19072683 100

intermittent shortcomings of natural resources to a certain extent, and ensure sufficient
power generation. Ensure the stable operation of the microgrid system. Figures 12 and
13 show the heat maps of wind turbines and solar photovoltaic cells in the microgrid
system at different times of the year. From Fig. 12, it can be concluded that in spring
and winter, the power generation output of wind turbines is relatively sufficient, which
is more in line with the local wind energy situation of the research object. From Fig. 13,
it can be concluded that the power generation of solar photovoltaic cells in a day varies
greatly, generally concentrated between 11:00 and 14:00. In the horizontal time span,
solar photovoltaic cells generate more electricity during summer than at other times.

Fig. 11. Monthly power generation of the system components in the optimal configuration

When the simulation software is used to configure the capacity of the microgrid, the
hydrogen storage level of the hydrogen storage tank and the SOC state change of the
lithium-ion battery in the system for 8760 h in a year are obtained, which are shown in
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Fig. 12. Heat map of wind turbine

Fig. 13. Heat map of power generation of solar photovoltaic cells

Figs. 14 and 15, respectively. From the pictures, it can be seen that the hydrogen storage
capacity of the hydrogen storage tank in summer and autumn is less than that in spring
and winter, but the hydrogen storage capacity of the system can well meet the hydrogen
demand of the hydrogen filling station, which proves that the relevant capacity selection
of the system is correct. The overall level of the SOC state of lithium-ion batteries in
summer and autumn is lower than that in spring and winter. Therefore, compared with
the two seasons of summer and autumn, the power supply in spring and winter is more
abundant, and the reliability of power supply of the system is more stable.

4.5 Hydrogen’s Ability to Replace Gasoline and Reduce Carbon Emissions

From the hydrogen produced by the microgrid system, the amount of gasoline that can
be replaced with hydrogen as a transport fuel can be calculated. From this, it is possible
to calculate the amount of carbon dioxide and carbon monoxide emissions that can be
reduced by using hydrogen as a fuel. The specific results are shown in the following table.
According to the data in the table, the use of hydrogen as fuel can replace 495.21 tons
of gasoline every year, which can lead to a reduction of 1138.98 tons and 3.80 tons
of carbon dioxide and carbon monoxide emissions respectively. It can greatly reduce
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Fig. 14. Hydrogen storage capacity of hydrogen storage tank

Fig. 15. Annual SOC change of lithium battery

carbon emissions, which is more in line with the “dual carbon” policy advocated by the
government (Table 6).
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Table 6. Annual gasoline replacement and carbon emission reduction

Hydrogen production
(ton/year)年)

Gasoline replaced
(ton/year)

CO2 reduction
(ton/year)

CO reduction
(ton/year)

264.89 495.21 1138.98 3.80

5 Conclusion

In this study, the simulation results show that the optimized hybrid microgrid system
consists of 2000 kW photovoltaic modules, 2 wind turbines, 86 batteries, 2682 kW
inverter, 2800 kW electrolyzer and 600 kg hydrogen tank. The total net cash cost and
renewable energy utilization rate of the optimized microgrid system are 138.75 million
yuan and 100%, respectively. In this way, the supply of hydrogen bus fuel during the
Winter Olympics is guaranteed, and it is also in line with the dual-carbon policy of
“carbon peaking and carbon neutrality” advocated by the current society. At the same
time, the annual hydrogen production of the micro-grid system can replace the use of
495.21 tons of gasoline, and it is expected to reduce carbon dioxide and carbonmonoxide
emissions by 1,138.98 tons and 3.80 tons, respectively.
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Abstract. Electrolytic water hydrogen production systems are highly coupled
and operate under complex and dangerous conditions, making it difficult to carry
out extreme experiments on physical objects. In this paper, the alkaline elec-
trolyzer is studied and mathematical and three-dimensional models are developed
for it. The System operation data shows that temperature, pressure and alkaline
flow rate all have effects on the hydrogen concentration in oxygen and voltage.
Among them, hydrogen concentration in oxygen is one of the important factors
affecting the safety of the system, and changing both pressure and alkali flow rate
respectively will cause significant changes in hydrogen concentration. Based on
the system operation data, amultivariate nonlinear fitting of the empirical equation
using Matlab was performed to establish the voltage model, Faraday efficiency
model, hydrogen concentration in oxygenmodel and system pressuremodel of the
alkaline electrolyzer. And the model simulation results were analyzed and verified
theoretically,whichwere consistentwith the actual engineering. Themathematical
model of the alkaline electrolyzer is combined with the 3D model, and the digital
twinmodel of the alkaline electrolyzer is controlled in real time by PLC. Themap-
ping of the alkaline electrolyzer in the virtual space is realized, which provides an
experimental platform for the subsequent study of wide power fluctuation.

Keywords: Alkaline electrolyzer · Digital twins ·Mathematic model ·
Multivariate · Nonlinear

1 Introduction

As the “ultimate energy source formankind”, hydrogen energy has the advantages of high
calorific value, recyclability, cleanliness and non-pollution, which have strengthened the
positionof hydrogen energy in the future energy system invarious countries [1].Globally,
more andmore cities are actively adopting hydrogen strategies, and the development and
innovation of hydrogen production technology is in full swing [2, 3]. “Green hydrogen,
which is produced by powering electrolytic cells with renewable energy sources such as
wind and light, is favored by scholars worldwide because of its low cost and zero carbon
emission [4, 5]. The alkaline solution with high capacity and low cost is widely used
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to produce hydrogen by electrolysis [6], but due to the randomness and fluctuation of
wind and light, the safety parameters of the system will exceed the critical value after
acting directly on the alkaline electrolyzer, and the efficiency of hydrogen production
will be greatly reduced by frequent starting and stopping, so the alkaline electrolyzer is
not well adapted to the wide power fluctuation of renewable energy sources. In order to
better study the control strategy to adapt to the wide power fluctuation, it is necessary to
build a high-power alkaline electrolytic water hydrogen production digital twin system
to realize the virtual mapping of the hydrogen production system in order to test the safe
and stable operation conditions of the alkaline electrolyzer with wide power.

Alkaline electrolyzers with wide power fluctuations can reduce the efficiency of
hydrogen production and increase the hydrogen content in oxygen of the system, thus
increasing the danger of the system, and a lot of studies have been conducted at home and
abroad to investigate the factors affecting the hydrogen concentration in oxygen. Zhang
et al. [7] found that the system pressure can affect the hydrogen content in oxygen
by experimenting with a 250 kW electrolyzer, and the electrolyzer can be operated
stably at a wide power range of 30–100% by adjusting the system pressure, but they
did not compare the effects of other process parameters. Ning et al. [8] conducted an
experimental study on the electrolyzer with wide power from the perspective of safety
and showed that proper adjustment of lye flow could stabilize the hydrogen content in
oxygen within the safety range, but the system pressure was not considered. In order
to study the control method of wide power, the establishment of mathematical model
of the electrolyzer is particularly important. Fang et al. [9] proposed and simulated a
control strategy for a modular switching electrolyzer based on the empirical equation
given by Ulleberg [10], and the simulation results showed that this control strategy
improved the hydrogen production rate. Ulleberg [10] established a thermal model and a
mathematical model of the alkaline electrolyzer based on thermodynamics, heat transfer
and electrochemical theory, and this model is applicable and has been widely used in the
study of mathematical models of electrolytic cells. However, Ulleberg only considered
the effect of temperature and ignored the effect of other factors on the electrolyzer.
Mónica et al. [12] added the effect of system pressure to Ulleberg’s model and developed
a semi-empirical mathematical model for a 15KW electrolyzer, but this literature did
not consider the alkaline flow rate, which was shown to have an effect on the hydrogen
content in oxygen [8, 14]. Jiang et al. [11] developed a digital twin model of an alkaline
electrolyzer based on experiments and principles with temperature as a variable, but did
not visualize and control the model results in real time.

In this paper, the alkaline electrolyzer is studied and its mathematical model and
three-dimensional model are established. The mathematical model includes voltage
model, Faraday efficiency model, hydrogen concentration in oxygen model and system
pressure model. The voltage model and the hydrogen concentration in oxygen model not
only consider the pressure and temperature, but also take into account the alkali flow rate
which has a great influence on both of them; the alkali flow rate is also used as one of the
variables in the Faraday efficiency model, but the influence is very small. In this paper,
a three-dimensional model of the hydrogen production system is also developed, since
few studies have shown the mathematical model more visually and have controlled and
tested it in a simple way. Therefore, a more accurate mathematical model of the alkaline
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electrolyzer is developed, simulated and validated, and finally combined with the 3D
model to form a digital twin model of the alkaline electrolyzer.

2 Alkaline Electrolyzer Digital Twin Model Framework

The digital twin model of the alkaline electrolyzer will be divided into a physical object
layer, a data acquisition and control entity layer, an alkaline electrolyzer digital twin
core entity layer, and an alkaline electrolyzer digital twin model application layer. The
layers are interconnected with each other and progress towards the electrolyzer digital
twin model layer by layer. The framework of the digital twin model of the alkaline
electrolyzer is shown in Fig. 1.

Model 
appli-
-cation 
layer

electrolyzer 
physical 

entity

Historical Data

Mathematical 
model 

Faraday 
efficiency 

model

Voltage 
Model

Gas purity 
model

System 
pressure 
model

Hydrogen 
production 
rate model

Mechanistic 
model analysis

Electrochemical 
theory

Thermodynamic 
theory

System pressure

PLC data acquisition

Lye flow rate

Experience 
formula

Virtual 
Mapping

Real-time 
monitoring

Hydrogen in 
Oxygen Analyzer

Pressure sensors

Digital 
Twin 
Core 

Entity 
Layer

Data 
acquisi-

-tion 
and 

control 
entity 
layer

Solid 
physical 
object 
layer

Nonlinear 
fitting

Lye flow 
meter

L
Liquid 

level sensor

T
Temperature 

Sensor

V

Voltage Sensor

A
Current Sensor
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2.1 Alkaline Electrolyzer Digital Twin Model Hierarchy

The physical object layer is the physical object of the alkaline electrolytic cell. The
hydrogen production system of electrolytic water studied in this paper mainly includes
alkaline electrolytic cell, gas-liquid separation and post-processing system. The process
diagram of the hydrogen production system of electrolytic water is shown in Fig. 2. The
power supply supplies direct current to the electrolytic cell, and the gas produced by
the alkaline electrolytic cell flows to the gas separator and scrubber through the alkaline
liquid heat exchanger. The lye brought out by the gas is returned to the electrolytic cell
through the lye filter under the action of the lye circulating pump. The data acquisition
and control entity layer is the various sensors and control flow in the hydrogen production
system of electrolytic water. This paper focuses on the core entity layer of digital twins.
The established mathematical model is tested in the virtual simulation platform, and the
model is controlled and verified by PLC. Finally, the running data are transmitted to
the three-dimensional model in real time to realize the construction of the digital twin
application layer of the hydrogen production system.

2.2 Mathematical Modeling Framework for Alkaline Electrolyzer

The mathematical modeling process of alkaline electrolyzer integrates the methods of
mechanismmodeling and datamodeling, updates the empirical equation based on exper-
imental data and theoretical analysis, and then uses the operational data of the hydrogen
production system to fit the empirical equation nonlinearly, and finally establishes the
mathematical model of alkaline electrolyzer.

The mechanism modeling is based on the operation mechanism of the alkaline elec-
trolyzer, the derivation and demonstration of the equations using the knowledge in the
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field of electrochemistry. Thefinalmathematicalmodel is suitable for the studied alkaline
electrolyzer.

3 Alkaline Electrolyzer Digital Twin Model Construction

3.1 Alkaline Electrolyzer Mathematical Model Construction

Modeling of alkaline electrolyzer voltage characteristics

The most commonly used voltage model was proposed in 2003 by Ulleberg [10], who
derived an empirical equation for the voltage model of alkaline electrolyzers based on
thermodynamics and electrochemical properties of alkaline electrolyzers, as shown in
Eq. (1):

U = Urev + r1 + r2T

A
I + s ln(

t1 + t2/T + t3/T 2

A
I + 1) (1)

where Urev is the reversible voltage, T is the bath temperature, I is the given current, and
A is the area of the electrode. s is a specific factor, related to the type and power of the
electrolytic bath.

Ernesto Amores et al. [12] based on experiments with a 15KW alkaline electrolyzer,
proposed that the voltage model should incorporate the effect of system pressure, but
still does not consider the effect of lye flow rate on voltage. The magnitude of the
flow rate directly affects the conductivity of the lye and thus the voltage of the alkaline
electrolyzer. Therefore, the voltage model of the alkaline electrolyzer should include the
effect of the lye flow rate, as in Eq. (2):

Ucell = Urev + (a + b+ c)Is + s ln[(t1 + t2
T

+ t3
T 2 )Is + 1] (2)

In Eq. (2):

a = a1 + a2T (3)

b = b1 + b2p (4)

c = c1 + c2v (5)

In Eq. (5), v is the alkaline flow rate, and including the alkaline flow rate as a variable
in the model will make the voltage model of the alkaline electrolyzer more accurate.

Ucell = Urev + [(a1 + b1 + c1) + a2T + b2p+ c2v]Is + s ln[(t1 + t2
T

+ t3
T 2 )Is + 1]

(6)

Equation (6) is the voltage of each cell, and the total voltage of the alkaline
electrolyzer is the number of cells multiplied by the cell voltage.

Uelec = ncell · Ucell (7)
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Modeling of Faraday efficiency characteristics of alkaline electrolyzer

In electrolytic water hydrogen production systems, the amount of hydrogen produced
per unit time is closely related to the amount of electricity consumed by the alkaline
electrolyzer per unit time, and the Faraday efficiency is defined as the ratio of the actual
hydrogen produced by the system per unit time to the theoretical amount of hydrogen
produced per unit time, which can be expressed by an empirical equation, derived by
Ulleberg et al. [10]:

ηF = I2s
f1 + I2s

· f2 (8)

To take the role of temperature and flow rate into account, Eq. (8) is modified by
updating f1, f2 as a function of temperature and flow rate as variables:

f1 = f11 + ft1T + fv1v (9)

f2 = f22 + ft2T + fv2v (10)

Modeling of hydrogen concentration characteristics in oxygen in alkaline elec-
trolyzer

In this paper, we address the modeling of hydrogen concentration in oxygen. According
to the previous discussion, the hydrogen content in oxygen can be modeled theoretically
based on temperature, pressure, and lye flow rate, etc. Hug et al. [13] in 1993 gave an
empirical formula for calculating the hydrogen concentration in oxygen:

cHIO = C1 + C2T + C3T
2 + (C4 + C5T + C6T

2)e
C7+C8T+C9T

2

Is (11)

Mónica et al. [12] adds the effect of system pressure, but still does not take into
account the effect of alkali flow, this paper adds the effect of alkali flow on the basis
of Eqs. (11), (12) makes the calculation of hydrogen concentration in oxygen more
accurate.

cHIO = [C1 + C2T + C3T
2 + (C4 + C5T + C6T

2)e
C7+C8T+C9T

2

Is ]
+ [E1 + E2p+ E3p

2 + (E4 + E5p+ E6p
2)e

E7+E8p+E9p
2

Is ]
+ [F1 + F2v + F3v

2 + (F4 + F5v + F6v
2)e

F7+F8v+F9v
2

Is ] (12)

3.2 Alkaline Electrolyzer 3D Model Construction

In this paper, we firstly established a 3D model of the hydrogen production system by
using Sketch Up, and then imported the established 3D model into the corresponding
topology editor. Based on the established 3D model, this paper uses HT for Web to
bring the 3D model closer to the physical entity, mainly by using WebGL and other
technologies to visualize the flow of liquid in the system and the circulation pump
operation and other physical movements, as shown in Fig. 3.
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Fig. 3. HT for web-based digital twin model for hydrogen production system

4 Simulation Study of Digital Twin Model of Alkaline Electrolyzer

In this paper, the parameters of the constructed mathematical model of the alkaline
electrolyzer were determined based on the single-day operating data of the 1MW alka-
line electrolyzer in Chongli, Zhangjiakou, by using Matlab to perform multiple nonlin-
ear regression on the model. The fitting results are also elaborated and analyzed. The
parameters of the alkaline electrolyzer are shown in Table 1.

Table 1. Parameters of 1 MW alkaline electrolyzer.

Main features Value Unit

Capacity of hydrogen production 200 m3/h

Maximum operating pressure 1.9 MPa

Rated voltage 600 V

Rated current 1650 A

Rated power 1 MW

4.1 Alkaline Electrolyzer Voltage Model Simulation Study

The simulation of the voltage model is carried out according to Eq. (6), and there are
four parameters in the updated voltage model, so two of them are fixed separately,
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and the surface plot of the voltage model is drawn with the other two parameters as
variables. As shown in Fig. 4, this paper analyzes the factors affecting the alkaline
electrolyzer voltage with (temperature-current density), (pressure-current density), and
(lye flow-current density) as variables, respectively.

Fig. 4. Results of the voltage model by fixing different parameters: (a) (P = 1.5 MPa, v =
18.5 m3/h); (b) (T = 78 °C, v = 18.5 m3/h); (c) (P = 1.5 MPa, T = 78 °C)

Figure 5 shows more clearly the effect of temperature, pressure and flow on the cell
voltage, from which it can be seen that temperature has the most dramatic effect on
pressure, which is the reason why the literature [10] only uses temperature as the only
variable in the cell voltage model. In Fig. 5(a, b, c) are taken for different temperature,
pressure and flow rate to observe the variation of the cell voltage. Where Fig. 5(c) plots
the cell voltage for different lye flow rates, it can be seen that there is a slight decrease
in voltage as the lye flow rate increases. The increase in the lye flow rate leads to an
increase in the amount of lye cooled per unit time, which leads to a decrease in the lye
temperature. The voltage tends to increase as the temperature decreases, which is also
shown in Fig. 4(a). On the other hand, the increase in the flow of lye will take away
the air bubbles adhering to the electrode in time, which will lower the resistance and
therefore the voltage of the cell. It can be seen that the latter cause has a greater effect
on the voltage than the former one, because the change in resistance directly affects the
voltage, and therefore it will present a slight decrease in voltage.

Fig. 5. Cell voltage at different parameter values: (a) temperature; (b) pressure; (c) lye flow
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4.2 Simulation Study of Faraday Efficiency Model for Alkaline Electrolyzer

The simulation study of Faraday efficiency model was carried out according to Eqs. (8),
(9) and (10), and the Faraday efficiency of alkaline electrolyzer was plotted with
(temperature-current density) and (alkali flow-current density) as variables, respectively,
as shown in Fig. 6.

In Fig. 7(a), since an increase in temperature leads to a faster movement of the anions
and cations in the alkali solution, the resistance of the electrolyte decreases, which can
lead to a small amount of current not being used to produce hydrogen and therefore leads
to a decrease in Faraday efficiency. In Fig. 7(b), it can be seen that the effect of alkali
flow rate on Faraday efficiency is not very large. It was stated earlier that an increase in
the lye flow rate leads to a decrease in temperature, but it also leads directly to a decrease
in resistance, a cause also explained in the voltage model, and these two causes have
opposite effects on the Faraday efficiency of similar order of magnitude. Therefore, the
effect of the lye flow rate on the Faraday efficiency is weak.

4.3 Model Simulation Study of Hydrogen Content in Oxygen

According to the mathematical model of hydrogen concentration in oxygen established
in this paper, such as Eq. (12), the variation law of hydrogen concentration in oxygen is
plotted with temperature, pressure, and lye flow as variables, as shown in Fig. 8(a), (b),
and (c) in Fig. 9 respectively plot the curves of the hydrogen concentration in oxygen
varying with the current density under different temperatures, pressures, and lye flow
rates. In Fig. 9(a), the current is fixed, and as the temperature increases, the concentration
of hydrogen in oxygen increases, and the increase in temperature causes the hydrogen
dissolved in the alkali solution to escape and the thermal motion of the gas molecules
to accelerate, thereby increasing the diffusion rate. An increase in pressure will lead to
an increase in the solubility of the gas, but it will also increase the diffusion rate of gas
molecules, as shown in Fig. 9(b). The final result is that the increase in pressure will
increase the hydrogen content in oxygen. The lye circulates between the electrolytic cell
and the separator under the action of the lye circulation pump. If the flow rate of the lye
increases, the amount of lye returned to the hydrogen-oxygen separator per unit timewill
also increase. Moreover, the high permeability of hydrogen will cause a small amount
of hydrogen to dissolve in the lye, which will lead to an increase in the concentration of
hydrogen in oxygen, as shown in Fig. 9(c).

5 Conclusions

Based on the data and mechanism, this paper constructs a digital twin model of a 1MW
alkaline electrolyzer, including a voltage model, a Faraday efficiency model, a hydro-
gen concentration model in oxygen, and a system pressure model. The construction of
the model is based on data and mathematical formulas, and the simulation results are
consistent with the theoretical analysis.

In this paper, we use digital twin technology to simulate the operating characteristics
of the alkaline electrolyzer to ensure the safety of the real systemoperation. The operation
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Fig. 6. Results of the Faraday efficiency model by fixing different parameters: (a) v= 18.5 m3/h;
(b) T = 78 °C

Fig. 7. Faraday efficiency at different parameter values: (a) temperature; (b) lye flow

Fig. 8. Results of the hydrogen content in oxygen model by fixing different parameters: (a) (P=
1.5 MPa, v = 18.5 m3/h); (b) (T = 78 °C, v = 18.5 m3/h); (c) (P = 1.5 MPa, T = 78 °C)

characteristics of the hydrogen production system are complex, and the mathematical
models of the valve separator and compressor have not been completed, and the digital
twin model of the whole hydrogen production system is yet to be solved.
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Fig. 9. Hydrogen content in oxygen at different parameter values: (a) temperature; (b) pressure;
(c) lye flow
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Abstract. Combining the framework of digital twin and the working mechanism
of electrolytic water hydrogen production, a digital twin model of alkaline elec-
trolyticwater hydrogen production is constructed, and the influence of electrolyzer
cell voltage by temperature and pressure is analyzed according to the mathemat-
ical model of electrolytic water hydrogen production. In order to improve the
adaptability of the electrolyzer of the hydrogen production system to the power
fluctuation of renewable energy input, a wide power adaptation model with mul-
tiple electrolyzers sharing one set of gas-liquid handling device is proposed. The
case study shows that by reasonably selecting the electrolyzer model of the hydro-
gen production system, the use of the wide power adaptationmodel can effectively
adapt to the fluctuation of wind power and improve the adaptation capability of
the electrolyzer to wide power fluctuations.

Keywords: Electrolytic water to hydrogen · Digital twins · Electrolyzer · Wide
power

1 Introduction

As a green energy source with high calorific value, diverse sources, clean and environ-
mental protection, and high conversion efficiency, hydrogen energy has been recognized
as a clean energy carrier with zero emission and zero pollution. Hydrogen energy, which
is called the ultimate energy in the 21st century, has received attention and research from
scholars all over the world, and more and more countries are putting the development
of hydrogen energy in the forefront of energy development [1, 2].

Electrolytic water to hydrogen technology is widely used in the hydrogen production
industry for its simple preparation process, clean product and high purity. To achieve
large-scale hydrogen production from renewable energy sources, the input energy for
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hydrogen production from electrolytic water is usually generated from renewable energy
sources such as wind and light energy, whose input power is volatile and uncertain [3].
The electrolyzer is the core part of the electrolytic water hydrogen production process,
and its performance has a great influence on the electrolytic hydrogen production sys-
tem. Frequent fluctuations in the input power of the electrolyzer will cause the input
current to fluctuate as well, resulting in frequent starts and stops of the electrolyzer,
which will not only reduce the service life of the electrolyzer itself, but also lead to
a decrease in its hydrogen production, and even affect the purity of the product and
the concentration of hydrogen in oxygen, thus affecting the safety of the whole elec-
trolytic water hydrogen production system [4]. Therefore, the mathematical model and
simulation of hydrogen production from electrolytic water plays an important role in
the safety of electrolytic water system. Ulleberg proposed an advanced mathematical
model for alkaline electrolyzers based on basic thermodynamics, heat transfer theory
and electrochemical relationships, which can be used to predict the voltage, hydrogen
production, efficiency and operating temperature of electrolytic cells in electrolyticwater
systems [5]. Tijani et al. investigated the main parameters affecting the performance of
the electrolyzer by means of basic thermodynamic and electrochemical reaction-related
models [6]. Shen X. et al. developed a mathematical model of the equivalent impedance
characteristics, electrothermal characteristics and power regulation characteristics of an
alkaline electrolyzer [7]. Górecki et al. described the voltammetric characteristics of
the electrolyzer and considered the effect of the concentration of potassium hydroxide
solution on the hydrogen production, and verified the correctness of their model experi-
mentally by varying the electrolyte concentration [8]. The electrolyzer model developed
in the above literature provides a valuable reference for modeling and simulation of
hydrogen production from alkaline electrolytic water, but does not take into account the
effect of fluctuations in input power on the electrolyzer.

Since the operating condition of the electrolyzer is limited by the fluctuation of
renewable energy input power, the lower power limit of the electrolyzer is generally set
at 20–25%of the rated power to utilize asmuch renewable energy as possible. To improve
the ability of electrolyzer to resist the fluctuation of renewable energy input power and to
improve the hydrogen production rate of electrolytic water hydrogen production system,
one can consider changing the electrode material of electrolyzer, increasing the surface
area of electrode, optimizing the diaphragm material, using advanced electrolyte or
adding new catalyst, etc. However, the research on the electrolyzer material is a long
and complicated process, which cannot meet the demand of electrolyzer to adapt to
wide power in the short term. Secondly, the feasibility of changing the structure of the
electrolytic water hydrogen production system and optimizing the control strategy of
the electrolytic system has been proved and more and more scholars have studied it.
Fang R et al. proposed the combination of supercapacitor and modular control strat-
egy to optimize the operation mode of the electrolyzer considering the effect of wind
power fluctuation on the electrolyzer, thus extending the life of the electrolyzer and
improving the hydrogen production [9]. Hong Z. et al. controlled the electrolyzer array
by a segmented fuzzy control method as a way to improve the hydrogen yield of the
electrolytic water hydrogen production system considering the efficiency of hydrogen
production fromwind power [10]. Shen et al. proposed a control strategy for the rotation
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of alkaline electrolytic water hydrogen production electrolyzer arrays, which enables
the electrolyzer arrays to operate or shut down in different operating states sequentially
according to the rotation cycle, improving the safety of the electrolytic water hydro-
gen production system and extending the service life of the electrolyzer [11]. Liu et al.
developed a wide power adaptation model for alkaline electrolyzers to improve the
adaptability of electrolyzers to input power fluctuations and to improve the level of wind
power consumption [12]. The above literature does not provide a clearer description of
the power settings for the wide power model of the electrolyzer.

Based on the above research, this paper proposes a digital twin-based alkaline elec-
trolytic water hydrogen production model and a multi-electrolyzer adaptive wide power
model, which combines the working mechanism of alkaline electrolytic water hydrogen
production and digital twin technology to construct a digital twin framework for alkaline
electrolytic water hydrogen production. And it is verified by simulation that the wide
power model proposed in the paper can improve the ability of the electrolyzer module
to adapt to wind power fluctuations.

2 Alkaline Electrolytic Water Digital Twin Framework

Digital twin technology has attracted much attention in the fields of intelligent manu-
facturing and energy monitoring and analysis, and realizing information, digitalization
and intelligence in the new energy field is a hot research topic in the energy field [13,
14]. Applying digital twin technology to the field of alkaline electrolytic water hydrogen
production, which is a data visualization presentation of electrolytic water hydrogen pro-
duction system, this paper gives the framework of renewable energy electrolytic water
hydrogen production digital twin by combining the framework of digital twin and the
working mechanism of electrolytic water hydrogen production.

As shown in Fig. 1, the renewable energy electrolytic water to hydrogen digital twin
framework consists of four layers: the physical device layer, the data interaction layer,
the model layer and the application layer. The physical equipment layer includes scenery
power generation equipment, electrolyticwater hydrogen production equipment and sen-
sors, which realize data sensing through communication and IOT technologies. The data
interaction layer consists of data transmission, data processing and data storage, which
provides powerful data support for electrolytic water to hydrogen digital twin technol-
ogy, involving transmission communication protocols and methods, processing of data
and database storage and management, interconnecting the physical device layer, model
layer and application layer. The model layer is divided into a mathematical model of
electrolytic hydrogen production and a twin model. The mathematical model is a semi-
empirical formula or equation fitted by data processing of historical data according to
the working mechanism of electrolytic hydrogen production, and the twin model is a
virtual three-dimensional model based on electrolytic hydrogen production equipment,
which can simulate the process of electrolytic hydrogen production. The application
layer includes production monitoring, report generation, intelligent warning and pro-
duction forecasting, which presents the production status of electrolytic water hydrogen
production in real time and is a visual representation of the digital twin of electrolytic
water hydrogen production.
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Fig. 1. Digital twin framework for hydrogen production from electrolytic water.

3 Model Construction

3.1 Mathematical Model of Alkaline Electrolyzer

The electrolyzer is the core component of the electrolytic water hydrogen production
system. In the whole hydrogen production system, the electrolyzer is equivalent to a
voltage sensitive non-linear DC load, so the I-U curve describing its voltage variation
with current is one of the most important characteristics of the electrolyzer. To describe
this characteristic of the electrolyzer, Ulleberg proposed a mathematical model of the
electrolyzer voltage with respect to current and temperature to show the relationship
between the electrolyzer voltage and its current and tank temperature. The electrical
characteristics of the electrolyzer are also influenced by the pressure inside the elec-
trolyzer, and the mathematical model proposed by Ulleberg was modified by Sánchez
et al. to give the following Eq. (1) for its characteristics [15].

Uel = Urev +
[
(r1 + d1) + r2 · T + d2 · P

]
· I
A

+ s · log
[(

t1 + t2
T

+ t3
T 2

)
· I

A
+ 1

]

(1)

whereUel represents the voltage of a single electrolyzer cell,Urev is the reversible voltage
of the electrolyzer, r1, r2, d1, d2, s, t1, t2, t3 are its coefficients, I is the input current, and
A is the electrolytic cell electrode surface area. When the electrolyzer is at a temperature
of 25 °C and a pressure of 0.1 MPa, the reversible voltage can be found by the ratio of
the Gibbs free energy �G to the product of the Faraday constant F and the number of
electrons transferred z. The expression is shown in Eq. (2).

Urev = �G

zF
(2)
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Considering that the reversible voltage (Urev) has a tendency to decrease as the tank
temperature increases, it can be derived from Eq. (3).

Urev = −7.3 × 10−4 · T + 1.248 (3)

3.2 Electrolytic Tank Wide Power Adaptation Model

Wind power is used directly as the input energy for alkaline electrolysis of water for
hydrogen production, whose input power is stochastic and fluctuating. Frequent fluctu-
ations of natural wind can lead to unstable operation of the cell, which not only directly
affects the hydrogen production and purity, but also the safety of the hydrogen produc-
tion system. Moreover, the technology of direct integration of large-scale wind power
generation into electrolytic water for hydrogen production is gradually maturing, while
large-scale hydrogen production equipment is gradually developing towards the many-
to-one mode [16]. Thus, improving the wide power adaptability of electrolytic water
hydrogen production systems is essential. In response to this problem, a "4-to-1" model
of alkaline electrolytic hydrogen production is established based on four alkaline elec-
trolytic cells sharing one gas-liquid unit in the hydrogen production system, shown in
Fig. 2.

Power of the electrolyzer operation is limited by the purity of the product gas. To
ensure the safety of the system, its minimum operating power is 20% of the rated power,
and it cannot guarantee long-time operation. Meanwhile, the maximum operating power
of the electrolytic cell can reach 110–130% of the rated power in a short period of time
due to its overload characteristics. In this paper, we only study the case where the upper
power limit of the electrolyzer is the rated power, and consider the operating power
range of a single electrolyzer from 20 to 100% of the rated power, without considering
its start-stop characteristics. As shown in Fig. 2, where 4 electrolytic cells of the same
size share one set of gas-liquid unit, the power range that this electrolytic cell module
can accommodate is extended from its full 20–100% of its capacity to 5–100%.

Based on the operation of the electrolyzer module and the renewable energy power,
it is possible to express the relationship between the power required to operate the elec-
trolyzer module and the power generated by renewable energy as well as the renewable
energy power not absorbed by the electrolyzer module.

Pw = k · PE + Pwaste k = 0, 1, 2, 3, 4 (4)

where Pw is the input power of renewable energy to the electrolyzer module, k indicates
the number of electrolyzers operating at rated power, PE is the rated power of a single
electrolyzer, and Pwaste is the power not absorbed by the electrolyzer module.

Electrolyzer operating power is limited by the purity of the product air, whose mini-
mum operating power is 20% of the nominal power. The lower limit of operating power
of the proposed electrolyzer module consisting of four electrolytic cells is 20% of the
rated power of a single electrolyzer, which is 5% of the full power of the electrolyzer
module. In case the full operating power of the electrolyzer module is

∑
PE , the lower

limit of its operating power can be expressed as Eq. (5).

Pmin = 5%
∑

PE = 20%PE (5)
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Fig. 2. Simple diagram of “4-to-1” hydrogen production plant in alkaline electrolyzer.

In Eq. (4), when all four cells in the electrolyzer module are operating at full power
and the renewable energy power is greater than the power required by the electrolyzer
module, the power is overloaded. The renewable energy power not absorbed by the
electrolyzer at this point is Eq. (6).

Pwaste = Pw −
∑

PE (6)

While the power is not overloaded, according to the power dissipation of the elec-
trolyzer module, it is classified into 3 operating conditions: low power, high power and
full power. Expressing the number of electrolytic cells of the same size as i (i = 1, 2, 3,
4), the power operation condition of the cell module is Eq. (7).

⎧⎨
⎩
Pel = Pwave i = 1
Pel = k · PE + Pwave i = 2, 3, 4, k = 1, 2, 3
Pel = k · PE i = 4, k = 4

(7)

where Pel is the operating power of the electrolyzer module, k indicates the number of
electrolyzers operating at rated power, and PE is the rated power of one electrolyzer.
Pwave is the fluctuating power at which an electrolyzer can operate and the fluctuating
power is greater than the minimum operating power of the electrolyzer and less than the
rated power of the electrolyzer, Pmin ≤ Pwave ≤ PE .

Equation (7) indicates that the electrolyzer module is in a low power operation
state, when the input power of renewable energy to the electrolyzer module is less than
the rated power of the electrolyzer, and only one electrolyzer module works in this
state. If the fluctuating power is equal to the lower limit of the operating power of a
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single electrolyzer, Pwave = Pmin, which is 5% of the rated power, and 5%
∑

PE is the
minimum running power of the electrolyzer module. When the renewable energy power
is less than the electrolyzer operating power, Pw < Pwave, Pw is the power not absorbed
by the electrolyzer module, Pwaste = Pw.

Equation (7) represents the electrolyzer module in high power operation, where the
renewable energy input power to the electrolyzer module is less than the full power value
of the electrolyzer module. The operating state of the electrolyzer module under high
power includes two electrolyzers, three electrolyzers and four electrolyzers, and only
one electrolyzer in each case is operating at less than its rated power, while the rest of
the operating electrolyzers are operating at rated power. If the electrolyzer module has k
cells at rated power and (Pw − k · PE) is less than the minimum running power of cell,
the power not absorbed by the cell module can be expressed as Eq. (8).

Pwaste = Pw − k · PE k = 1, 2, 3 (8)

Equation (7) means that the electrolyzer module is in full power operation, at this
time, all four electrolyzers are working at rated power, all renewable energy power
is consumed by the electrolyzer module, and the operating power of the electrolyzer
module reaches 100%.

4 Simulation and Analysis

To verify the adaptability of the above models, the electrical model and wide power
adaptation model are experimented and analyzed based on the mathematical models
developed in Sect. 3.

4.1 Electrical Model Analysis

The relationship between electrolyzer cell voltage (Uel) and current density is analyzed
according to Eqs. (1–3), and Fig. 3(a) and (b) show the curves of electrolyzer cell voltage
with current density under different temperatures and different pressures, respectively.
The temperature is set to 45–75 °C and the pressure is fixed at 0.5 MPa, as shown in
Fig. 3(a) the voltageof the cell increaseswith the increase of current density anddecreases
with the increase of temperature. The chemical reaction of electrolytic water is affected
by temperature, and the redox reaction of electrolytic water is easier to achieve at high
temperature, so the electrolytic voltage required is slightly lower than at low temperature.
The pressure in Fig. 3(b) is set to 0.5–2.0 MPa and the temperature is fixed at 75 °C.
The variation of the cell voltage with current density has the same trend as its variation
under the influence of temperature, but the convergence of applying different pressures
on the cell voltage almost does not affect the electrical performance of the cell voltage.

4.2 Alkaline Electrolytic Water to Hydrogen Wide Power Model Analysis

According to the wide power model of alkaline electrolytic water hydrogen production
described in Eqs. (4–8) and the output power of a certain 1.6 MW wind turbine, two
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Fig. 3. Small chamber voltage variation curve with current density (a: pressure 0.5 MPa, b:
temperature 75 °C).

different sets of electrolytic cells are selected for the hydrogen production system. The
first group is one electrolyzer with a rated power of 1500 kW and the second group is an
electrolyzer module with a total power of 1500 kW consisting of four electrolyzers with
a rated power of 375 kW. The output power of a 1.6 MW wind turbine in a wind farm
in Zhangbei area for a certain month is directly used as the input power of two sets of
electrolyzer modules. The range of wind power that a single electrolyzer canwithstand is
20–100%of its rated power, so theminimumoperating power for a 1500 kWelectrolyzer
is 300 kW and for a 375 kW electrolyzer is 75 kW.

Figure 4 shows the power curves consumed by the two electrolyzer sets for operation.
The power curves consumed by the two electrolyzer sets and the fan wind power curves
basically overlap below 1500 kW, with a small deviation in the low power range. The
reason for this is that the power consumption level of the electrolyzer depends on the
output of wind power since the wind turbine power generation is directly supplied to the
electrolyzer, so its power consumption curve goes in the samedirection as thewind power
basically. In the low power range, the power consumption curve of the electrolyzer set
deviates from the wind power curve, and the wind power absorbed by the electrolyzer
set for wide power hydrogen production is higher than the wind power absorbed by
the electrolyzer set without wide power hydrogen production. Due to the limitation of
the minimum operating power of the electrolytic cell, wind power below the minimum
operating power of the electrolytic cell will not be absorbed by the cell. From the figure,
the overlap between the power consumption curve and wind power curve of four 375 kW
electrolyzer modules is higher than that between the power consumption curve and wind
power curve of one 1500 kW electrolyzer, which also indicates that the level of wind
power dissipation by the modules of the cells can be improved by using a wide power
model.



Construction and Simulation of Digital Twin Model 289

Fig. 4. Electrolyzer power dissipation curve.

5 Conclusion

This paper combines digital twin technology and the working mechanism of electrolytic
water hydrogen production, constructs a digital twin framework for alkaline electrolytic
water hydrogen production, and describes the technical method of digital twin of elec-
trolytic water hydrogen production. A model of alkaline electrolytic water hydrogen
production with multiple electrolyzers to adapt to wide power is established, and the
analysis shows that the wide power adaptation of the multiple electrolyzer wide power
model is better than that without the wide power model, and the power dissipation level
is high. This paper has some reference value in the problems of digital twin application
andwide power adaptation of electrolytic cells for hydrogen production from electrolytic
water.
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Abstract. Resin impregnation is an important process in themanufacture of com-
posite graphite bipolar plates to reduce their porosity and improve their air tight-
ness as well as flexural strength. In order to improve the filling efficiency of resin
into expanded graphite plates and to investigate the factors influencing the resin
penetration process, we compare the penetration rate and the upper limit of absorp-
tion of epoxy resin, acrylic resin and water in graphite plates. It was found that
capillary force is part of the driving forces for resin penetration into the graphite
plates, while the boundary layer is the main source of resistance. The higher vis-
cosity of the resin not only leads to a lower resin flow rate, but also results in
the formation of a thicker boundary layer, creating additional resistance. Further,
the pores are not permeable by resin when the thickness of the boundary layer is
greater than the pore size, which is an important reason why the expanded graphite
plate is difficult to be filled by resin adequately.

Keywords: Impregnation progress · Flow behavior analysis · Boundary layer ·
Composite graphite plates

1 Introduction

With good corrosion resistance, low thickness and low fabrication cost, composite
graphite bipolar plates (CGPs) have good potential for application in proton exchange
membrane fuel cells. However, due to its poor electrical and mechanical properties and
long production cycle, CGPs have not yet been wildly adopted.

Those CGPs prepared based on expanded graphite plates combined with impregna-
tion progress tend to form a better conductive network between graphite particles, which
in turn leads to higher electrical conductivity [1]. In addition, impregnationwould reduce
the porosity within the CGPs, which in turn improves the mechanical strength and air
tightness of the CGPs [2]. However, the key for improving the air tightness and mechan-
ical properties of CGPs through the impregnation process is that the graphite plates were
filled by resin adequately. A number of methods have been developed to enhance the
resin filling efficiency, mainly by reducing the viscosity of the impregnating solution [3]
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and coupling the impregnation and molding process [4, 5]. However, the factors influ-
encing the flow behavior of resin during impregnation and the resin filling efficiency
have not been fully discussed yet.

In this study, graphite plates with different pore characteristics were prepared, and
the penetration rate and upper limits of resin penetration into these graphite plates by
various types of resins were measured. Based on Darcy’s law and boundary layer theory,
the influence of pore structure and resin viscosity on the resin penetration process was
analyzed.

2 Experiment

The graphite plates were produced by molding the mixture of flake graphite (median
particle size of 21.4µm) and expanded graphite (300 times expansion) with a mass ratio
of 4:1 and pure expanded graphite, respectively, and the molding pressure was 80 MPa.
These graphite plates were named as flake graphite plate (FGP) and expand graphite
plate (EGP). To investigate the effect of the viscosity of the resin on the impregnation
process, epoxy resin solution and acrylic acid-based solution were prepared separately.
Among them, the epoxy resin was 6002-bisphenol A type epoxy resin (purchased from
Sinopharm), abbreviated as EP; with glycidyl methacrylate (purchased fromSinopharm)
as diluent, abbreviated as GMA;while the acrylic resin used DB41812 typemicroporous
filler (purchased from Huizhou Docbond New Material Co., Ltd.), abbreviated as AR.

The pores size within the graphite plates were tested using the mercury-pressure
method according to Mauran [6]. The viscosity of the resin solution was tested using
a rotational viscometer. The surface tension of the resin solution and its contact angle
to the graphite plate were measured using a dynamic surface tensiometer (DCAT-25,
DataPhysics Instruments GmbH). The resin penetration rate was recorded using the
mechanism shown in Fig. 1(a), moving the liquid pool until the liquid surface was in
horizontal contact with the lower surface of the graphite plate, and recording the mass
growth rate of the graphite plate using a microgram balance. The size of graphite plates
was 30 * 15 * 0.65 mm. The viscosity, contact angle and penetration rate of EP were
tested at 20 °C and 120 °C, respectively. In addition, the penetration rate of deionized
water at 20 °C and 75 °C was also recorded.

Microgram balance

Graphite plate

Resin Heating 
mantle

surface 
tension σ

wetting 
angle θ

boundary layer 

Boundary layer 
seals off the pores

(a) (b) (c)

Fig. 1. Schematic diagram of resin penetration process into graphite plate: (a) resin penetration
process testing mechanism; (b) resin penetration into the pores inside the graphite plate; (c) the
effect of capillary force and boundary layer on the penetration process.
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3 Result and Discussion

3.1 Pore Characteristics of Graphite Plates and Resin Penetration Behavior

The test results of the pore size distribution of FGP and EGP based on the mercury-
pressure method were shown in Fig. 2. The pores within the graphite plates were mainly
distributed between 27–700 µm and 5 nm–4.2 µm. EGP exhibited higher porosity and
was mainly reflected in those pores with the size less than 1 µm.
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Fig. 2. The pore size distribution of FGP and EGP

The penetration rates of different liquids at different temperatures and their physical
parameters were illustrated in Fig. 3, where the rapid rise in the initial stagewas related to
the surface tension of the resin liquid surface. As the temperature increases, the viscosity
and surface tension of the EP decreased significantly, while its penetration rate and upper
limit mass of saturation absorption were increased. When 15 wt% GMA was added as
diluent, its viscosity decreased from 63.28 to 35.66 mPa s, however, the contact angle
with graphite changed to 96.12°, while EP was unable to penetrate into the graphite
plates. The viscosity of AR was 7.5 mPa s and exhibited better wettability to graphite,
showing higher penetration rate and higher upper limit mass of saturation absorption, for
FGP reaching saturation absorption of 30.74 mg at ~ 3600 s and EGP reaching 15.94 mg
at ~ 4800 s. In addition, the penetration process of deionized water on graphite plates
at 20 and 75 °C was recorded, as shown in Fig. 3(e)–(f). The viscosity of water was
much lower than that of resin, while exhibited a higher penetration rate as well as an
upper limit mass of saturation absorption. Comparing the penetration rates for different
graphite plates, the penetration rates of almost all liquids were higher for FGP than for
EGP, except for the penetration rates of water at 75 °C. A significant higher penetration
rate and saturation absorption were obtained in EGP when deionized water was heated
at 75 °C.

Combining the porosity characteristics of these graphite plates and the penetration
behavior of different types of resins, it can be seen that the lower viscosity of the resin
was not only beneficial to raise the penetration rate, but also to be more fully filled in
the graphite plates. The pore structure of the graphite plate also has a direct impact on
the penetration behavior, and EGP has more pore structures with a size less than 1 µm,
which exhibited a lower penetration rate. Despite the higher porosity in EGP, it still
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Fig. 3. Penetration rates of different types of liquids into the graphite plate at different tempera-
tures: (a) EP @20 °C; (b) EP @120 °C; (c) EP + 15 wt% GMA @120 °C; (d) AR @20 °C; (e)
H2O @20 °C; (f) H2O @75 °C

exhibited a lower upper limit of saturation absorption. In addition, when the viscosity of
water decreased to 0.38 mPa s, it exhibited a rapid increase in both the penetration rate
and the upper limit of saturation absorption.

3.2 Penetration Behavior Analysis

The penetration behavior of liquids in porous structures is usually described using
Darcy’s law, as shown in Eq. (1) [6]:

u = −K

μ
∇p (1)

where u represented the volume flow rate; K was the permeability coefficient related to
the pore structure; μ was the liquid viscosity and p was the pressure driving the liquid
flow. In the penetration process shown in Fig. 1(a), gravity was a resistance to flow and
there was no other pressure gradient, so the effect of capillary forces (Pc) on the resin
penetration behavior needs to be considered. In addition, the forces formed by the solid-
liquid interaction, such as capillary forces, have also been confirmed to be an important
component in driving/obstructing the penetration process, which also makes it exhibited
nonlinear characteristics [7]. Pc was calculated by Eq. (2):

Pc = 2σ · cos θ

r
· πr2 = 2πr · σ · cos θ (2)

where σ was the surface tension of resin or water; θ was the contact angle and r was
the radius of the pore. Based on Eq. (2), the capillary force for the penetration of EP
into the pore with a pore size of 20 µm at 120 °C was 7 kPa, and the capillary force for
the penetration of AR into this pore size at 20 °C was 8.5 kPa. The capillary forces for
water at 20 °C and 75 °C were 5.0 kPa and 5.6 kPa, respectively. When the contact angle
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was greater than 90°, the resin would not penetrate into the graphite plate effectively.
This indicated that the capillary force was the main driving force. However, the higher
capillary force of the resin exhibited a lower permeation rate and upper limit of saturation
absorption, indicating that flow resistance has amore remarkable effect on the penetration
process.

Boundary layer was a phenomenon that occurs at the solid-liquid interface, where the
liquid flow velocity was significantly reduced due to intermolecular interaction forces.
It has been confirmed that when the pore size reached the micron-meter level, the effect
of the boundary layer on the resistance of liquid flow was not negligible, and the liquid
flow in the pore was distinguished into a low flow rate region near the solid-liquid
interface and a uniform flow rate region located in the middle region [8, 9], as illustrated
in Fig. 1(c). And as the pore size decreased, the proportion of the boundary layer in the
flow channel gradually increased, and the flow resistance would rise significantly [10].
It is worth noting that when the pore radius was equal to the thickness of the boundary
layer, the liquid in the pore cannot flow through the pore under the influence of the
boundary layer, and the pressure needs to be further increased to reduce the thickness
of the boundary layer so that the liquid could flow through the pores [11, 12].

When we focused on the resin penetration process in graphite plate, the bound-
ary layer gradually became thinner as the viscosity decreased, and the penetration rate
increased significantly. At the same time smaller pores could be penetrated and the
graphite plate showed a higher upper limit of absorption by the resin or water. In con-
trast, EGP possessed a more abundant microporous structure, the boundary layer forms
a higher flow resistance, and more pores were not permeable, so it exhibited a lower
permeation rate compared to FGP, and a lower saturation absorption. The impermeable
pores at high viscosity changed to be permeated when the viscosity of water decreases
to 0.38 mPa s, so it exhibited a significantly higher saturation absorption.

4 Conclusion

In this study, the penetration rates and upper limits of absorption of epoxy resins, acrylic
resins and water into graphite plates with different pore structures were analyzed. The
influence factors of penetration behavior were also analyzed in combination with cap-
illary forces and boundary layers. The results showed that the penetration rate and the
upper limit of absorption into the graphite plate increased significantly with the decrease
of resin viscosity. As the EGP possessed more pores less than 1 µm, the flow resistance
was significantly increased under the influence of the boundary layer and more pores
were impermeable, thus exhibiting a lower penetration rate as well as an upper limit of
absorption. Further, in order to achieve a more adequate impregnation of EGP by resin,
the volume fraction of small pores should be reduced by adjusting the graphite particles,
applying a lower viscosity resin as the infiltration agent as well as higher infiltration
process pressure should also be concerned.
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Abstract. In this paper, a thermalmodel of commercial alkalinewater electrolysis
system is presented, including energy and mass balance model between system
components and a two-stage graybox model of alkaline electrolyzer. The aim of
this work is to study and improve the thermal behavior during cold-start process
of electrolysis system. The model is used to simulate the cold-start process under
various parametric settings such as electrolyte flow rate and electrolyte volume.
Then, several optimization schemes are proposed and evaluated to be promising.

Keywords: Alkaline water electrolysis · Thermal analysis · Hydrogen
production · System simulation

1 Introduction

The world is undergoing low-carbon energy transition. During the transition, hydro-
gen plays a fundamental role helping balance renewable electricity supply and demand,
serving as long-term seasonal storage, raw material in industry and fuel in transporta-
tion [1, 2]. However, the commercial zero-carbon green hydrogen still faces uncertain-
ties in production, transportation and storage technologies. With the characteristics of
clean, efficient and capacity flexibility, water electrolysis stands out as one of the most
promising and fast-growing technologies for renewable energy utilization. According to
IRENA’s forecast, in order to achieve the goal of limiting global warming within 1.5 °C
by 2050, almost 5000 GW of hydrogen electrolyzer coupling with renewable energy
will be needed by 2050, while the number was only 0.3 GW in 2021 [3].

When combined with renewable energy, the fluctuation and intermittent nature of
input power needs to be paid extra attention. Solar energy fluctuates within days, while
wind power is even more varying and intermittent. The efficient utilization of renew-
able energy puts forward requirements for the dynamic response capabilities of water
electrolyzer [4]. Dynamic capabilities can be divided in two aspects. One is fast load reg-
ulation following the fluctuating power input. Literatures have shown that both alkaline
and PEM electrolyzer have the ability to absorb fluctuating power as they can respond
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fast enough to the load change [5–8]. Another is fast start-stop capability of the electrol-
ysis system, which will be needed when considering off-grid scenarios and intermittent
energy source such as solar andwind power. Slow start-upwill lead towaste of renewable
energy due to poor efficiency under low temperature. Currently, the cold-start of alkaline
electrolysis system is especially retarded, mainly because of the low power density and
large amount of liquid electrolyte stored in the systems [7]. According to previous stud-
ies, cold-start of alkaline electrolyzer generally requires more than one hour, sometimes
with additional heating power, which further raises the energy consumption of hydrogen
production [9, 10].

To seek for improvements, we need to firstly figure out the comes and goes of heat
during alkaline electrolyzer operation. Previous studies have setup models to predict
supplied power distribution and thermal characteristics of the system. Sakas et al. pro-
posed a parameter adjustable dynamic mass and energy balance simulation model of an
industrial alkaline water electrolysis system. The simulation results showed that 11.2%
of supplied power was lost due to shunt current, 20.3%was lost due to overpotential [11].
Sánchez et al. developed a alkaline electrolysis plant model using Aspen Plus, finding
that the system efficiency is 53.3% under 75 °C, 7bar, comparing with stack efficiency
of 53% [12]. Diéguez et al. studied the thermal performance of a commercial alkaline
water electrolysis system. He found that the power dissipated as heat can be reduced
by 50–67% when supplied with higher quality DC current [13]. Jang et al. developed
alkaline electrolysis system model to capture the temperature effect on the system per-
formance. He pointed out that the system efficiency will increase from 75.86 to 77.01%
under high electrolyte flow rate [14].

Aforementioned researchers have developed models to simulate thermal behavior of
alkaline water electrolysis system. However, most of their concerns lied on the effect
of temperature on electrochemical process instead of the dynamicity of system. To fur-
ther understand and accelerate cold-start operation, more detailed and intrinsic thermal
characteristics of electrolysis system remains to be investigated.

In this work, a steady state thermal model with modular components of an alkaline
electrolysis system was developed and validated through dynamic testing data. Sim-
ulations have been carried out, and the cold-start processes under various parametric
settings were evaluated. Finally, we investigated several schemes that can potentially
bring the cold-start time down to 30 min.

2 Model Description

As our concentrationwas on the thermal behavior of the system, ourmodel simplified the
system to several components that primarily affect heat flow, including metal pipelines,
gas-liquid separators, electrical heaters, and electrolysis stack. These components have
either large surface area and thermal conductivity or exist as thermoelectric conver-
sion devices. The following diagram shows the connections between major components
(Fig. 1).
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Fig. 1. Representative diagram of alkaline electrolysis system.

2.1 Thermal Model

Thermal liquid module of Matlab Simscape was used to setup our model. The thermal
liquid module can couple the liquid mass flow with heat dissipation and absorption. We
used controlled mass and heat flow source as the electrolyte flow rate and heating power
input interface.

The heater used in the system consists of a cast aluminum external heater and a heat
exchange pipe, as shown in Fig. 2 a), where all energy flow was indicated. The situation
was basically the same in the electrolyzer, as shown in Fig. 2 b).

Fig. 2. Composition of heat flow in a) electrolyte heater; b) electrolyzer.

The heat transfer between flowing liquid and container wall can be wrote as in [15].

QH = Qconv + Qcond (1)

where Qconv is convective heat transfer, Qcond is conductive heat transfer. With
incompressible hypothesis we have:

Qconv = ṁcp(Twall − Tfluid )

(
1 − e

− hAin
ṁcp

)
(2)
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Qcond = kfluidAin

D
(Twall − Tfluid ) (3)

where ṁ is mass flow rate of the fluid, cp is specific heat, Twall is container wall tempera-
ture and Tfluid is liquid temperature, Ain is container’s inner surface area and Aout denotes

the outer. h is heat transfer coefficient and depends on the Nusselt number h = Nu
kfluid
D ,

where kfluid is thermal conductivity of the fluid and D is hydraulic diameter of the flow
field.

The heat convection and radiation between components wall and environment were
wrote as below.

QC = kconv,envAout(Twall − Tenv) (4)

QR = kra,envAout(T
4
wall − T 4

env) (5)

where kconv,env is convective heat transfer coefficient and kra,env is radiation coefficient.
Aout is container’s outer surface area. Tenv is environment temperature.

2.2 Electrochemical Model

The electrolyzer in the system will also be taken as a heat generative component, for
its overpotential will convert into heat during hydrogen production. Part of the heat is
absorbed by electrolyzer itself, another to the electrolyte and the rest is released into the
environment through convection and radiation.

To simulate the thermal behavior of electrolyzer stack, we need to model its electro-
chemical characteristics. We developed a graybox two-stage model based on empirical
equation and radial basis function fitting methods. The input of the model including
current density, pressure, temperature and electrolyte flow rate, and it can predict polar-
ization curve within a wide range of inputs, while only few experiment data and system
knowledge were needed. The work flow of the model is shown in Fig. 3.

Fig. 3. Work flow of two-stage model.

The local model consists of an empirical equation. We adapted the three-parameter
model following [16, 17].

Vcell = 1.23 + r · j + s log(t · j + 1) (6)
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where r, s, t is the model parameter. r and t are related to temperature according to the
author. According to previous works, we took all three parameters as the function of
model variables [18–20].

We used sobol sequence [21] to generate experiment points across the parameter
space. 22 experiment points were generated in current density range of 0.03–0.4 A/cm2,
temperature range of 40–80 °C, flow rate range of 20–120 L/h and gauge pressure range
of 0–16 bar. The flow rate was restricted under high temperature to guarantee stable
experimental condition, as well as avoiding gas purity problems [22] (Fig. 4).

Fig. 4. Experiment design based on sobol sequence. Green line indicates flow rate constraint.

Radial basis function (RBF) was used to predict the model parameters across the
working condition space. Then 7 sets of validation data were used for validation (Fig. 5).
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Fig. 5. Cell voltage prediction with respect to temperature. Red circles indicate validation data.
The fitting RMSE is 0.026, normalized error sum of square was 16.2, log-likelihood function was
387.1. The RMSE of validation data prediction was 0.052.

The heat generated during electrochemical process was calculated from current,
stack voltage and theoretical thermal neutral voltage. The thermal neutral voltage will
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change with temperature. Following the equation proposed by [23], we have
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Vtn = VHHV + 3

2nF

pw
p − pw

Y

ln pw = 0.01621 − 0.1380m + 0.1933
√
m + 1.024 ln p∗

w

ln p∗
w = 37.04 − 6276

T
− 3.416 ln T

Y = 42960 + 40.762T − 0.06682T 2

(7)

The heating power of electrolyzer can be wrote as:

Qelectrolyzer = (Vcell − Vtn)Icell (8)

Figure 6 shows the whole structure of our model.

Fig. 6. Representative diagram of thermal model.

2.3 Model Validation

Actual system testing data was used to validate our thermalmodel. The tests were carried
out on a commercial alkaline electrolysis system as shown in Fig. 7. The system has a
3.8 kW alkaline electrolyzer with an electrode area of 600 cm2 and 8 single cells. Other
system geometric parameters are listed in Table 1.

Three tests were carried out. In test I, only the heater was turned on; in test II, the
heater and the electrolyzer were turned on and off simultaneously. During the test, the
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Table 1. Component geometric parameters

Parameters Value Unit

Separator size �200 × 1100 mm

Electrolyte pump flow rate range 0–150 L/h

Heat exchange pipe size �108 × 820 mm

Electrolyzer size �480 × 170 mm

Heater-electrolyzer pipe length 3000 mm

Electrolyzer-separator pipe length 1000 mm

Separator-heater pipe length 500 mm

Metal pipe size 1/2 in.

Fig. 7. Commercial alkaline electrolysis system

electrolyte pump power and system pressure remained unchanged. Data from test I and
II were used to calibrate unknown system parameters. We focused on the heater outlet
temperature and electrolyzer outlet temperature. Figure 8 shows the experiment data and
calibrated simulation results. The parameters of calibrated model are listed in Table 2.

Another test III was an actual dynamic process, during which the heater, electrolyzer
power and electrolyte flow rate varied with time. It was used to validate the simulation
results. As can be seen in Fig. 10, the absolute error between predicted and experimental
temperature was within 6 °C. The largest deviation was found to be in minutes after
abrupt working condition change, particularly flow rate. This is mainly because the
temperature was measured by platinum resistances in real system, which also have heat
capacity but were neglected in simulations. The ignorance of temperature gradient inside
the system component wall also accounts for simulation error (Fig. 9).
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Fig. 8. Experiment and calibrated simulation result of a) test I; b) test II. Background color
indicates the heater working state.

Table 2. Parameters used in model

Parameters Value Unit

Iron-air convective heat transfer coefficient 20 W/(m2 K)

Heater-heat exchange pipe contact thermal resistance 0–150 L/h

Heater heat capacity 10 kJ/K

Heater-environment radiation coefficient 0.09 K/W

Heat exchange pipe heat capacity 8 kJ/K

Heat exchange pipe cross-sectional area 7854 mm2

Heat exchange pipe hydraulic diameter 18 mm

Electrolyzer-environment radiation coefficient 8 × 10–8 W/(m2 K4)

Electrolyzer heat capacity 88 kJ/K

Electrolyzer cross-sectional area 7040 mm2

Electrolyzer hydraulic diameter 6 mm

Fig. 9. Test III experiment and simulated result of a) electrolyzer outlet temperature; b) heater
outlet temperature.
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Fig. 10. Prediction error of test III. Subplot magnifies section with the greatest error.

3 Thermal Analysis

3.1 Cold-Start Process Analysis

Calibrated thermal model was used to derive the proportion of the heating power of each
major component with a range of parameters of interest. We extracted the time spent
before the electrolyzer outlet reaches 80 °C to assess cold-start speed. 80 °C was chosen
because this is generally the acceptable operating temperature.

The effect of electrolyte flow rate and total liquid volumewas evaluated as in Fig. 11.
Lower flow rate is always better for cold-start because the slower electrolyte flows in
electrolyzer channel, the more heat it receives from electrochemical overpotential. For
the liquid volume, we represented it with the initial liquid volume in the separator. Under
higher flow rate, larger liquid volume brought larger systemheat capacity, so slower cold-
start process. However, under low flow rate, less liquid made the cold-start faster. We
investigated the temperature curve, finding that the electrolyzer inlet temperature with
less liquid was higher, which made the heat transfer from electrolyte to electrolyzer
more intense, along with more heat loss from electrolyzer surface to the environment.
The inversion of liquid volume effect took place at flow rate of 2.5–2.75 m3/h.

From the heat flow diagram in Fig. 11 b), we can learn that only 20.2% of total
input electrical power was turned into heat, while the other part was consumed by
electrochemical reaction. About a half of heating power was transferred to electrolyte,
with 20.1% heat loss.

3.2 Optimization for Faster Cold-Start

In this section, we will evaluate several schemes to accelerate cold-start process. We set
a cold-start time target of 30 min, which is comparable to commercial PEM system.

Constant current method
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Fig. 11. a) Effect of flow rate and electrolyte volume on cold-start time; b) energy flow diagram
of cold-start process.

The most intuitive method to accelerate cold-start is to apply larger current. We inves-
tigated several constant current densities from 2200 to 3500 A/m2, and calculated the
total energy consumption and its distribution ratio in different directions.

Fig. 12. a) Cold-start time and b) energy consumption ratio under different current densities.

It can be seen from Fig. 12 a) that the cold-start time was shorten to 30 min under
3500 A/cm2. The energy consumption was reduced with the increasing current density,
and the proportion of energy wasted on electrolysis as well as heat loss was also reduced.
But the concern of constant current density method is that under low temperature, the
electrode potential will be so high that it might cause irreversible damage to the catalyst.

Controlled voltage method

To eliminate the electrode degradation due to high potential, the controlled voltage
method is proposed. The most common way is to gradually increase current density
according to electrolysis voltage, called stepping current method. When the voltage
control frequency is high enough, the stepping current becomes constant voltagemethod,
which hold the electrolyzer voltage at constant level, as shown inFig. 13 b). The cold-start
time and energy consumption was shown in Fig. 13 a).

The cold-start time of stepping current method is shortened by 21.8% comparing
to constant current, while it prevented the cell voltage from exceeding 2 V. The con-
stant voltage of 2 V further shorten the cold-start time by 5.2%. If we wish to achieve
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Fig. 13. a) Cold-start time and b) energy consumption ratio under different voltage control profile.

30 min cold-start, the constant voltage should be set to 2.1 V, and it saved 15.3% energy
consumption comparing to constant current density of 3500 A/m2.

Electrolyte heater

Installation of electrical heater seems to be a way to accelerate cold-start. We added a
300 kW heater before the inlet port of electrolyzer in the model. The results are shown
in Fig. 14.

Fig. 14. a) Cold-start time with and without heater; b) system temperature curve during cold-start
process.

The cold-start time with and without heater was close, but the case with heater
consumed 8.6% more energy. We investigated the system temperature profiles as in
Fig. 14 b), and found that the electrolyzer inlet temperature was much higher with the
existence of heater. Hot electrolyte heated the electrolyzer so much, and finally reached
a balance where the heat loss from electrolyzer surface offset the heater power. So, the
heater method is not smart in commercial-scale system.

Dynamic resistance method
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The largest portion of input energy waste is due to electrolysis reaction. If the reaction
can be suppressed by increasing the internal resistance of electrolyzer, the utilization
of input energy should be more efficient during heating process. We here proposed two
ways of increasing internal ohmic resistance, one concerned with electron resistance
and another ion resistance. The former method heats the electrolyzer bulk with the input
power, and the latter transfers the power directly to electrolyte. The simulation results
are shown in Fig. 15.

Fig. 15. a) Cold-start time and b) energy consumption ratio with and without dynamic resistance
schemes.

The effect of increasing electron or ion resistance are similar. Increasing ohmic
overpotential by 0.1 V reduced cold-start time by 46.2% and energy consumption by
42.0% comparing to constant current density of 3500 A/m2. This improvement mainly
attributed to the higher proportion of electrolyte-heating energy as in Fig. 15 b). To
realize 30 min cold-start, the ohmic overpotential should be set to 0.3 V, and brought
24.0% energy saving comparing to 3500 A/m2 constant current density.

The increased ohmic resistance should be eliminated at the end of cold-start. The
way of achieving electron resistance adjustment may be through the dynamic control
of compression force of electrolyzer with hydraulic compression system. As for the ion
resistance, the application of stimuli-responsive smart gating membranes may be the
solution, with which the ion resistance induced by porous membrane can be controlled
[24].

4 Conclusion

In this paper, we studied the thermal behavior of alkaline water electrolysis system and
the influence of flow rate and electrolyte volume on the cold-start process. Then we went
through severalmethods that aims at accelerating cold-start. The conclusions drawn from
the study are listed below.

1) During cold-start, only 20–30% of input power was used to generate heat (~10% to
electrolyte), and 10–20% of heating power was lost.
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2) Lowering the flow rate always gets faster cold-start, while the effect of electrolyte
volume depends on the situation.

3) All accelerating schemes have their strength and weakness. We listed those methods
that can potentially bring the cold-start time down to 30 min below (Table 3).

Table 3. Cold-start acceleration methods.

Strategy Energy [kWh] Strengths Weakness

j ≥ 3500 A m2 2236 • Easy to implement; • High risk of electrode
irreversible
degradation;

V ≥ 2.1 V 1895 • Easy to implement; • High electrode
potential;

ΔVelectron ≥ 0.3 V 1737 • Low electrode potential;
• Low energy
consumption;

• Need of compression
force control system;

ΔVion ≥ 0.3 V 1663 • No need of mechanical
modification;

• Lowest energy
consumption;

• High electrode
potential;

• Need of advanced
diaphragm;
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Abstract. Optimizing flow field structure can effectively improve the perfor-
mance of Proton Exchange Membrane Fuel Cell (PEMFC). Adding the block in
the flow channel is one of the approaches. In this work, the enhanced transport
characteristic of the block is re-examined, and its effect on the performance of
the fuel cell scale-up is further revealed. The models of single-channel fuel cells
with different lengths L and blockage ratio β are developed. Results show that
the best cell performance exhibits when β = 100% due to the combined effect of
the block and upstream zone. The convection appears below the block, and higher
upstream pressure is induced, both of which increase the oxygen concentration at
the catalyst layer. Besides, results indicate that the performance of the scaled-up
fuel cell with blockage increases at a slower rate. Combined with the pump power,
it is found that the addition of the block with β = 100% is indeed beneficial for
the fuel cell scale-up. The findings of different blockage effects on different-sized
cells provide guidelines for the flow field design.

Keywords: Proton exchange membrane fuel cell · Flow channel · Scale-up ·
Block · Net power

1 Introduction

Proton Exchange Membrane Fuel Cell (PEMFC) has a wide range of application
prospects in stationary power plants, transportation, and other industrieswith the benefits
of high power density and efficiency, no carbon emissions, moderate operating temper-
ature, etc. [1, 2]. However, development bottlenecks exist in the commercialization of
PEMFC, primarily in three technical indicators of performance, cost, and durability [3].
Optimizing flow field structure can effectively improve the performance of PEMFC.

The flow channel structure of Bipolar Plate (BP) has been extensively investigated
throughout the years. The two most prevalent flow channel types could be classified
as fine channel-type and pin-type [4]. In addition to the traditional parallel, serpentine,
and interdigitated flow channel, the fine channel-type flow channel also comprises the
flow channel with blocks (or baffles) and the bionic flow channel, etc. In the pin-type
flow channel, a set of regularly spaced obstacles protrudes from the flow field plate. The

© The Author(s) 2024
H. Sun et al. (Eds.): WHTC 2023, SPPHY 393, pp. 312–333, 2024.
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reactant gas flows in the flow channel formed by the set of obstacles, with the main flow
characteristic being the bypass flow in the confined space rather than the inward flow in
the fine channel. Benefits and drawbacks of the conventional flow channel are outlined in
the literature [5–7]. The fine channel-type flow channel structure is the most frequently
used in practice, notably the parallel flow channel, which is the most typical.

In the past decade, the modified version of parallel flow channels has been widely
studied [8]. Adding blocks (or baffles) in the flow channel could effectively improve the
transport of reactants to the porous electrode and thus improve the fuel cell performance.
Li et al. [9] optimized the design of the flow channel with partially blocked blocks, and
the results showed that when the number of blocks was 16, the net power density of the
fuel cell reached the maximum. Ghanbarian et al. [10] considered the effect of various
shapes of blocks (square, semicircular and trapezoidal) in the cathode flow channel on
the performance of PEMFC. The staggered case outperformed the in-line case by 18%
when Heidary et al. [11] compared the results of in-line and staggered configurations
of blocks in the parallel flow channel. Chen et al. [12] investigated the impact of the
backwind length of the baffle on the output power and the pressure loss.

Single channel is themost basic type of flow channel.Wu et al. [13] inserted different
numbers of cuboid blocks laterally on the flow channel and found that the performance of
the fuel cell was better under a reasonable pressure drop. Heidary et al. [14] numerically
studied the effect of partially blocked and entirely blocked blocks on the performance
of the fuel cell. Wang et al. [15] established a 3D multiphase fuel cell model with the
Forchheimer inertial effect to simulate the baffle-induced convection more accurately.
The results of Perng et al. [16] showed that the trapezoidal baffle with an angle of 60°
and a height of 1.125 mm improved the net power the best among all designs of the
trapezoidal baffle by about 90% compared to the conventional straight flow channel
without baffles. Fan et al. [17] studied baffles of multi-plate structure and integrated
structure using a 3Dmultiphase numericalmodel. Chen et al. [18] proposed a streamlined
porous baffle-oriented flow channel to numerically investigate the performance of the
fuel cell andwater distribution in the straight flow channel. In contrast to the conventional
straight flow channel, Guo et al. [19] demonstrated that both the single-block and the
double-block flow channel could facilitate the removal of liquid water.

In conclusion, the placement of blocks in the flow channel could effectively enhance
the transport of reactants from the flow channel to the gas diffusion layer, thus improving
the performance of PEMFC. However, most of the studies focused on the enhanced
transport characteristic in the block zone, while the effect of upstream pressure was
not elucidated. In addition, the scale-up is a requirement for the commercialization of
PEMFC. The study of the role of the block during the fuel cell scale-up is lacking.

Therefore, a systematic investigation is conducted for single-channel fuel cells with
different lengths L and blockage β based on CFD software Fluent. The enhanced trans-
port characteristic of the block is re-examined, and its effect on the performance of the
fuel cell scale-up is further revealed.
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2 Modeling and Simulation

2.1 Physic Model

A rectangular block is set inside the cathode flow channel (the width of the block is equal
to the width of the flow channel), and the PEMFC model is established with different
values of β (the height ratio of the block to the flow channel β = hblock

h , , i.e., the blockage
ratio) and lengths L (25 mm, 50 mm, 100 mm, 150 mm, and 200 mm).

In Fig. 1, the computational domain andmesh of 25mmPEMFCare displayed. Bipo-
lar Plate (BP), Gas Diffusion Layer (GDL), Catalyst Layer (CL), and Proton Exchange
Membrane (PEM) are all included in the computational domain. Hexahedron mesh is
used in this model. The mesh for GDL, CL PEM is denser.

Fig. 1. Computational domain and mesh.

Geometric parameters of the PEMFCmodel are shown in Table 1. Operating param-
eters are adjusted according to the experiment of Wang et al. [20] in Sect. 2.6, and are
shown in Table 2.

2.2 Numerical Model

Assumptions

For the convenience of computation, the following assumptions are made for the
numerical model developed:

(1) The fuel cell operates under the steady-state condition.
(2) Raw material and product water are limited to the gas phase, and there is no phase

transition during the operation.
(3) All gases are incompressible ideal gases and follow the ideal gas equation.
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Table 1. Geometric parameters.

Geometric parameters Physical quantities Unit Value

PEMFC length L mm 25/50/100/150/200

PEMFC width W mm 2.4

Flow channel length l mm 25/50/100/150/200

Flow channel width w mm 0.8

Flow channel height h mm 0.6

Rib width s mm 0.8

GDL thickness δGDL mm 0.2

CL thickness δCL mm 0.01

PEM thickness δPEM mm 0.03

BP thickness δBP mm 1.2

Block length lblock mm 2

Block width wblock mm 0.8

Block height hblock mm 0.3 (β = 50%)/0.54 (β =
90%)/0.6 (β = 100%)

Length from block to cathode
inlet

lc-u mm 11.5/24/49/74/99

Length from block to cathode
outlet

lc-d mm 11.5/24/49/74/99

(4) The flow of fluid during the operation is laminar flow (Re < 2000).
(5) The isotropic and uniform porousmedia structure inMembrane Electrode Assembly

(MEA).

Governing Equations

Due to the constant flow and incompressibility assumptions, the mass conservation
equation is

∇ · (ερ�u) = Sm (1)

where ε is the porosity of the porous media layer, ε = 1 in the flow channel; ρ is the
density; �u is the fluid velocity; Sm is the mass source term, which is solved separately
according to different computational domains. Sm = 0 for the flow channel and GDL;
Sm for the anode and cathode CL is expressed by the following equation

Sma = SH2 = −MH2

2F
ia

Smc = SH2O + SO2 = MH2O

2F
ic − MO2

4F
ic,

(2)
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Table 2. Operating parameters.

Operating parameters Physic quantities Unit Value

Anode inlet temperature ta K 353.15

Cathode inlet temperature tc K 353.15

Operating temperature t K 353.15

Operating pressure p atm 1

Anode Inlet H2/H2O mass fraction / / 0.8/0.2

Cathode Inlet O2/H2O/N2 mass fraction / / 0.2/0.1/0.7

GDL porosity εGDL / 0.5

GDL permeability KGDL m2 10–12

CL porosity εCL / 0.5

CL permeability KCL m2 10–12

Anode reference current density iaref A/m2 7500

Cathode reference current density icref A/m2 20

Anode reference concentration caref kmol/m3 0.04

Cathode reference concentration ccref kmol/m3 0.04

Anode concentration exponent γ a / 0.5

Cathode concentration exponent γ c / 1

Open-circuit voltage Vopen V 1.0

Anode exchange coefficient αa / 1

Cathode exchange coefficient αc / 2

whereM,F, and i are themolar mass, Faraday constant and the exchange current density,
respectively. Subscripts a and c denote the anode and the cathode, respectively.

Momentum conservation equation is

∇ · (ερ�u�u) = −ε∇p + ∇ · (εμ∇�u) + Su (3)

where p, μ, and Su are the pressure, the viscosity, and the momentum source term,
respectively. In the flow channel, Su = 0; According to Darcy’s law, in the porous media

Su = −μ

κ
ε2�u (4)

where κ is the permeability.
Energy conservation equation is

∇ · (ερcp�uT ) = ∇ · (keff∇T ) + Sh (5)

where T, cp, and keff denote the temperature, the heat capacity at constant pressure, and
the effective thermal conductivity, respectively. Due to the irreversible process during
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the operation, not all chemical energy is utilized to provide the electrical work. The
remaining energy conversion is incorporated into the source term Sh. Sh remains con-
stant during the reaction process since there is no phase change. Sh is expressed by the
following equation

Sh = hreact − ia,cηa,c + I2Rohm (6)

In this equation, the right three terms are the net enthalpy change of the reaction,
the heat generated by the overpotential, and the ohmic heat generated by the conduction
medium, respectively.

Species conservation equation is

∇ · (ε�uci) = ∇ · �Ji + Si (7)

where ci, �Ji, and Si denote the species concentration, the vector of diffusion flux, and the
species source term, respectively. The subscript i indicates species (at the anode indicates
H2 and H2O, respectively and at the cathode indicates O2, N2, and H2O, respectively).�Ji Can be obtained from the Stefan-Maxwell equation [21]

�Ji =
N−1∑

j=1

Deff
ij ∇ci (8)

where Deff
ij is the effective diffusion coefficient based on the binary species i-j, whose

expression is [22]

Deff
ij = ε1.5Dij (9)

where the binary diffusion coefficient Dij is expressed by[21]

Dij =
T 1.75

√
1
Mi

+ 1
Mj

p( 3
√∑

vi + 3
√∑

vj)
× 10−8 (10)

where M is the molar mass and vi is the diffusion volume of different gas species
molecules.

The species source term Si in Eq. (7) is 0 in the flow channel and GDL. In CL, the
source terms for H2, O2, and H2O are

SH2 = −MH2

2F
ia, SO2 = −MO2

4F
ic, SH2O = −MH2O

2F
ic (11)

The core of electrochemical reaction model is the computation of electrochemical
reaction rate, which is described using Butler-Volmer equation

ia = ζaia,ref

(
cH2

cH2,ref

)0.5(
e

αaF
RT ηa − e− αcF

RT ηc
)

(12)

ic = ζcic,ref

(
cO2

cO2,ref

)(
−e

αaF
RT ηa + e− αcF

RT ηc
)

(13)
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The above two equations consider the effects of the reactant concentration, temper-
ature, and overpotential on the electrochemical reaction. Where η is the overpotential;
ζ is the specific active surface area; iref is the reference exchange current density; ci,
ci,ref are the local molar concentration and the reference molar concentration of species
i, respectively; α is the charge transfer coefficient.

The driving force of the electrochemical reaction is the difference between the poten-
tial of the solid phase and the potential of the membrane phase, both of which are called
bipotential. On this basis, the corresponding two charge conservation equations are pro-
posed for electron conduction in solid conducting materials (solid regions of Current
Collector and porous layers) and proton transfer in the proton exchange membrane
electrolyte in the form of

∇ · (σsol∇φsol) + isol = 0 (14)

∇ · (σpem∇φpem) + ipem = 0 (15)

where Φsol and Φpem are the solid phase potential and the membrane phase potential,
respectively; isol and ipem are the electron current and the proton current source term,
respectively, and isol + ipem = 0; σ is the conductivity of the solid phase membrane
phase. Current source terms are somewhat different at the anode and the cathode. At
anode, isol = − ia < 0 and ipem = ic > 0; at cathode, isol = ia > 0 and ipem = − ic < 0.

The relationship between the overpotential of the anode and the cathode, bipotential,
and electrode potential is

ηa=φsol − φpem (16)

ηc=φsol − φpem − Vopen (17)

For the model of water transfer in PEM, the proton conductivity σ pem in Eq. (15) can
be expressed as

σpem = (0.514λ − 0.326)e
1268

(
1
303− 1

T

)

(18)

where λ is the number of water molecules per sulfonic acid group, and the relationship
between it and the water saturation α is

λ = 0.043+17.81α − 39.85α2+36.0α3(0 < α ≤ 1)

λ = 14.0 + 1.4(α − 1)(1 < α ≤ 3)

λ = 16.8 (α > 3)

(19)

where the activity of water a is expressed by

a = pwv
psat

(20)

where pwv is the pressure of the water vapor; psat is the saturation vapor pressure.



Effect of Flow Channel Blockage on the Scale-Up 319

The mode of water transfer in the membrane includes electromigration and
differential concentration diffusion. The electromigration water flux is

Nw = nd
I

F
(21)

where nd = 2.5λ
22 ,

nd is the electromigration coefficient, i.e., the number of water molecules carried per
transferred proton.

The differential diffusion water flux in PEM is

J diffw = − ρm

Mm
MH2ODl∇λ (22)

where ρm andMm are the density and the equivalent mass of themembrane, respectively.
The diffusion coefficient of water in the membrane Dl is expressed by

Dl = f (λ)e
2416

(
1
303− 1

T

)

(23)

where

f (λ) = 10−10(λ < 2)

f (λ) = 10−10[1 + 2(λ − 2)](2 ≤ λ ≤ 3)

f (λ) = 10−10 × [3 − 1.67(λ − 3)](3 < λ < 4.5)

f (λ) = 1.25 × 10−10(λ > 4.5)

(24)

2.3 Boundary Conditions

The inlet mass flow rate is set to 1.5× 10–7 kg/s at the anode and 1.25× 10–6 kg/s at the
cathode for the 25 mm PEMFC, both of which increase proportionally with the length
of the fuel cell.

The boundary conditions required for the computational domain are shown inTable 3.
In addition, the no-slip boundary condition is set for all solid surfaces, and the isothermal
condition is set for all walls.

2.4 Numerical Solution Method

The above control equations are solved using CFD software Fluent. In the numeri-
cal simulation, all differential equations are discretized by the finite volume method.
The Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm for the
pressure-velocity coupling is employed. Based on the constant pressure solution, the
cathode voltage is set to a specific potential. The value starts at a voltage near the
open-circuit voltage and gradually decreases, with each solution converging.
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Table 3. Boundary conditions.

Zone Boundary types Boundary Conditions

Anode inlet Mass flow inlet [1.5 (25 mm)/3 (50 mm)/6 (100 mm)/9
(150 mm)/12 (200 mm)] × 10–7 kg/s

Cathode inlet Mass flow inlet [1.25 (25 mm)/2.5 (50 mm)/5 (100 mm)/7.5
(150 mm)/10 (200 mm)] × 10–6 kg/s

Anode outlet Pressure outlet Pg = 0 Pa

Cathode outlet Pressure outlet Pg = 0 Pa

Anode terminal Wall Φsol = 0; ∂Φpem/∂y = 0

Cathode terminal Wall Φsol = Vcell; ∂Φpem/∂y = 0

External boundary Wall ∂Φpem/∂x = 0; ∂Φpem/∂z = 0
∂Φsol/∂x = 0; ∂Φsol/∂z = 0

2.5 Mesh Independence Test

To avoid the influence of mesh numbers on simulation results, the mesh independence
test is required. The totalmesh numbers are set to 98,400, 135,000, 390,000, and 765,000,
respectively. Polarization curves are made for each setting of mesh numbers, as shown
in Fig. 2. The current density at 0.3 V increases gradually as mesh numbers increase,
with current density growth rates of 1.12%, 1.84%, and 0.50%, respectively. It can be
seen that the growth rate of current density decreases when the mesh numbers increase
from 390,000 to 765,000. The current densities are essentially comparable at these two
settings of mesh numbers. Considering the computational resource comprehensively, a
setting with mesh numbers of 390,000 is employed for the follow-up work.

Fig. 2. Polarization curves at different settings of mesh numbers.
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2.6 Model Validation

To validate the accuracy of the model, the polarization curve of the single-channel fuel
cell obtained from the numerical simulation is compared with experimental values by
varying corresponding simulation parameters according to the experimental conditions
of Wang et al. [20]. The experiment of Wang et al. [20] was also used to validate the
model in other simulation studies [23–25]. The comparison result is given in Fig. 3. It
can be seen that numerical results are in good agreement with experimental data.

Fig. 3. Comparison of numerical results with experiment data from [20].

3 Results and Discussion

3.1 Effect of the Block on the Performance of PEMFC

Comparison of the Electrochemical Performance

Ablock is placed in the cathode flow channel for fuel cells with different lengths (25mm,
50 mm, 100 mm, 150 mm, 200 mm). The distance from the block to the cathode inlet
equals the distance from the block to the cathode outlet (lc-u = lc-d). Simulations are
performed without the block (β = 0%) and with β = 50%, 90%, and 100%, respectively.
Corresponding polarization curves are made (as shown in Fig. 4).

The polarization curves at β = 50% and β = 0% largely overlap, indicating that
the block with β = 50% has almost no effect on the performance. The polarization
curve shifts at β = 90%, and the performance is improved. While at β = 100%, the
performance improvement is more obvious. Taking the 25 mm fuel cell as an example,
the power density at 0.5 V operating voltage increases by 0.37% at β = 50%, 1.30% at
β = 90%, and 13.26% at β = 100% compared to the case without the block.

Analysis for the Enhanced Transport Characteristic

Since the block with β = 100% has the best effect on the performance enhancement,
the enhanced transport characteristic of this block setting is analyzed for the 25 mm fuel
cell as an example. 0.5 V operating voltage is selected. The fuel cell is divided into three
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(a) 25 mm (b) 50 mm

(c) 100 mm (d) 150 mm

(e) 200 mm

Fig. 4. Polarization curves of fuel cells with different lengths.

regions (as shown in Fig. 5): Upstream (0–9.5 mm), Block Zone (9.5–15.5 mm), and
Downstream (15.5–25 mm). The division is based on the convection range (Section 0)
of Block Zone.

The oxygen molar concentration distribution at the cathode GDL / CL interface (as
shown in Fig. 6) shows that the oxygen concentration in the block zone and Upstream
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Fig. 5. Region division of the 25 mm fuel cell.

increases significantly after the addition of the block with β = 100%, indicating that this
block setting enhances the mass transfer of oxygen in the above two regions.

Fig. 6. Distribution of the oxygen molar concentration at the cathode GDL/CL interface.

Figure 7 shows the oxygen mass flow reduction rate in each region compared with
the previous region (the previous region of the upstream flow channel is the flow channel
inlet). After adding the block with β = 100%, the oxygen mass flow reduction rate in the
upstream flow channel and the block zone (from 15.35% to 18.97% and from 10.83%
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to 15.21%, respectively) increases significantly, while in the downstream flow channel
remains unchanged (from 17.99% to 17.29%). In general, the action range of the block
is in the block zone and the Upstream. Next, the enhanced transport characteristics of
the block with β = 100% in the block zone and Upstream will be analyzed in detail,
respectively.

Fig. 7. Oxygen mass flow reduction rate in the flow channel of the 25 mm fuel cell.

Effect of the Block Zone

Figure 8 shows that the block with β = 100% completely blocks the flow channel, the
reactant gas is forced to bypass the block and enter GDL. The mass transfer in the block
zone is enhanced.

Fig. 8. Distribution of the velocity vector in the cathode flow channel, GDL, and CL.

Effect of the Upstream
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Figure 9 presents the pressure in the cathode flow channel, GDL, and CL. The upstream
pressure at β = 90% increases somewhat compared with that at β = 0% and 50%, but
the increase is insignificant. While the block with β = 100% significantly increases
the pressure in the upstream flow channel, GDL, and CL, and the maximum pressure in
each region increases from 101,391.94 Pa, 101,374.27 Pa, and 101,373.38 Pawithout the
block to 187,249.47 Pa, 187,227.55 Pa, and 187,225.88 Pa, respectively. The pressure
of each downstream component does not differ significantly at different β.

It is also observed that the upstream and downstream GDL and CL show pressure
dip and surge regions in the local magnified view at β = 100%, which is because this
region is located at the junction of the upstream and downstream with the block zone
and is affected by the convective effect of the block.

From the ideal gas equation, it is known that the increase of the pressure will
drive the gas concentration to increase. As the increase of the upstream pressure, the
oxygen concentration increases corresponding and thus improves the electrochemical
performance.

(a) β = 0% (b) β = 50%

(c) β = 90% (d) β = 100%

Fig. 9. Pressure in the cathode flow channel, GDL, and CL.

The enhanced transport characteristic of the Upstream on the performance of the fuel
cell is further verified by the oxygen molar concentration in the cathode flow channel,
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GDL, and CL (as shown in Fig. 10). At β = 100%, the oxygen molar concentration in
the upstream flow channel, GDL, and CL is significantly higher than that at the other
three β. The maximum upstream concentration in the cathode flow channel, GDL, and
CL increases from 5.81 mol·m−3, 2.67 mol·m−3, and 2.43 mol·m−3 without the block
to 10.72 mol·m−3, 4.33 mol·m−3, and 3.82 mol·m−3, respectively.

(a) β = 0% (b) β = 50%

(c) β = 90% (d) β = 100%

Fig. 10. Oxygen molar concentration in the cathode flow channel, GDL, and CL.

In summary, the enhanced transport characteristic of the block on the performance
of the fuel cell is reflected in two aspects: on the one hand, the convection forms in the
block zone, forcing more gas into GDL and thus into CL to participate in the reaction; on
the other hand, higher upstream pressure is induced, the upstream oxygen concentration
increases accordingly. Therefore, the electrochemical performance is improved.

It should be noted that since the scale-up is a requirement for the commercialization
of PEMFC, the enhanced transport characteristic of the block on the single-channel
PEMFC scale-up will be analyzed in Sect. 3.2.
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3.2 Effect of the Block on the Performance of the Fuel Cell Scale-Up

Comparison of the Electrochemical Performance

Polarization curves of fuel cells with different lengths at different β are given in Fig. 11.
At β = 0% and β = 50%, the scale-up is almost unaffected. At β = 90%, the block acts
as a performance enhancement during the fuel cell scale-up. At β = 100%, the block
has a better effect during the fuel cell scale-up. At this blockage, the power density of
the 200 mm fuel cell at 0.5 V operating voltage is improved by 3.08%, 11.19%, and
17.24% compared with that of the 100 mm, 50 mm, and 25 mm fuel cell, respectively.

(a) β = 0% (b) β = 50%

(c) β = 90% (d) β = 100%

Fig. 11. Polarization curves of fuel cells with different lengths at different β.

Analysis for the Scale-Up

Since the blockwithβ = 100%has the best effect on the improvement of the performance
of the fuel cell during the scale-up, this block setting was selected for the subsequent
analysis. The operating voltage is chosen to be 0.5 V. The upstream range of the 50 mm,
100 mm, 150 mm, and 200 mm fuel cell is set as (0–22) mm, (0–47) mm, (0–72) mm,
and (0–97) mm, respectively; the block zone range is set as (22–28) mm, (47–53) mm,
(72–78) mm, and (97–103) mm, respectively; the downstream range is set as (28–50)
mm, (53–100) mm, (78–150) mm, and (103–200) mm, respectively.
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The distribution of the oxygen molar concentration at the cathode GDL/CL interface
with different lengths at β = 0% and β = 100% is shown in Figs. 12 and 13. The 50 mm,
100 mm, 150 mm, and 200 mm fuel cells are scaled by a factor of 0.5, 0.25, 0.167, and
0.125, respectively. It is observed that the distribution of the oxygen molar concentration
at the GDL / CL interface is nearly same at β = 0%, indicating that the performance
during the fuel cell scale-up is unchanged.

Fig. 12. Distribution of the oxygen molar concentration at the cathode GDL/CL interface with
different lengths at β = 0%.

At β = 100%, it is observed that the oxygen molar concentration in the block
zone and the Upstream gradually increases with length, indicating that the enhanced
transport characteristic of the block during the fuel cell scale-up is also reflected in these
two regions (the enhanced transport characteristic of the block has been explained in
Sect. 3.1). The inlet mass flow rate increases during the scale-up according to the inlet
boundary condition. The block obstructs the oxygen flow path in the flow channel, and
it will further increase the upstream pressure and intensify the convective diffusion in
the block zone as the flow rate increases.

It should be noted that the reinforcing effect of the block with β = 100% on the
performance of the fuel cell gradually weakens (as shown in Fig. 14). The power den-
sity of fuel cells with different lengths is 1.085 W/cm2, 1.144 W/cm2, 1.234 W/cm2,
1.252 W/cm2, and 1.272 W/cm2, respectively. The reason for this phenomenon is that
the percentage of the block zone gradually decreases during the fuel cell scale-up (from
0.24 at 25 mm to 0.03 at 200 mm), decreasing the percentage of the convection range.
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Fig. 13. Distribution of the oxygen molar concentration at the cathode GDL/CL interface with
different lengths at β = 100%.

Fig. 14. Power density of fuel cells with different lengths at β = 100%, Vcell = 0.5 V.

3.3 Net Power Density

The block with β = 100%will increase the upstream pressure and thus the pump power.
It is necessary to calculate the net power density.

The net power density is calculated by the following equation [26]

Pnet = Pcell − Ppump (25)

Ppump = ξ
(
pa,in · va,in · Aa,in+pc,in · vc,in · Ac,in

)

Aact
(26)
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where Pnet represents the net power density of the fuel cell, W/m2; Pcell represents the
output power density of the fuel cell, W/m2; Ppump represents the pump power density,
W/m2; ξ represents the conversion efficiency of the compressor (70% in this study);
pa,in and pc,in represent the pressure of anode inlet and cathode inlet, Pa; va,in and vc,in
represent the velocity of anode inlet and cathode inlet, m/s; Aa,in and Ac,in represent the
area of anode inlet and cathode inlet, m2; Aact represents the activation area, m2.

Table 4 shows the results of the net power calculation. For any given length of the
fuel cell, the pump power increases accordingly as β increases. Regardless of the length,
the block with β = 100% makes the net power maximum, indicating that such a setting
is effective.

Table 4. Net power Density of fuel cells with different lengths.

β 25 mm 50 mm 100 mm

Pump power
density
(W/m2)

Net power
density
(W/m2)

Pump power
density
(W/m2)

Net power
density
(W/m2)

Pump power
density
(W/m2)

Net power
density
(W/m2)

0% 2.031 9577.969 8.088 9571.912 32.094 9557.906

50% 2.499 9612.501 9.238 9595.762 35.160 9579.840

90% 24.302 9680.698 67.354 9657.646 197.697 9642.303

100% 723.551 10126.449 921.999 10518.001 1100.815 11239.185

β 150 mm 200 mm

Pump power density
(W/m2)

Net power density
(W/m2)

Pump power density
(W/m2)

Net power density
(W/m2)

0% 71.108 9543.892 124.114 9520.886

50% 76.906 9563.094 133.625 9551.375

90% 363.420 9651.580 534.346 9670.654

100% 1202.655 11317.345 1281.097 11438.903

The trend of the net power density during the fuel cell scale-up is extracted in Fig. 15.
At β = 0%, the net power density gradually decreases during the scale-up. The net
power densities of fuel cells with different lengths are 9577.969W/m2, 9571.912W/m2,
9557.906 W/m2, 9543.892 W/m2 and 9520.886 W/m2, respectively. Conversely, at β

= 100%, the net power density gradually increases during the scale-up. The net power
densities of fuel cells with different lengths are 10126.449 W/m2, 10518.001 W/m2,
11239.185W/m2, 11317.345W/m2, and 11438.903W/m2, respectively. Combinedwith
the studies in Sects. 3.1 and 3.2, the addition of the block with β = 100% is indeed
beneficial for the fuel cell scale-up.
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(a) β = 0% (b) β = 100%

Fig. 15. Variation of the net power density during the scale-up.

4 Conclusion

The models of single-channel fuel cells with different lengths L and blockage ratio β

are developed. The enhanced transport characteristic of the block is re-examined, and
its effect on the performance of the fuel cell scale-up is further revealed. The way of
effective utilization of the block is illustrated. The main conclusions are as follows:

(1) The most significant improvement in the performance of the fuel cell is achieved by
the block with β = 100%. The power density increased by 0.37% at β = 50%, by
1.30%atβ = 90%, and by 13.26%atβ = 100%, respectively, comparedwith the case
without the block for the 25 mm fuel cell. The enhanced transport characteristic of
the block with β = 100% is reflected in two aspects: on the one hand, the convection
forms in the block zone, forcing more reactant gas into GDL and enhancing the
mass transfer; on the other hand, higher upstream pressure is induced, which in turn
increases the upstream oxygen concentration at GDL/CL interface and improves the
electrochemical performance.

(2) The blockwith β = 100% enhances the performance of the fuel cell during the scale-
up. The power density of the 200 mm fuel cell at 0.5 V operating voltage increased
by 3.08%, 11.19%, and 17.24% compared with that of the 100 mm, 50 mm, and
25 mm fuel cell, respectively. The increase of the mass flow rate during the fuel
cell scale-up makes the upstream pressure increase and the convective diffusion in
the block zone reinforced. It should be noted that the reinforcing effect of the block
with β = 100% on the performance of the fuel cell gradually weakens. The reason
for this phenomenon is that the percentage of the block zone gradually decreases
during the fuel cell scale-up (from 0.24 at 25 mm to 0.03 at 200 mm), decreasing
the percentage of the convection range.

(3) Considering the increase of the upstream pressure by adding the block with β =
100%, the net power density calculation is performed. The net power density grad-
ually decreases at β = 0%, while the net power density gradually increases during
the scale-up at β = 100%. This indicates that the addition of the block with β =
100% is indeed beneficial for the fuel cell scale-up.
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Abstract. This paper introduces the application demands and research progress
of fuel cells in the space field. Subsequently, an analysis of the comprehensive
energy utilization modes of fuel cells from the aspects of water, gas, and heat is
conducted. The fuel evaporated from the liquid hydrogen and liquid oxygen tanks
of spacecraft can be used for fuel cell power generation, and the heat generated
by fuel cells, together with the low-absorption and low-emissivity thermal control
coatings,maintains the temperature of the spacecraft in the shadow area. The prod-
uctwater from fuel cells can be purified for reuse in thermal control, environmental
control, and water electrolysis cells. The hydrogen and oxygen produced by elec-
trolyzing water can be recycled for fuel cell power generation, and the oxygen can
also be used for environmental control and life support, while the hydrogen can
be used for methane production. To reduce system weight and achieve compre-
hensive utilization of energy and resources, integrated system design and research
on regenerative fuel cell system principles are carried out. Finally, through the
analysis of prototype performance parameters, the design scheme demonstrates
the feasibility of energy and resource recycling.

Keywords: Fuel cell · Energy system · Comprehensive utilization · Integration ·
Aerospace

1 Introduction

With the advancement ofmanned spacemissions in China, there is a growing demand for
energy systems with high output power and long working time to meet the operational
requirements of spacecraft, especially in environments with extended periods of no
sunlight, such as lunar nights. The integrated support system of spacecraft needs to have
high specific energy and volumetric energy to reduce the spacecraft mass and increase
payload capacity. Fuel cell technology has emerged as one of the key directions for
the development of space power technology, both domestically and internationally [1–
3]. Fuel cell power systems involve the conversion and utilization of multiple forms of
energy, includingwater, gas, heat, and electricity. They can be used as independent power
generation systems on spacecraft and can also integrate with spacecraft propulsion and
thermal control systems to form a comprehensive energy system [4–6].
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In this project, an analysis of energy transfer and resource sharing modes among
subsystems, such as energy, propulsion, thermal control, and environmental control, is
conducted from the perspectives of energy storage at the source end and energy con-
sumption at the terminal end. Key technologies, including low-temperature propellant
utilization, fuel cell power generation, product water purification, hydrogen and oxygen
electrolysis regeneration, and heat recovery utilization, are studied through integrated
analysis of energy utilization in subsystems such as power, propulsion, environmental
control, and life support. A modular and replaceable prototype of a regenerative fuel cell
integrated energy system is constructed, and ground demonstration and verification tests
are conducted to provide technical reserves and design references for the future energy
system of new manned spacecraft in China.

2 Energy Utilization Modes

The comprehensive utilization of energy encompasses the conversion of solar energy,
chemical energy, electrical energy, and thermal energy, as well as the efficient utilization
of hydrogen and oxygen, and the purification and utilization of product water. During
the launch phase, the gaseous hydrogen and oxygen evaporated from the propulsion
subsystem are supplied to the regenerative fuel cell system for power generation, which
is used to supply the load while generating water for storage as a circulating substance
in the regenerative fuel cell system [7].

During the lunar day period, solar energy is used as the primary energy source to
power the bus load, and water is electrolyzed in the electrolysis cell, converting electrical
energy into chemical energy for energy storage. This process enables the production of
hydrogen and oxygen to meet the fuel cell power generation needs during the lunar
night period. The excess hydrogen and oxygen can also be utilized to provide breathable
oxygen for astronauts and hydrogen for reducing carbon dioxide in the environmental
control and life support system. During the lunar shadow period without sunlight, the
fuel cell system utilizes the stored hydrogen and oxygen for power generation, supplying
power to the bus load as the main energy source, while generating water for storage
after purification [8, 9]. The excess water can also be used as drinking water for the
environmental control and life support system. The heat generated during the operation
of the fuel cell can be used as a heat source for the thermal control subsystem during the
lunar night period [10]. The comprehensive utilization of energy based on regenerative
fuel cells is depicted in Fig. 1 [1].

3 Integrated Energy System Solution

The integrated system of combined heat, power, and environmental control is designed
to integrate multiple subsystems including energy storage and generation, environmen-
tal control and life support, and thermal control. It consists of eight functional units,
including power generation subsystem, gas supply and pressure regulation, gas regener-
ation, water purification, temperature and humidity control, ventilation and purification,
environmental monitoring, and information processing and control. The system includes
the following aspect (Fig. 2).
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Fig. 1. Comprehensive energy utilization mode [1]

Fig. 2. Integrated energy system solution

3.1 Power Generation Function

The integrated energy system adopts a combined power generation method using fuel
cells and lithium batteries. A 1000 W fuel cell is used as the main power source for
external power supply, while lithium batteries serve as auxiliary power source for inter-
nal system power supply. When the system is started, the battery supplies power to the
system components through a controller. Once the fuel cell stack reaches the operating
state, it switches to supplying power to the controller and loads through voltage transfor-
mation/thermal backup, and enters the power generation state. When the battery is low
on power, the fuel cell stack charges the battery through constant current and constant
voltage DC-DC conversion.

3.2 Gas Supply and Pressure Regulation Function

Gas supply and pressure regulation mainly achieve gas supply for fuel cell power
generation and environmental gas supply pressure regulation.
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(1) The power generation process of the system requires providing hydrogen and oxygen
gases with a stable pressure of about 100 ± 2 kPa for the internal reaction. The
hydrogen and oxygen gases from the gas bottles are regulated by pressure reducing
valves to stable pressure for fuel cell power generation.

(2) The integrated energy system provides oxygen for the sealed compartment through
electrolysis ofwater. Tomeet the requirements of the living environment, the pressure
inside the compartment is controlled at 94 kPa with an oxygen partial pressure of
20–24 kPa [11].

3.3 Gas Regeneration and Control

Gas regeneration and control mainly include pressure control and gas purification pro-
cesses. During the electrolysis of water to produce hydrogen and oxygen gases, the
pressure of the gases needs to be controlled to maintain a balanced pressure on both
sides of the hydrogen and oxygen gases, which rises steadily and is input into the gas
bottles. In addition, the hydrogen and oxygen gases produced by the electrolysis of water
contain a large amount of water vapor and impurities. The membrane filter and dryer can
recover water vapor from the gases, and palladium catalyst can remove impurities from
the gases, achieving gas purification with hydrogen and oxygen purity of over 99.99%.

3.4 Water Regeneration and Purification

To improve water resource recovery efficiency, simplify management processes, and
reduce system coupling to increase reliability, a unified water source, unified water
quality, unifiedmanagement, andunifieddistribution schemeare adopted for the system’s
water source. Water regeneration and purification mainly target the water from four
processes, including product water from the power generation process, circulating water
from the electrolysis process, condensate water from the temperature and humidity
control process, and wastewater from daily use.

3.5 Temperature and Humidity Control Function

The temperature and humidity control function for the sealed compartment’s atmosphere
mainly includes temperature control, humidity control, condensate water collection, and
cold source supply functions. According to the system’s functional units, temperature
and humidity are controlled through sensors and actuators, ensuring a comfortable living
environment for the occupants. Condensate water, which is generated during the tem-
perature and humidity control process, is collected and recycled for water regeneration
and purification.

3.6 Ventilation and Purification Function

The ventilation and purification function is responsible for maintaining a clean and
healthy air environment inside the sealed compartment. Air is circulated through filters
to remove particulate matter and harmful gases. Carbon dioxide produced by human
respiration is removed through a carbon dioxide removal system, and fresh oxygen
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is supplied through the oxygen generation process. The ventilation and purification
function ensures a continuous supply of fresh air and maintains a safe and healthy living
environment.

3.7 Environmental Monitoring Function

The environmental monitoring function continuously monitors various parameters, such
as temperature, humidity, air quality, and gas concentration, to ensure the systemoperates
within the designated range. Data is collected and processed in real-time, providing
feedback for system control and optimization. Any abnormal conditions are detected
and addressed promptly to maintain the system’s stability and reliability [12].

3.8 Information Processing and Control Function

The information processing and control function integrates all the subsystems and coor-
dinates their operation. It includes data collection, processing, and control algorithms to
ensure optimal performance of the integrated energy system. Real-time monitoring and
control are performed to adjust system parameters and respond to changing conditions.
The information processing and control function also includes human–machine inter-
face (HMI) for operators to monitor system status and make manual adjustments when
needed.

4 Regenerative Fuel Cell Energy System

In an integrated energy system, the regenerative fuel cell energy subsystem consists
of the gas regeneration subsystem, gas supply and pressure regulation subsystem, and
power generation subsystem. Currently, domestic regenerative hydrogen–oxygen fuel
cell energy systems mainly face challenges such as insufficient specific energy, durabil-
ity, and reliability that need further demonstration and verification. Based on the require-
ments of the application scenarios for the overall energy system and the preliminary anal-
ysis of the renewable energy system, the overall design adopts a split-type regenerative
fuel cell system, where the electrolysis and power generation are carried out by separate
fuel cell stacks, while the pipelines and controllers can be shared. The schematic diagram
of the overall design principle is shown below. The regenerative fuel cell energy system
mainly consists of five parts: the PEM water electrolysis subsystem, the hydrogen–
oxygen fuel cell subsystem, the reactant storage subsystem, the environmental control
subsystem, and the power regulation and control subsystem (Fig. 3).

4.1 Power Generation Function

The hydrogen–oxygen fuel cell subsystem directly converts the chemical energy of
hydrogen and oxygen into electrical energy. To improve energy conversion efficiency,
the generating power of fuel cell is 1000 W, and the generating efficiency is greater than
65%. The polarization curve of the fuel cell stack is shown in Fig. 4.
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Fig. 3. Prototype of regenerative fuel cell principle

Fig. 4. Power generation performance of fuel cell

During the startup process of a hydrogen–oxygen fuel cell stack, liquid circulating
water needs to be supplied. Therefore, the startup temperature of the stack needs to be
above 0 °C. Additionally, the proton exchange membrane exhibits noticeable swelling
phenomena at temperatures above70 °C.To study the temperature sensitivity of a fuel cell
stack within the temperature range of 10–65 °C, a preliminary design using MATLAB
was conducted. Specific parameter conditions were set to evaluate the electrochemical
performance of the stack at different temperatures. The obtained results were compared
and analyzed against experimental measurements, the stack exhibits power generation
capability within the temperature range of 10–65°C, with a difference of approximately
15% in power output and efficiency (Table 1).

The pressure of a single cell in the fuel cell stack is influenced by the partial pressures
of hydrogen and oxygen gases. To analyze the electrochemical performance of the fuel
cell stack under different gas pressures and evaluate its temperature sensitivity, simula-
tions were conducted, and the results were compared with experimental measurements.
According to the experimental results, the voltage of a single cell in the fuel cell stack is
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Table 1. Comparison of electrochemical performance of a 1000Wfuel cell stackwith temperature
variations

Temperature (°C) Voltage (V) @ 200 mA/cm2 Power (W) @ 80 A

Simulation
values

Experimental
measurements

Simulation
values

Experimental
measurements

10 0.709 / 907.52 /

20 0.731 0.743 935.68 951.04

30 0.753 0.765 963.84 979.20

40 0.776 0.774 993.28 990.72

50 0.798 0.791 1021.44 1012.48

60 0.820 0.810 1041.96 1036.80

observed to be 786 mV at a current density of 200 mA/cm2 when the absolute pressure
of hydrogen gas is 150 kPa. With an increase in the hydrogen gas absolute pressure to
250 kPa, the voltage of a single cell under the same current density reaches 815 mV.
Therefore, within the range of 150–250 kPa, the fuel cell stack exhibits a difference of
approximately 10% in terms of power generation efficiency and output (Table 2).

Table 2. Comparison of electrochemical performance of a 1000 W fuel cell stack with pressure
variations

Pressure (kPa) Voltage (V) @ 200 mA/cm2 Power (W) @ 80 A

Simulation values Experimental
measurements

Simulation values Experimental
measurements

150 0.731 0.743 935.68 951.04

250 0.820 0.810 1041.96 1036.80

4.2 Efficient Utilization of Hydrogen and Oxygen

With a fuel cell power generation of 1000 W and an average single cell voltage of 0.8 V,
the theoretical consumption of hydrogen and oxygen can be calculated using Faraday’s
law. Assuming intermittent exhaust, the collected exhaust gas can be used to calculate
the utilization rate of hydrogen and oxygen. The calculation results are shown in Table 3.

4.3 Product Water Recovery

After adjusting the reaction gas pressure to the set value, the fuel cell stack is started
and loaded to the rated power. After the fuel cell stack stabilizes, the working current of
the stack and the number of single cells in the stack are recorded, as well as the weight
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Table 3. Gas consumption volume and collection volume

Hydrogen Oxygen

Reaction time (h) 2 2

Theoretical consumption volume (L) 1046.4 523.2

Tail row collection volume (L) 1.2 2.4

Gas utilization rate (%) 99.87 99.47

of the recovered product water. By conducting a comparison between the theoretically
calculatedweight ofwater produced in a fuel cell and the actualweight ofwater collected,
it is determined that the water recovery rate of the fuel cell is greater than 95% (Table 4).

Table 4. Quality of product water generation and collection

Time (min) Water recovery weight (g) Theoretical water
production weight (g)

Product water recovery
rate (%)

10 47.80 70.20 68.10

20 108.19 140.40 77.06

30 198.77 210.60 94.38

40 271.74 280.80 96.77

50 342.19 351.0 97.49

60 412.64 422.45 97.67

4.4 Hydrogen and Oxygen Production by Water Electrolysis

The water electrolysis subsystem re-electrolyzes water into hydrogen and oxygen using
external electrical energy, and the gas production rate should meet the requirements of
the fuel cell during eclipse periods. The electrolytic power of water cell is 1000 W, and
the voltage efficiency is more than 90% (Fig. 5).

4.5 Hydrogen and Oxygen Purification

With a power of 1000 W for the water electrolysis cell, the gas produced at atmospheric
pressure is purified through a purification device. The oxygen content in hydrogen gas
and the hydrogen content in oxygen gas before and after purification are measured. The
purification results are shown in Table 5.
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Fig. 5. Electrolytic performance of water electrolyzer

Table 5. Purity before and after gas purification

Hydrogen (%) Oxygen (%)

Before purification 99.95 98.05

After purification 99.99 99.99

5 Summary

Regenerative fuel cell systems offer high specific power and specific energy, making
them well-suited for future manned space missions. These systems can achieve compre-
hensive material utilization through integration with propulsion, environmental control,
and life support subsystems. Additionally, they can also integrate energy utilization with
thermal control subsystems, resulting in an organic fusion of energy systems with other
subsystems. By implementing multi-system integrated design, spacecraft launch weight
can be reduced, and overall energy utilization efficiency can be improved throughout the
spacecraft’s lifecycle.

Regenerative fuel cell energy systems are a promising sustainable energy technology
for future energy supply. However, they still face technical and engineering challenges
in practical applications. To overcome these challenges, careful consideration should
be given to system design, efficient power generation and hydrogen–oxygen utilization,
advanced thermal control technology, reliable power regulation and control, durability,
reliability, as well as regular maintenance and monitoring. By addressing these aspects,
the performance and reliability of regenerative fuel cell energy systems can be enhanced,
promoting their widespread adoption in various fields.
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Abstract. The compatibilization of graphene/epoxy resin composites and car-
bon nanotube CNT/epoxy resin composite were studied based on the crystallized
models with the molecular dynamics simulation in this paper. The effect of resin
formula on compatibility parameter of carbon matrix was studied, and the com-
bination of diglycidyl ether of bisphenol A (E51) resin with isophorone diamine
(IPD) as the hardener achieved the best result. Further, the graphene/epoxy resin
composite were constructed to investigate the effect of functional groups on com-
ponents compatibility, conclude hydroxyl, carboxyl and amino. It was found that
the functional groups had strong impact on compatibility parameter of graphene
and CNT, whereas carboxylated graphene exhibits the best compatibility with the
resin. This is due to the strong electronegativity of the carboxyl group, which
induces a molecular interaction with the epoxy groups at the end of E51. The
present study is expected to provide significant molecular insight into the rela-
tionship of compatibility between carbon matrix and epoxy resin for fuel cell
composite bipolar plates.

Keywords: Compatibility · Composite bipolar plates · Molecular dynamics

1 Introduction

Carbon-based composite materials with resin are widely used in the preparation com-
posite bipolar plates for fuel cell [1]. As expected, graphene is an ideal conductive filler
and carbon nanotubes (CNTs) are also commonly added as additives to the preparation
of composite plates to enhance the conductivity performance of the bipolar plates [2–4].
Epoxy resin (EP) is widely used in the production due to its excellent dynamic mechan-
ics properties [5, 6]. Because EP undergoes a cross-linking reaction with the curing
agent at high temperature to form a stable three-dimensional network structure [7, 8].
The commonly used resin types in the fuel cell field are diglycidyl ether of bisphenol A
(E51) and 4,4′-diaminodiphenylmethane (AG80), and the commonly used curing agents
are 4,4′-diaminodiphenyl Sulfone (DDS) and isophorone diamine (IPD) [8].
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Many studies have shown that graphene-polymer interactions are major factor influ-
encing the resulting properties of composites, which have been attempted to improve
through the design of chemical structure of polymer as well as the tailor of graphene
surface chemistry [9, 10]. Previous studies have shown that functional groups have a
significant impact on the compatibility of carbon-based materials, such as hydroxyl, car-
boxyl, amino, methyl and epoxy with different grafting ratios were obtained [11]. From
the view of thermodynamics, the compatibility of carbon matrix and polymer dominates
filler dispersion and molded plate uniformity [12–14]. As a consequence, it is significant
for us to study the compatibility of graphene and polymer [15]. The effect of functional
groups on compatibility of graphene has not been reported in the literature science the
quantification and accurate qualification of functional group is difficult through exper-
imental methods because of heterogeneous structure of defective and functionalized
graphene [16, 17]. With the development of computer technology, molecular simulation
approaches based on classical physics or quantum physics theories have been widely
used to study polymer composites [18]. Compared with traditional experiment methods
with which the introduction of functional groups into graphene is difficult on account
of the limitation of conditions, molecular dynamics (MD) simulation is a more effective
method, especially for the quantification and qualification of functional groups [14].
Therefore, MD is potential to study the compatibility of defective and functionalized
graphene especially for multicomponent solubility parameters [19, 20]. In this study, we
firstly conducted a compatibility study on commonly used resins and curing agents to
screen out the most suitable resin formula. Further, we elucidated the effect of defects
and functional groups including hydroxyl (–OH), carboxyl (–COOH) and amino (–NH2)
on compatibility of graphene by MD simulation.

2 Methodology

2.1 Compatibility Parameters

For the MD simulations, a commercially available software Materials Studio (Accelrys,
USA) with Dreiding forcefield was utilized, which expression is as follows [21]:

E = Eval + Enb (1)

Eval = EB + EA + ET + EI (2)

Enb = Evdw + EQ + Ehb (3)

In the composite material system, E refers to the total energy, Eval refers to the
interaction energy between the components andEnb refers to the non-covalent interaction
energy, respectively. The Eval is divided into several forms based on energy components,
including bond stretch EB, bond-angle bend EA, dihedral angel torsion ET and inversion
terms EI between covalent interactions. The Enb includes van der Waals forces Evdw,
Coulomb interaction forces EQ, and hydrogen bonding interactions Ehb.
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In graphite blends, the better is the compatibility, the more uniform is the dispersion
of one phase in another. The general expression for compatibility of mixing of a binary
system is:

�G

RT
= ∅b

nb
ln∅b + ∅s

ns
ln∅s + x∅b∅s (4)

x = Emix

kBT
(5)

where�G is the free energy ofmixing (permole),∅i is the volume fraction of component
i, ni is the degree of polymerization of component i, χ is the interaction parameter, T
is the absolute temperature, R is the gas constant, Emix is the mix energy; that is the
difference in free energy due to interaction between the mixed and pure state.

2.2 Model and Simulation Details

In the MD simulation process, the molecular models of carbon matrix and epoxy resin
were constructed using the 3D atomistic document module in Materials Studio, and the
models were geometrically optimized and energy minimized using the Forcite module.
The optimized spatial structures of the monomers are shown in Fig. 1.

Fig. 1. The molecular structures of different CNTs, graphene, epoxy resin (E51, AG80) and
curing agent (IPD, 44DDS) (grey: carbon atoms; white: hydrogen atoms; red: oxygen atoms;
blue: nitrogen atoms; yellow: sulfur atoms).

3 Results and Discussion

3.1 3.1. Screening of Resin Type

Using carbon matrix as the base, epoxy resin and its curing agent as the screen in the
Blend module, the interaction parameters χ, Emix, and interaction energy distribution
curves of each component obtained by simulating are shown in Figs. 2 and 3. Emix and
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χ values close to 0 indicate better compatibility of the composite system. From Fig. 2, it
can be seen that the resin type has a greater impact on the mixing energy to temperature.
The values of χ and Emix for “E51 + IPD” are 183 and 109 kcal/mol, respectively,
which are closer to 0 compared to other systems. Therefore, E51 and IPD are more
easily blended with carbon matrix, which is consistent with the results for CNT.

Fig. 2. The Emix versus temperature (a). Phase diagram of two phases (b). Parameter Chi (χ) and
Emix of composite system at 273 K (c). Where graphite serves as the conductive substrate.

3.2 The Effect of Functional Groups

The compatibility between carbon-based matrix and resins with different functional
groups was studied. As shown in Fig. 3(a), after the functional groups were modified,
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the mixing energy with the resin was significantly reduced, among which the carboxyl
modification resulted in a nearly 6 times decrease in mixing energy. This indicates that
the introduction of functional groups can effectively increase the compatibility with the
resin, and after the modification of functional groups, graphite is more easily mixed with
the resin. However, for CNTs, a different effect was observed, where the introduction of
functional groups resulted in a slight increase in mixing energy (Fig. 3b). To investigate
this phenomenon, we studied the properties of different carbon materials themselves.

Fig. 3. The curve of mixing energy versus temperature for graphene (a) and CNT (b).

FromTable 1, we can see that due to the strong electronegativity of the carboxyl func-
tional group, the charge energy of carboxylated graphene is as high as 239.231 kcal/mol,
much higher than other types of graphene, such as hydroxylated graphene with a charge
energy of only 7.489 kcal/mol. This makes the total energy of carboxylated graphene,
183.579 kcal/mol, much lower than other types of graphene, and thus exhibits better
compatibility with the resin. On the contrary, due to the unique cylindrical structure of
CNTs, the introduction of functional groups increases the bond energy kcal/mol, and van
der Waals energy of CNTs, while the change in charge energy is not significant. There-
fore, the total energy of functionalized CNTs increases instead of decreasing, which
weakens their compatibility with the resin, consistent with the above conclusion.
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4 Conclusion

Using MD simulation technology, it was confirmed that the compatibility of E51 as
resin was combined with IPD as the curing agent in the carbon matrix were better than
other resin. At the same time, as for the functionalization of carbonmaterials, introducing
functional groups into graphene can significantly increase its compatibilitywith the resin,
with carboxyl being the most effective due to its superior electronegativity, increasing
compatibility by about 6 times. However, the effect of introducing functional groups
on the compatibility of CNTs is minimal due to their unique cylindrical structure. The
present study is expected to provide significant molecular insight into the relationship
of compatibility between carbon matrix and epoxy resin for fuel cell composite bipolar
plates.
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Abstract. Based on the physical structure of the 20-foot container, this paper
carries out the theoretical analysis of underwater charging station system about
energy allocation of oxyhydrogen fuel cell and lithium batteries, and carries out
the analysis of the equipment and components that have a great impact on the
total weight of the charging station system, and summarizes the design principles
to improve the energy density of the charging station system. The energy density
of the underwater charging station is comprehensively improved in the aspects
of technical design, material selection, structure and technology. The maximum
structural configuration of hydrogen and oxygen gas storage vessel is carried
out. The oxyhydrogen fuel cell and its auxiliary system realize the compact and
lightweight design. The standard pressure chamber also achieves a lightweight
design under the condition of 300m underwater pressure operation. The design
and calculation results show that the charging station has high energy density,
simple engineering implementation and can meet the requirements of underwater
closed environment operation.

Keywords: Underwater power station · Oxyhydrogen fuel cell system · High
energy density · Lightweight design

1 Introduction

For the long-term and small-volume requirements of power equipment, it is generally
difficult to meet the system operation requirements by relying solely on high energy
density batteries. In addition, considering that marine temperature is low, the discharge
performance of the traditional battery is attenuated, and battery energy cannot meet the
needs ofmore scenarios. The fuel cell is a representative energywith high energy density,
which has the advantages of high energy conversion efficiency, low vibration noise, no
exhaust emissions, and flexible module combination. The oxyhydrogen fuel cell is an
energy conversion device that converts the chemical energy of hydrogen and oxygen
into electrical energy through the electrode reaction, and its reaction process does not
involve combustion, thus breaking the limit of power generation in a low temperature
environment [1], which can be used for the development of underwater long range, large
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navigation depth and high stealth closed cycle unmanned underwater charging station
[2].

The power dynamic characteristics of oxyhydrogen fuel cells are soft, and the
dynamic response speed is slow. The idea of adding lithium batteries to work with
oxyhydrogen fuel cells is adopted, and the dynamic response of lithium batteries is fast
to support the bidirectional charging and discharging characteristics. This paper designs
an underwater high energy density fuel cell charging station system with hydrogen and
oxygen as the main energy source, as shown in Fig. 1. The energy generated by oxy-
hydrogen fuel cells and lithium batteries are reasonably configured, which ensures the
high energy density requirements of underwater power stations. The system is designed
to withstand a standard pressure chamber with a water depth of 300 m. According to the
function, three pressure chambers are arranged, including fuel cell cabin, battery elec-
trical cabin and drainage cabin. In the fuel cell cabin, a set of hydrogen and oxygen fuel
cell system with zero exhaust emission is realized to meet the operation requirements of
closed cycle of underwater environmental charging power station system. In the battery
electrical cabin, the power supply generated by the two kinds of energy is charged in
parallel by the power electronic device.
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Power electronic 
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Fig. 1. Underwater high energy density fuel cell charging station system

2 Analysis of Factors Affecting Energy Density of Charging Station

2.1 Theoretical Analysis of Energy Allocation

Assume that a 20-foot 5.8m*2.3m*2.3mcontainer is used as the integration framework
of the charging station. High pressure hydrogen storage and oxygen storage are selected
as the energy storage methods for hydrogen and oxygen fuel. Assume the high pressure
gas cylinder is 35 MPa/162 L gas cylinder with length of 1840mm and outer diameter
of 410 mm. The lithium battery is a lithium iron phosphate battery pack with volume
capacity of 270Wh/L and energy density of 160Wh/kg. In terms of energy space layout,
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the lithium battery pack is arranged as a whole battery package, and the hydrogen and
oxygen fuel is arranged in a modular way of “cylinder plus frame”. The volume ratio
of the hydrogen and oxygen fuel modules to the charging station is calculated, and the
energy density of the charging station under different proportion conditions is analyzed.

Through the above calculation, the energy density of the whole charging station is
obtained when the volume of oxyhydrogen fuel modules accounts for the proportion
of the total volume of the whole charging station, and the change trend of the system
energy density of oxyhydrogen fuel and lithium battery under different energy ratios is
obtained, as shown in Fig. 2. It can be seen that the larger the volume of oxyhydrogen
fuel modules, the higher the energy density of the whole charging station.

Therefore, in order to improve the energy density of the charging station, space of
oxyhydrogen fuel modules should be increased as much as possible in combination with
the characteristics of the platform structure. The energy transferred from oxyhydrogen
fuel cells should also be the preferred energy source in the charging station system
operation strategy.

Fig. 2. Trend chart of oxyhydrogen fuel volume proportion and energy density of charging station

2.2 Theoretical Analysis of Weight Proportion

The charging station systemmainly involves five parts: standard pressure chamber, oxy-
hydrogen fuel cell and its auxiliary system, oxyhydrogen fuel storage modules, lithium
battery pack and power electronic converter. In order to deeply analyze the weight of
each equipment, the weight specification parameters of each system and equipment were
estimated during the design process, and theweight proportion of each system and equip-
ment was calculated, forming the platform weight proportion analysis chart, as shown
in Fig. 3.

According to the weight proportion analysis chart of each system and equipment, the
proportion of hydrogen cylinders and valves, oxygen cylinders and valves, and standard
pressure chamber occupies the top three, and the sum of the three accounts for more
than 90% of the total weight, which is the key factor affecting the energy density of the
entire system, Therefore, in the design and selection of hydrogen and oxygen storage
modules and standard pressure chamber, the design principle of lightweight should be
thoroughly implemented. Hydrogen and oxygen fuel cells, fuel cells auxiliary system,
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Fig. 3. Analysis of weight proportion of components and equipment

lithiumbatteries and power electronic converters each account for between 2%and 3%of
the whole platform. The hydrogen and oxygen fuel cells and their auxiliary systems are
in one pressure chamber, and the hydrogen and oxygen fuel cells account for about 50%
of the weight of the fuel cell system, the lithium cells and power electronic converters
are in another pressure chamber, and the lithium cells account for about 50% of the total
weight of the equipment. As the core of the charging station, the lightweight design of
oxyhydrogen fuel cell and lithium battery has a great impact on the weight reduction of
the two core chambers.

2.3 Design Principles for Improving Energy Density

In order to improve the energy density of the charging station, the project takes into
account the system design and equipment selection from several aspects such as the
energy configuration of oxyhydrogen fuel modules and lithium battery, system function,
material and component lightweight. It includes the following principles:

(1) Energy allocation: the capacity of lithium batteries should meet the basic require-
ments of the charging station control system for continuous power supply. In combi-
nation with the structural characteristics of the integration framework, hydrogen and
oxygen fuel modules should be arranged as much as possible, in order to increase
the proportion of hydrogen and oxygen fuel in the storage energy of the charging
station, so as to improve the energy density of the system.

(2) System functions: adhere to the simplest way to achieve all the essential functions,
reduce the number of components or parts, and thus reduce weight at the functional
level. Deeply analyze and demonstrate the redundancy function, and minimize the
redundancy design. On the basis of realizing the functions, the simplest structure is
adopted to realize the lightweight of the overall structure of the charging station [3].

(3) Lightweight materials: on the premise of meeting the use requirements and rea-
sonable redundancy, select the light material that meets the strength. The weight
reduction of materials can be achieved by cutting the weight reduction hole in the
plate, drilling the weight reduction hole in the square tube, and hollowing out the
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plate to maximize the material performance. For parts such as pressure chambers
that have a great impact on the weight of the system, the material shall be reasonably
selected considering corrosion resistance, safety and lightweight.

(4) Lightweight components: for a large number of hydrogen and oxygen cylinders and
valves, new lightweight materials such as carbon fiber should be actively explored.
The lightweight design of hydrogen and oxygen fuel cells should be achieved by
introducing new lightweight materials such as composite carbon fiber materials.
Lightweight plastic products should be chosen as much as possible in the gas-liquid
separator.

3 Design of Hydrogen and Oxygen Fuel Cell Charging Station
System

3.1 Maximum Configuration Structure Design of Hydrogen and Oxygen Fuel

In the integrated frame of the 20-inch container, combined with the structural charac-
teristics of the charging station, high-pressure hydrogen and oxygen storage containers
are arranged below, using domestic 35 MPa carbon fiber III bottles, the inner layer is
sealedwith aluminum tank gas, themiddle layer is carbon fiber reinforced resin to ensure
the compressive strength, and the surface layer is glass fiber reinforced resin layer to
protect the surface. Combined with the marine environment, carbon fiber high-pressure
gas cylinders have excellent corrosion resistance characteristics, acid, alkali, salt and
atmospheric corrosion resistance, and are safer to use [4].

At present, the general product is type III carbon fiber gas cylinder with a pressure
resistance of 35MPa. The conventional product is 162 L, with a valve length of 1830mm
and an outer diameter of 410 mm. This type of gas cylinder is selected as a high-pressure
hydrogen and oxygen storage container. After three-dimensional modeling and calcu-
lation, a total of 18 hydrogen and oxygen gas storage containers with the specification
of 35 MPa/162 L can be arranged, as shown in Fig. 4. Among them, 12 hydrogen gas
storage containers are distributed on the left and upper sides of the pressure chambers,
and 6 oxygen gas storage containers are distributed on the right side of the pressure
chamber.
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Fig. 4. The maximum configuration of hydrogen and oxygen gas storage vessels in the overall
structure of the platform
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3.2 Hydrogen and Oxygen Fuel Cell and Its Auxiliary System Design

Hydrogen and oxygen fuel cell and its auxiliary system mainly include hydrogen and
oxygen fuel cell, hydrogen supply cycle system, oxygen supply cycle system, cooling
cycle system, water collection system, hydrogen and oxygen tail gas absorption system
and control system, as shown in Fig. 5 [5, 6]. The various components of system are
arranged in the closed chamber with the specified space length ≤ 1500 mm and inner
diameter ≤ 570 mm in the pressure chamber, to ensure the separation of gas, water
and electricity, and to disperse the heat generated by the hydrogen and oxygen fuel
cell in time, and to ensure that the liquid water generated can be discharged in time.
The oxyhydrogen fuel cell and its auxiliary system have adopted compact design and
lightweight design to comprehensively improve the energy density of the oxyhydrogen
fuel cell and its auxiliary system.
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Fig. 5. Schematic diagram of oxyhydrogen fuel cell and its auxiliary system

(1) Compact design

In the fuel cell cabin, the size of the pressure chamber is taken as the size boundary
of the layout, and the reasonable layout is divided into eight areas, as shown in Fig. 6,
which ensures the separation of gas, water and electricity, and at the same time, the heat
generated by the hydrogen and oxygen fuel cells can be dispersed in time.

The radiator (area1) is arranged on the right side of the system, and sticked to
the surface of the pressure chamber, making full use of the low temperature sea out
of pressure bulkhead for heat dissipation. Considering that the interfaces of the gas,
electricity and the cooling of the oxyhydrogen fuel cell are all integrated on the left side,
the oxyhydrogen fuel cell is set at the rightmost end of the frame (area 2). The cooling
cycle system, including water pump, deionizer and thermostat, is arranged at the lower
side of the oxyhydrogen fuel cell (area 3), which reduces the electrical risk caused by
leakage and makes comprehensive use of the bottom space.

Gas-liquid separator and three-way pipeline are arranged in the middle of the cabin
(area 4). The gas-liquid separator is arranged at the bottom of the system to facilitate the
collection of water. The hydrogen and oxygen supply cycle systems, including supply
pipeline, gas circulation pump and three-way pipeline, are arranged in the middle and
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upper part of the pressure chamber (area 5). The hydrogen and oxygen fuel cell considers
the convenience of water management, and the gas circuit adopts the cycle way of upper
inlet and lower outlet. Water collection system is arranged in area 6, including water
tank and drainage pump.

The control system is arranged on the left side of the pressure chamber (area 7) to
integrate the system controller and power supply module. The left side is close to the
pressure chamber flange, which is convenient for the external output and connection of
the system cable. The hydrogen and oxygen tail gas absorption system is arranged at
the left upper part of the pressure chamber (area 8), including the hydrogen and oxygen
absorber, fan, hydrogen concentration sensor and pipeline.Considering the lowhydrogen
density, leakage is easy to gather on the top.When exhaust gas needs to be treated, the fan
is used to circulate themixed gas in the forced sealing chamber through the hydrogen and
oxygen absorber and undergo catalytic combustion to consume hydrogen and oxygen in
the chamber.

Fig. 6. Compact design of oxyhydrogen fuel cell and auxiliary system

(2) Lightweight design

The lightweight design of the fuel cell system has been realized by adopting six series
aluminum alloy hollow frame structure, lightweight hydrogen and oxygen fuel cell, and
new normal temperature hydrogen eliminator.

Since the oxyhydrogen fuel cell and auxiliary system are arranged inside the pressure
chamber, all equipment and components are installed on the integrated frame, which
adopts a hollow frame structure, reducing the weight of the entire frame. The frame
is made of six-series aluminum alloy. Six-series aluminum alloy is the most widely
used alloy with magnesium and silicon as the main added elements and Mg2Si as the
main strengthening phase. 6061 and 6082 aluminum alloys in the six-series aluminum
alloys are heat-treatable and can be strengthened. They have good formability, weld-
ability, machinability, and medium strength. They can still maintain good operability
after annealing. It is widely used in various industrial structural parts requiring certain
strength and high corrosion resistance.

The stress distribution of the end face structure of the oxyhydrogen fuel cell is
determined by simulation, and the reduction preparation method is adopted to reduce
the end facematerials asmuch as possible, and then theweight reduction goal is achieved
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by introducing new lightweight materials such as composite carbon fiber materials; At
the same time, it forms a unified designwith the end face fluid distribution port, connector
and sensor structure attached to the oxyhydrogen fuel cell to realize the function and
structure modularization.

At present, the commonly used hydrogen removal methods include catalytic com-
bustion, alloy hydrogen storage and auxiliary hydrogen and oxygen fuel cell absorption
[7, 8]. For large-capacity power generation system, multiple hydrogen storage alloy
devices will be equipped, greatly increasing the size and weight of the equipment. The
auxiliary hydrogen and oxygen fuel cell absorption method needs to be equipped with
auxiliary small fuel cells, which are connected in series with the fuel cell body used for
power generation to consume the remaining anode gas and cathode gas in the reaction
of the fuel cell body used for power generation. The auxiliary hydrogen and oxygen fuel
cell needs to be equipped with gas supply system, cooling system, etc. to achieve a large
number of components, the overall system is relatively complex, and the efficiency is low,
which needs to occupy a large amount of volume space. The hydrogen removal method
adopted in this system is to directly pass the hydrogen-containing mixture into the cat-
alytic device at low temperature or normal temperature, without external heat source
heating, and the heat generated by the catalytic process can accelerate the hydrogen
removal reaction rate. The hydrogen removal device adopts compact and miniaturized
design, with catalytic efficiency of more than 95% and weight of only 800 g. There is
no need to replace or supplement hydrogen removal substances and desiccant, which
eliminates replacement/supplement operation steps, prolongs the operation cycle of the
system and reduces the maintenance cost.

3.3 Standard Pressure Chamber Design

Considering the working water depth of the charging station, the cylindrical structure
is adopted in the structure shape, the end of one side is welded with a cover plate, and
the end of the inlet and outlet cables is sealed and installed with a flange plate. The
pressure chamber is designed as a cylinder, which is mainly based on the advantages
of high radial pressure resistance, low axial underwater upstream resistance, and easy
processing. The pressure chamber prototype is composed of a cylinder, two end covers
and watertight connectors on the end cover. Each end cover and cylinder are connected
uniformly on the circumference with screws, and the end face is sealed with O-ring. The
pressure chamber of its underwater charging station is shown in Fig. 7.

The pressure chamber is made of 6061 aluminum alloy. As the pressure water depth
is not less than 300 m, the working pressure pw is 3MPa, that is, the design pressure of
chamber pc = 1.1pw = 3.3 MPa. According to the national standard GB 150.1-150.4-
2011 <Pressure Vessel>, the cylinder thickness is calculated according to the strength
failure design:

δ = pcDi

2[σ ]t∅ − pc
= 11mm

The specific meaning of parameters in the formula is as follows:
pc-design pressure of chamber, 3.3 MPa,
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Di-inner diameter of pressure chamber, 570 mm,
[σ ]t-allowable stress of the material, take [σd ] and [σb] minimum value, 96.7,
∅-the welding coefficient, 100% NDT is required for single butt joint, 0.9.
Considering that the roundness of the cylinder can not be guaranteed by actual

machining, and there are uneven factors such asmaterial and load distribution, combined
withmachining allowance, corrosion allowance and screw connection, δ is taken 20mm,
then the outer diameter of pressure chamber cylinder is 610 mm.

Fig. 7. 3D design drawing of pressure chamber of underwater charging station

4 Calculation of Energy Density of Charging Station System

The number of hydrogen moles is calculated by van der Waals gas equation. The hydro-
gen enthalpy value is used and the hydrogen fuel energy is calculated according to the
efficiency obtained at theworking point of the hydrogen and oxygen fuel cell. The project
adopts a hydrogen cylinder with a volume of 162 L and a pressure of 35 MPa, which is
substituted into the van der Waals gas equation:(

P + n2a

V 2

)
(V − nb) = nRT

The specific meaning of parameters in the formula is as follows:
P-Gas cylinder storage pressure, 35,000kPa,
V-Nominal volume of gas cylinder, 162 L,
a-parameter to measure intermolecular gravity, 24.32,
b-Sum of volumes of one mole of molecules, 0.027 L/mol,
n-molar weight, mol,
R-ideal gas constant, 8.314 J/(mol K),
T-temperature, 273.15 K.
Molar weight can be obtained by substituting the parameters.

n = 1876mol

According to the hydrogen low enthalpy value of 241 kJ/mol and the efficiency of
hydrogen and oxygen fuel cell of 50%, the hydrogen fuel energy is calculated as follows:

Q0 = η ∗ n ∗ qH2

3600
= 62.8 kWh
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It can be concluded that the complete consumptionof hydrogen canprovide 62.8 kWh
of electric energy. The number of hydrogen cylinders is 12, and the calculation of all
hydrogen fuel energy is

Q1 = 12*Q0 = 753.5 kWh

The lithium-ion battery pack with weight of 35 kg and storage capacity of 5 kWh is
selected. Then the total energy reserve of the charging station is

Q = Q1 + Q2 = 758.5 kWh

The system and equipment involved in the weight of the charging station, including
the pressure chamber, the oxyhydrogen fuel cell and its auxiliary system, high pressure
fuel cylinders under full load, the lithiumbattery pack and the power electronic converter,
have been physically checked according to the weight of the prototype, and the results
are shown in Table 1.

Table 1. Weight of five system and components

Code Item Number Weight (kg)

M1 Pressure chamber 3 708

M2 Fuel cell and its auxiliary system 1 122

M3 High-pressure gas cylinders 12 + 6 1836

M4 Lithium battery pack 1 35

M5 Power electronic converter 3 46

M Total 2747

The energy density of the underwater charging station is calculated as follows:

ρ = Q

M
= 276Wh/kg

5 Conclusion

This paper designs an underwater high energy density fuel cell charging station system
with hydrogen and oxygen as the main energy. By reasonably configuring hydrogen and
oxygen fuel modules and the lithium batteries, the energy density of the underwater
hydrogen and oxygen fuel cell charging station is 276 Wh/kg, and the main indicators
of the system are shown in Table 2.

In the calculation process, although a large number of documents and materials have
been consulted and the basic theories and related technologies of fuel cells and lithium
batteries have been carefully studied, there are still some problems to be improved and
further discussed, which can be summarized as follows:
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Table 2. Main indicators of the system

Item Number

Total weight 2747kg

Hydrogen energy 753.5 kWh

Lithium battery energy 5 kWh

System energy density 276 Wh/kg

Size of fuel cell chamber Length 1500 mm, inner diameter 570 mm

Fuel cell output power 5 kW

Cylinder size Length 1830 mm, outer diameter 410 mm

The calculation of hydrogen fuel energy ismainly based on the theoretical calculation
of the van der Waals ideal gas formula, and the actual power generation of hydrogen
fuel has not been tested and verified. The calculation results may differ from the actual
operation data. In the next step, the hydrogen fuel energy will be further tested and
verified in combination with the demonstration and verification system prototype.

This paper calculates the energy density of the system from the perspective of hydro-
gen storage and lithium battery storage, and assumes that all the energy is used for
charging. It does not consider the specific charging and discharging operating conditions
between the power generation end and the load end, nor does it consider the efficiency
of electric energy in the transmission process. Therefore, it is necessary to further refine
the power transmission efficiency according to the actual application.

These are the problems that need to be studied and solved in the future research. It is
believed that with the development of hydrogen fuel and lithium battery energy storage
technology and its application in underwater charging stations, the energy density of
charging stations will make greater progress.
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Abstract. Multi-electrolyzers system is an effective method to address the prob-
lem that the lowest operating point of the alkaline water electrolyzer still is high
when the water electrolysis system is coupled with renewable energy. This work
proposed different configurations of nominal power and operating strategies of
electrolyzers for an off-grid isolated stand-alone wind hydrogen system. The con-
figurations contain different nominal power of electrolyzers rather than the same
nominal power. An equal load strategy is proposed and simulated based on the
operation characteristics of the alkaline electrolyzer. This strategy could reach the
99% of energy absorption rate.

Keywords: Alkaline electrolyzer · Off-grid wind hydrogen system · Capacity
configuration · Control strategy

1 Introduction

The core problems ofwind hydrogen are how to configure the nominal power and number
of the electrolyzer and formulate operating strategies of multi-electrolyzers based on the
operation law and characteristics of the alkaline electrolyzer. Varela et al. [1] solved a
mixed-integer linear program to find the optimal number of electrolyzers and production
schedules in a wind-hydrogen system. The results show that the optimal objective value
and total energy absorption are obtained when 13 electrolyzers are configured in the
system. Matute et al. [2] presented a multi-state model of electrolysis systems, optimal
dispatch of hydrogen production plants is obtained, and the model was tested using
real data from a wind farm, the results demonstrated that the model is a support tool to
operate hydrogen production plants more profitably. The current studies mainly focus
on the total capacity of the wind-hydrogen system [3, 4], few researchers make efforts
to the comprehensive management between multiple electrolyzers, even if the multi-
electrolyzers system has been considered, the nominal power of every electrolyzer is the
same in most of the works [2–4].
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2 Methodology

2.1 Multi-electrolyzers and Historical Data of Wind Turbine

The multi-electrolyzers have shared Bop (Bop, Balance of plant), and every electrolyzer
has an independent power supply so that the state of the electrolyzer could be switched
independently and flexibly. The control system will decide the operating state of elec-
trolyzers depending on the Pout (Pout, output power of wind turbine), in this way water
electrolysis system is operated safely and efficiently.

The distribution of Pout over time is shown in Fig. 1. The total capacity of electrolyz-
ers in the system is subject to the historical and future Pout. Generally, the hydrogen
production power of the electrolyzer shall be equal to the maximum Pout, while the
maximum Pout is about 2.2475 MW, and the time that Pout exceeds 2 MW just is 442 h
during 6000 h. Considering the balance between investment costs and energy absorption
rate, the total capacity of electrolyzers is set to 2MW preliminary.
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Fig. 1. Power distribution of wind turbine during 250 days.

2.2 Assumptions for the Alkaline Electrolyzer

In thiswork, the alkalinewater electrolyzer is selected as hydrogenproduction equipment
due to alkaline electrolyzer is currently the most mature and durable [5, 6].

There is an operating point with the lowest energy consumption (eop, operating
point with the lowest energy consumption), which approximately is 60% of the nominal
power of the electrolyzer [7]. When the Pin (Pin, input power of electrolyzer) increases
from lop to eop, the energy consumption decreases gradually and once the Pin exceeds
the eop, the energy consumption will continue to increase. When the Pin reaches the
highest operating point, the electrolyzer has maximum energy consumption. Based on
this fact, it’s ruled that when the Pin is in the operating range of 20–60%, the energy
consumption is 48 kWh/kgH2, while the Pin is in the operating range of 60–100%, the
energy consumption is 52 kWh/kgH2 [8].

Generally, the lop of the electrolyzer is 20% of the nominal power, which is the
reason why this work needs to be done. The lop could be reduced to 11% relying on
some novel control methods [8, 9]. The following work will be based on that lop is 20%
of the nominal power. Simultaneously, the impact of reducing lop to 11% of nominal
power on the research results will also be explored.
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2.3 Configurations and Control Strategy of the Electrolyzers

Considering the standardized manufacture of alkaline electrolyzers, it’s assumed that
the nominal power of the electrolyzers includes 0.5MW, 1MW, 1.5MW, and 2MW. And
nA, nB, nC, and nD represent the number of electrolyzers with 0.5MW, 1MW, 1.5MW,
and 2 MW respectively. For hydrogen production system with a total capacity of 2MW:

0.5nA + nB + 1.5nC + 2nD = 2 (1)

To solve Eq. (1), there are five configurations in this work. The configurations are
listed in Table 1.

Table 1. Configurations of four electrolyzers.

Configuration nA nB nC nD Total power (MW)

#1 0 2 0 0 2

#2 0 0 0 1 2

#3 1 0 1 0 2

#4 2 1 0 0 2

#5 4 0 0 0 2

2.4 Equal Load Strategy

In this work, an equal load strategy is proposed. For the sake of explanation, the elec-
trolyzers are numbered EL1, EL2 until ELn according to the nominal power of elec-
trolyzers from small to large, by the way, n represents the number of electrolyzers in
the system. For this strategy, the controller needs to judge whether Pout exceeds lop of
EL1, if the answer is yes, EL1 is started. Then the controller needs to calculate the result
of Pout minus lop1 and if the calculation result exceeds lop2, EL2 will be started, and
so on. The controller needs to repeat the calculation and judgment process after Pout
changing. The core of strategy is to keep as more electrolyzers in operation as possible
even if they can’t be operated at nominal power. Figure 2 shows a schematic diagram of
power distribution for three electrolytic cells as an example.

3 Results and Discussion

3.1 Comparison and Analysis of System Performance Under Different
Configurations

Based on the characteristics of multi-electrolyzers systems, the theory of the Equivalent
load lower limit (El) is proposed in this paper. EL can be represented by Eq. (2).

El = Pmin ∗ 20%

Powertotal
(2)
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Fig. 2. Schematic diagram of equal load strategy.

The Pmin is nominal power of electrolyzer with lowest power, Powertotal is the
total power of system.

The performance of hydrogen production systems can usually be measured by the
following indicators: lower load limit (L); Hydrogen Production (P); Energy absorption
rate (Ea); Averageworking hours per electrolyzer (Aw); Average times of starts and stops
per electrolyzer (At). The operational indicators within 6000 h are listed in Table 2. This
result shows that all indicators of the system with single electrolyzer are the worst.
Multi-electrolyzer system has significant advantages in both hydrogen production and
energy absorption rate. According to definition of Equivalent load lower limit, the energy
absorption rate and minimum load of the system depend on the electrolytic cell with the
lowest power.

When Pout (Output power of wind power) is the same, more electrolyzers could be
started and the electrolyzers have the same operating point under this strategy, which
results in electrolyzers being operated at a relatively low operating point with high
efficiency. Though the #2, #3, #4 has same energy absorption, the hydrogen production
showsomedifferences. Thehydrogenproduction is positively correlatedwith the number
of electrolyzers with small nominal power under, the reason is that increasing the number
of electrolyzers with small nominal power leads to themore chances for the electrolyzers
to be operated at the operating point with high efficiency.

As for the average working hours per electrolyzer, the #4 has greater performance,
which means that the electrolyzer will have a higher utilization rate using this con-
figuration. In fact the difference of Aw of different configurations is small, the multi-
electrolyzer system also couldn’t solve the Relatively low utilization rate of electrolyzer
in the scenario of wind power hydrogen production.

Frequent startup and shutdown of electrolyzer have a certain negative impact on
the lifespan of the electrolyzer, so this indicator is also worth paying attention to. The
#3 has minimal At, and the At will deteriorates as the number of 0.5 MW electrolyzer
increases. However, Similar to Aw, the difference in At performance between different
configurations is also relatively small.

The more electrolytic cells in the system, the higher the difficulty and cost of control,
meanwhile, Bop also needs to be optimized accordingly. Thus # 3 maybe an ideal con-
figuration based on a comprehensive comparison. Only two electrolyzers are configured
in the system, and the overall performance is also very good.
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Table 2. Hydrogen production in 6000 h and total costs of electrolyzers.

Configuration N EL (%) HP (104 kg) EA (%) Aw (h) At

#1 2 10 6.44 97.69 3035 454

#2 1 20 5.59 91.23 2676 457

#3 2 5 6.54 99.47 3229 437

#4 3 5 6.55 99.47 3284 442

#5 4 5 6.56 99.47 3218 444

4 Conclusion

Thiswork proposed configurations and operating strategy of electrolyzers for anOff-grid
isolated stand-alonewind hydrogen system. Based on the historical data of Pout, the total
nominal power of the alkaline electrolyzer is determined to be 2 MW, and considering
the electrolyzer will be manufactured standardized, five configurations of electrolyzers
are obtained. According to the operation characteristics of alkaline electrolyzer, two
operating strategies are proposed.

The single electrolyzer is a bad choice in the wind-hydrogen system due to its
relatively high lop, but the multi-electrolyzers system performs well in the aspect of
hydrogen production and energy absorptivity. Under equal load Strategy, the number of
electrolyzers with small nominal power is positively correlated to hydrogen production.

By utilizing this configuration and control strategy, the system achieved an energy
absorption rate of over 99% while working safely.
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Abstract. The iodine-sulfur cycle coupled with a high-temperature gas-cooled
reactor is a clean and efficient hydrogen production technology. The sulfuric acid
decomposition reaction is the highest temperature process in the iodine-sulfur
cycle, which requires 850 °C high temperature and catalyst to carry out at a high
conversion rate. This study prepared a series of loaded sulfuric acid decomposition
catalysts using anatase TiO2 and Ta2O5 as catalyst carriers and precious metal Pt
as the active component. XRD, BET, and ICP-MS characterization of the catalysts
demonstrated that the high calcination temperature could increase the crystallinity
and content of the active components and decrease the specific surface area of the
catalysts. The Pt/TiO2-850 catalyst showed good performance under different feed
concentrations, reaction temperatures, and particle sizes. In addition, the scale-up
production does not affect the Pt/TiO2-850 catalyst reaction performance. The
Pt/TiO2-850 catalyst was tested in a bayonet-tube SiC reactor with a 100-h high
throughput lifetime, which proved that the Pt/TiO2-850 catalyst has good stability.

Keywords: Iodine-sulfur cycle · Sulfuric acid decomposition · Catalyst ·
Stability

1 Introduction

Hydrogen is an important industrial rawmaterial and an ideal energy carrier in the future,
it is easy to store and transport as a secondary energy source and can be used directly
as a fuel [1]. In addition to the traditional ammonia synthesis, methanol synthesis, and
petroleum refining, hydrogen can be utilized on a large scale in hydrogen metallurgy,
coal liquefaction, and fuel cell vehicles, providing the necessary technological support
for these industries to reduce carbon emissions [2–4]. The utilization of nuclear energy
for hydrogen production can achieve efficient, large-scale, and carbon-emission-free.

The hydrogen production technologies from nuclear energy using water as feed-
stock mainly include thermochemical cycles and high-temperature steam electrolysis.
However, the iodine-sulfur (IS) cycle coupledwith high-temperature gas-cooled reactors
(HTGR) is considered the most suitable and promising hydrogen production technolo-
gies, which have been widely studied [5–8]. The IS cycle consists of three reactions,
(1) the decomposition of H2SO4 into SO2, O2, and H2O; (2) the decomposition of HI
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into H2 and I2; and (3) the regeneration of HI and H2SO4 by the Bunsen reaction. The
reaction of (1) recovered SO2 and (2) recovered I2 with H2O to form HI and H2SO4 [9].
The IS cycle process showed in Fig. 1. The sulfuric acid (SA) decomposition reaction is
a key process for coupling the IS cycle with a high-temperature heat source. The reac-
tion needs to be carried out between 800 and 1000 °C. The SA decomposition process
consists of a two-step reaction; first, SA decomposes to SO3 and H2O at about 400 °C;
second, the SO3 decomposes to SO2 and O2 above 800 °C. The first step reaction is fast
and does not require a catalyst; the second step reaction is thermodynamically favorable,
but the reaction rate is slow and requires a catalyst [10].

Fig. 1. The process of IS cycle

In addition to the IS cycle, other sulfur-containing cycles such as the mixed sulfur
cycle and the bromine-sulfur cycle also contain SA decomposition reactions [11–13].
The SA decomposition process is a reaction that utilizes high-temperature heat in these
cycles, and its energy consumption has a large impact on the overall process of hydrogen
production efficiency. And the catalyst performance of the SO3 decomposition process
strongly affects the conversion rate and energy consumption. For this reason, a lot of
research has been conducted on SO3 decomposition catalysts, which are mainly divided
into precious metal catalysts and oxide catalysts. Noble metals represented by Pt show
excellent catalytic performance in SA decomposition reaction, and researchers have
studied the SO3 decomposition conversion rates of Pt, Pd, Rh, Ru, and Ir, and their
activities are in the order of Pt > Pd > Rh > Ir > Ru [14]. Noble metal catalysts have
good catalytic activity for SO3 decomposition, but they are more expensive. For the
consideration of economics and cost of hydrogen production under large-scale hydro-
gen production conditions, researchers have started to investigate non-precious metal
catalysts. Non-precious metal catalysts mainly include oxides of Cr, Fe, Cu, Ce, V, Mn,
Co, Zn, Al, etc., and studies have shown that the order of activity of various metal oxides
is Fe2O3 > V2O5 > CuO > MnO2 > Cr2O3 > CeO2 > CoO > ZnO > Al2O3 [15].
These metal oxides are inexpensive but have an overall low catalytic activity. In order to
further improve the conversion efficiency of oxide catalysts, researchers began to study
composite metal oxides, and have explored the reaction activity of Fe/Al, Fe/Ti, Fe/Cu,
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Fe/Cr, Cr/Cu, Cu/V, Ni/Fe, and other composite metal oxides [16–20]. The results show
that these composite metal oxides can present high catalytic activity, some of them are
even higher than the noble metal Pt, but their stability is generally poor. The reason is
that during the long-time reaction process, the composite metal oxides decompose to
generate monometallic oxides, and some even generate metal sulfates, which volatilize
and agglomerate and thus lose catalytic activity. The catalysts for industrial applications
need not only high catalytic activity but also good reaction stability to ensure the stable
operation of industrial processes. All things considered, the development of catalysts for
industrial applications ultimately requires the choice of noble metal catalysts. In order
to reduce the price of noble metal catalysts and reduce the cost of hydrogen production,
researchers loaded Pt on Al2O3, BaSO4, SiC, and rutile phase TiO2 carriers to study
their reaction activity and stability, and the results showed that the carrier of Pt has an
important influence on the activity and stability of the catalyst [21–25]. Because the
catalysts are in a SA vapor environment, although Pt has good stability, the substrates
are prone to sulfation and poisoning. Therefore, the carrier matrix loaded with Pt must
be free from sulfation at high temperatures and have very good stability.

By testing different oxide carriers, researchers found that anatase TiO2 and Ta2O5
have better stability at low temperatures (600 °C) but lower conversion efficiency [26,
27]. To effectively utilize the HTGR process heat for efficient hydrogen production, the
SA decomposition process in the IS cycle needs to be carried out at about 850 °C, a
temperature that ensures that the SA decomposition has a high decomposition efficiency
and matches the exit temperature of the HTGR [28–30]. Second, the SA decomposi-
tion process is affected by various factors under the closed operation of the IS cycle,
and the catalytic performance of the SA decomposition catalyst under different reac-
tion conditions needs to be investigated. In addition, the long-term reaction stability of
the catalyst is a prerequisite to ensure that the catalyst can be further applied, and the
reaction lifetime of the catalyst needs to be tested. Based on this, a series of different
SA decomposition catalysts were prepared with Pt-loaded anatase TiO2 and Ta2O5, and
their compositional analysis, structural characterization, and surface properties were
investigated. The catalysts were tested for their SA decomposition performance at high
temperatures, and suitable SA decomposition catalysts were selected. The selected cat-
alysts were tested under different reaction conditions to comprehensively evaluate their
reaction performance. Finally, the catalysts were scaled up for production and tested for
long time stability life.

2 Materials and Methods

2.1 Preparation of Catalyst

The anataseTiO2 (Ta2O5)was added to 1.0wt%H2PtCl6 aqueous solution under stirring.
After impregnation for 3 h, the suspension was dried by evaporation at 80 °C using a
rotary evaporator. Then the dried samples were warmed up to 120 °C using an oven and
kept for 4 h. The samples were then placed in a muffle furnace and calcined at 450 °C
(650 °C, 850 °C) for 4 h. The obtained catalysts were named Pt/TiO2-450, Pt/TiO2-650,
and Pt/TiO2-850 (Pt/Ta2O5-450, Pt/Ta2O5-650, and Pt/Ta2O5-850).



Study on the High-Performance Catalyst for Sulfuric Acid 373

2.2 Analytical Instruments

X-ray diffraction (XRD) was used for phase analysis of samples, the instrument model
used was Rigaku D/MAX 2500H (Japan), and the scanning range was 10–90°. The
specific surface area of the catalyst was analyzed by Quanta Autosorb-iQ (USA). The
metallic platinum content of the catalysts was measured using an Agilent Technologies
8800 (USA). Scanning electron microscopy (SEM) was used to analyze the catalyst
surface structure, and the instrument model used was Hitachi SU-8010 (Japan).

2.3 Catalytic Activity Test

The catalytic activity of the catalyst was evaluated in a fixed bed reactor. The catalyst
was loaded in the middle of the quartz reaction tube and the tubular reactor was heated
using an electric heater, the temperature of which was controlled by a thermocouple
and a controller. The SA was pumped into the tubular reactor using a peristaltic pump,
and the bottom part of the reactor was connected to a condenser and a tail gas absorp-
tion device. At the end of the reaction, the undecomposed SA solution at the bottom
outlet of the condenser was collected and its concentration was measured, and then the
SA decomposition conversion of the catalyst was calculated. The SA decomposition
conversion is calculated by the following equation:

η = (1 − m1 × C1/m0 × C0) × 100%

where m1 and C1 denote the mass and molar mass concentration of collected SA, and
m0 and C0 denote the mass and molar mass concentration of concentrated SA entering
the reactor.

3 Results and Discussion

3.1 Characterization of Catalysts

There is a relationship between the structure of the catalyst and the catalytic performance.
In order to investigate the conformational relationship of Pt-loadedmetal oxide catalysts,
XRD analysis, specific surface area, and Pt contentmeasurements were performed on the
prepared catalysts to analyze their structures and compositions. Figure 2 shows the XRD
spectra of the catalysts. The catalysts had distinctive diffraction peaks of anatase TiO2
crystals and Ta2O5 crystals, and increasing the calcination temperature did not change
the crystalline phase of themetal oxide carriers. The characteristic diffraction peaks of Pt
crystals also appear in the catalysts. In the catalyst series of the same carrier, the increase
of calcination temperature increases the intensity of the characteristic diffraction peaks
of Pt crystals and promotes the crystallization of Pt nanoparticles. It is shown that the
intensity of the characteristic diffraction peaks of Pt crystals on the catalysts with TiO2
as the carrier is stronger than that of the catalysts with Ta2O5 as the carrier. It could
be concluded from this that the high temperature is favorable for the crystallization
of Pt nanoparticles, and the catalyst calcined at 850 °C has the best crystallinity of Pt
nanoparticles. Compared with the carrier Ta2O5, the Pt nanoparticles loaded on TiO2
have better crystallinity.
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Fig. 2. XRD spectrum of the catalyst

Specific surface area and active component content are important properties of cat-
alysts. Table 1 shows the specific surface area and Pt content of different catalysts. It
could be seen that for the catalysts with the same carrier, the specific surface area of the
catalysts gradually decreased and the Pt content gradually increased with the increase of
calcination temperature. The reason could be that increasing the calcination temperature
induces the Pt nanoparticles to migrate and fuse, and the small particles become large
particles, thus decreasing the specific surface area of the catalyst [31]. In addition, high
calcination temperature could make the impurities in the catalyst volatilize and increase
the Pt content in the catalyst. The specific surface area and Pt content of Pt/TiO2 series
catalysts were higher than those of Pt/Ta2O5 series catalysts, whichwas possible because
the specific surface area of Ta2O5 was smaller, which also resulted in less loading of Pt
on Ta2O5 and the Pt content was lower. In general, the larger the specific surface area of
the catalyst and the higher the content of active components, the higher its conversion
efficiency [32]. Therefore, the reaction performance of Pt/TiO2 series catalysts is better
than that of Pt/Ta2O5 series catalysts. In order to verify the characterization results, the
catalysts need to be tested for SA decomposition experiments to compare their catalytic
performance.

3.2 Catalytic Activities of Catalysts

The catalysts have different conversion efficiency under different reaction conditions,
therefore, the catalytic activity of the catalysts should be evaluated under various reaction
conditions, including feed rate, feed concentration, reaction temperature, and catalyst
particle size. Considering that the feed rate has a great influence on the catalytic perfor-
mance of the catalysts, this study first carried out experiments at different weight hourly
space velocities (WHSV) to screen out the catalysts with the best catalytic performance
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Table 1. The specific surface area and Pt content of catalysts

Catalysts BET surface area (m2/g) Pt content (μg/g)

Pt/TiO2-450 13.144 6724

Pt/TiO2-650 11.779 8013

Pt/TiO2-850 11.227 9561

Pt/Ta2O5-450 6.295 4013

Pt/Ta2O5-650 6.339 7003

Pt/Ta2O5-850 4.503 7253

for SA decomposition and then tested the performance of the screened catalysts under
the reaction conditions of feed concentration, reaction temperature, and particle diameter
to comprehensively evaluate the catalytic activity.

Fig. 3. (a) The conversion efficiency of catalysts at differentWHSV. (b) The conversion efficiency
of Pt/TiO2-850 under different feed concentrations. (c) The conversion efficiency of Pt/TiO2-850
at different temperatures. (d) The conversion efficiency of Pt/TiO2-850 with different particle
diameters.
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The catalytic activity of catalysts at different weight hourly space velocities. In order
to screen the best catalytic performance of the SA decomposition catalyst, the decom-
position efficiency of the catalyst was tested at different WHSV at 850 °C. The results
are shown in Fig. 3(a), where the decomposition efficiency of the catalyst gradually
decreases as the SA feed rate increases. The faster the feed rate, the shorter the time for
SO3 to contact the catalyst, thus causing the decomposition efficiency of the catalyst to
decrease. When the WHSV is 13 h−1, the conversion efficiency of the catalyst is the
highest. The conversion efficiency of the Pt/TiO2 series catalyst was higher than that
of the Pt/Ta2O5 series catalyst, which was consistent with the results of the specific
surface area and Pt content analysis. The Pt/TiO2-850 catalyst had the highest overall
SA decomposition efficiency. The reason could be that the high calcination temperature
induced the reduction of PtOx in the catalyst to the active component Pt atoms, thus
improving the catalytic performance of Pt/TiO2. Although the specific surface area of
the Pt/TiO2-850 catalyst was the smallest, the crystallinity and content of Pt nanopar-
ticles in the Pt/TiO2-850 catalyst were the highest, indicating that the crystallinity and
content of Pt nanoparticles had more influence on the catalytic performance than the
specific surface area.

The catalytic activity ofPt/TiO2-850at different feed concentrations. TheSAdecom-
position experiments at different WHSV determined that the Pt/TiO2-850 catalyst has
the highest conversion efficiency. During the experiment, 98%wt concentrated SA was
used, and the feed concentration of the SA decomposition unit during the IS cycle was
difficult to reach 98%wt. Even if the SA feed concentration could reach 98%wt, it would
consume a lot of heat and increase the economic cost of the process. Therefore, it is nec-
essary to explore the conversion efficiency of the catalyst under low concentration SA
feed conditions. Based on this, different concentrations of SAwere prepared in this study,
and Pt/TiO2-850 catalyst was selected as the object of study to test the effect of SA feed
concentration on the catalytic performance of the catalyst under the reaction conditions
at a temperature of 850 °C and aWHSV of 13 h−1, and the results are shown in Fig. 3(b).
When the SA feed concentration was between 50%wt and 75%wt, the conversion effi-
ciency of Pt/TiO2-850 was around 90%; when the SA feed concentration was higher
than 75%wt, the conversion efficiency of Pt/TiO2-850 started to decrease, and finally
stabilized at around 80%. According to the experimental results, the SA decomposition
using this catalyst during the IS cycle could concentrate the SA generated from the Bun-
sen reaction to 80% wt. This can ensure the catalyst has high conversion efficiency and
reduce the heat of concentrated SA, thus reducing the heat consumption of the whole
process.

The catalytic activity of Pt/TiO2-850 at different temperatures. The IS cycle even-
tually needs to be coupled with a HTGR to heat the SA decomposition process using
high-temperature helium. Compared with electric furnace heating, high-temperature
helium heating would cause heating instability problems and does not ensure that the
catalyst bed temperature is always maintained at 850 °C. Therefore, the effect of heating
temperature on the catalytic performance of Pt/TiO2-850 is required to be investigated.
The temperature range of 500–850 °C was selected to test the SA decomposition con-
version of Pt/TiO2-850 catalyst, and the experimental results were compared with the
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theoretical equilibrium conversion of the SA decomposition reaction, and the results are
shown in Fig. 3(c) [33]. As the temperature increases, the conversion efficiency of the
catalyst increases gradually, which is consistent with the fact that SA decomposition is
a thermally absorbing reaction. In the temperature range of 750–850 °C, the difference
between the conversion rate of the catalyst and the equilibrium conversion rate is around
10%; when the temperature is lower than 750 °C, the difference between the conversion
rate of the catalyst and the equilibrium conversion rate is around 20%, and the high tem-
perature is favorable to the Pt/TiO2-850-catalyzed SA decomposition reaction. In order
to ensure the SA decomposition with high conversion efficiency (≥70%), it is necessary
to ensure at least the SA decomposition catalyst bed temperature above 750 °C.

The catalytic activity of Pt/TiO2-850 with different particle sizes. In addition to
feeding concentration and temperature, catalyst particle size is also an important factor
affecting conversion efficiency. In the previous experiments, the catalyst particle sizes of
0.25–0.425mm (40–60mesh) were used. In order to investigate the effect of particle size
on the conversion efficiency, three different Pt/TiO2-850 catalyst particles were prepared
in the experiment, their particle sizes were respectively 0.425–0.85 mm (20–40 mesh),
0.85–2 mm (10–20 mesh) and 2–3.35 mm (6–10 mesh). The conversion efficiencies
of the catalysts with different particle sizes at different WHSV were experimentally
investigated, and the results are shown in Fig. 3(d). With the particle size increasing, the
conversion efficiency of Pt/TiO2-850 decreased gradually, and the conversion efficiency
of 0.25–0.425mmparticleswas the highest. The larger the catalyst particle size, the lower
the stacking density of the catalyst bed. Part of the SO3 gas passed through the catalyst
bed without decomposition, resulting in lower decomposition efficiency. However, if the
particle size of the catalyst is too small, the pressure drop of the catalyst bed would be
too large, which would increase the operating cost of the equipment and be detrimental
to the subsequent scale-up of the process. Therefore, 0.25–0.425 mmwas finally chosen
as the catalyst particle diameter used for the reaction.

3.3 Scale-Up Production and Stability Study of Pt/TiO2-850

Previous studies have tested the SA decomposition efficiency of Pt/TiO2-850 catalysts
under different reaction conditions and confirmed that Pt/TiO2-850 catalysts have excel-
lent catalytic performance. However, in order to apply the catalyst to real industrial
production, it is equally important that the catalysts can be produced in batch scale-up
and have good stability in addition to having excellent catalytic performance. Based on
this, in this study, Pt/TiO2-850 catalysts were batch-scaled up to obtain catalysts in the
order of kilograms. The scale-up produced catalysts were tested for SA decomposition
experiments under different WHSV and temperature, and the results were compared
with the catalysts prepared in the laboratory, and the comparison results are shown in
Fig. 4(a) and (b). The scaled-up produced Pt/TiO2-850 catalysts also have high conver-
sion efficiency, and the scaled-up production process does not have a great impact on
the reaction performance.

The above researches confirmed the good reaction performance of the scaled-up pro-
duced Pt/TiO2-850 catalyst, and then the stability of Pt/TiO2-850 catalyst was explored.
The stability test was carried out on the IS-100 device previously built by the research
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Fig. 4. (a) The conversion efficiency of scaled-up Pt/TiO2-850 at different WHSV. (b) The con-
version efficiency of scaled-up Pt/TiO2-850 at different temperatures. (c) The schematic diagram
of bayonet tube SA reactor. (d) SA decomposition conversion rate, instantaneous O2 production
flow and cumulative production in 100 h. (e) The XRD spectra of Pt/TiO2-850 before and after
100 h reaction. (f) i The fresh Pt/TiO2-850, ii The reacted Pt/TiO2-850. (g) i The SEM image of
fresh Pt/TiO2-850, ii The SEM image of reacted Pt/TiO2-850.

group. The SA decomposition reactor used a bayonet-tube reactor, and its structure is
shown in Fig. 4(c). Compared with general fixed-bed reactors, the bayonet-tube reactor
enables heat recovery of the reaction products and improve the process heat utilization
efficiency. The material of the reactor is SiC, an industrial material with high hardness,
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high heat transfer coefficient, and resistance to SA corrosion [34, 35]. Previous simula-
tion studies have shown that bayonet-tube reactor can better utilize heat and improve the
conversion efficiency of SA decomposition reactions [29]. A 100 h SA decomposition
experiment was carried out in the bayonet tube SiC reactor to test the stability of the
Pt/TiO2-850 catalyst. The instantaneous and cumulative flow rates of O2 were recorded
by amass flowmeter during the reaction. The results are shown in Fig. 4(d). The reaction
produced 5726 L O2 for 100 h, which is higher than the initial target of 5000 L. The
average conversion rate of the Pt/TiO2-850 catalyst was 82.6%, and the O2 instanta-
neous flow rate was maintained at about 0.95 L/min. The initial conversion efficiency of
Pt/TiO2-850 reached 87.7%, which was higher than that of the quartz fixed-bed reactor.
Although the conversion efficiency of the catalyst decreased with increasing reaction
time, the catalytic performance showed a stable trend in the later stage of the reaction,
and the conversion efficiency of the catalyst remained stable at about 78.6% at the end
of the reaction. Compared with the Pt/SiC, CuCr2O4, and CuFe2O4 SA decomposition
catalysts previously studied in the laboratory, Pt/TiO2-850 showed good stability. Com-
binedwith its excellent catalytic performance and easy scale-up production, Pt/TiO2-850
can be used as a SA decomposition catalyst for the pilot scale-up of the IS cycle.

The SA decomposition reaction is in a high-temperature, strongly acidic environ-
ment, which is a great challenge to the stability of the catalyst. The Pt/TiO2-850 catalyst
still maintains high catalytic performance after 100 h of high-temperature SA decompo-
sition reaction. Investigating the structural changes of Pt/TiO2-850 catalysts before and
after the reaction and understanding their conformational relationships are important
guidelines for the design and development of high-performance and low-cost industrial
catalysts for SA decomposition. Based on this, the specific surface area and metal Pt
content of the SA decomposition catalysts were tested after 100 h of reaction in this
study. After 100 h of reaction, the specific surface area of Pt/TiO2-850 catalyst was
8.333 m2/g, and the Pt content was 5650 μg/g. Compared with that before the reaction,
the specific surface area and Pt content of the catalyst decreased. To further investigate
the changes of Pt/TiO2-850 catalyst before and after the reaction, XRD and SEM char-
acterization were performed and the results were compared with the fresh catalysts as
shown in Fig. 4(e)–(g). After a 100 h high-temperature SA decomposition reaction, the
carrier of the catalyst changed from the anatase phase to the rutile phase. Macroscop-
ically, the catalyst changed from gray particles to yellow-brown particles without any
obvious change in particle size. Microscopically, the catalyst was agglomerated from
uniform nanoparticle size to larger irregularly shaped particles, which indicated that the
catalyst had appeared “sintering” phenomenon, and this result was consistent with the
specific surface area. Although the “sintering” of the catalyst occurred after the reaction,
the conversion efficiency of Pt/TiO2-850 did not decrease significantly. The stability of
Pt/TiO2 is better than that of other Pt-loaded catalysts with carriers such as Al2O3, SiC,
SiO2, and BaSO4. The reasons for this could be: (1) TiO2 has good acid resistance and
would not be dissolved by SA; (2) Pt and TiO2 have strong metal-carrier interactions at
high temperatures, and the carrier TiO2 would encapsulate the Pt nanoparticles to prevent
Pt loss and “sintering” [36]. These factors ensure the stability of Pt/TiO2. In addition,
the comparison of the catalysts before and after the reaction shows that the change in
the crystalline structure of the carrier and the decrease in the specific surface area and
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Pt content during the reaction do not cause the deactivation of the Pt/TiO2-850 catalyst,
which provides a direction for the subsequent Pt-loaded SA decomposition catalysts.

4 Conclusion

In this study, a series of SA decomposition catalysts were prepared using anatase TiO2
and Ta2O5 as carriers and precious metal Pt as the active component. All catalysts
exhibited SAdecomposition catalytic performance at 850 °C.Among themany catalysts,
Pt/TiO2-850 catalyst had the highest reactivity and its conversion efficiency reached up
to 84%. It was demonstrated that the Pt/TiO2-850 catalysts had good catalytic activity
under different reaction conditions. Furthermore, the scaled-up production of Pt/TiO2-
850 catalysts does not affect the catalytic performance. The Pt/TiO2-850 catalyst was
tested in a bayonet-tubular SiC reactor with a high throughput lifetime of 100 h. Its
conversion efficiency still reached 78.6% at the end of the reaction, which proved that
the Pt/TiO2-850 catalyst has good stability. This work researched a SA decomposition
catalyst with high reaction performance, easy to scale-up production, and good stability,
which laid a solid foundation for the industrial application of SA decomposition catalyst.
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Abstract. With the growing energy crisis and environmental problems in recent
years, the green energy technology represented by fuel cell technology has been
developing rapidly. Since air contains a large amount of nitrogen that does not
participate in the reaction, the circulation of nitrogen in the cathode gas supply
system will increase the power consumption of the air compressor, resulting in
a lower net power output of the fuel cell system. In order to improve the output
performance of the fuel cell system, a new fuel cell cathode gas supply systemwith
oxygen and air mixing is proposed in this paper, and the research results show that
this topology can effectively increase the output power of the stack and reduce the
power consumption of the air compressor, which can eventually increase the net
power of the system tomore than 10%. This study provides an effective theoretical
guide for the design of fuel cell system and the optimal matching of cathode gas
supply system.

Keywords: PEMFC · Cathode gas supply system · Structural optimization

1 Introduction

In recent years, hydrogen energywith high energy density and no pollution has gradually
become an object of interest for researchers in various countries due to the increasingly
severe problems of global warming and oil scarcity. Proton exchange membrane fuel
cell (PEMFC) is an ideal power source for electric vehicles and household distributed
power generation devices because of its fast start-up at conventional temperature, high
efficiency (40–60%) and ability to quickly adjust output power according to power
demand [1, 2]. With the application of electrolytic water for hydrogen production, it
also results in a large amount of oxygen not being fully utilised. If this oxygen could
be utilised, it would effectively improve the efficiency of distributed power generation
units.

Based on the above ideas, the topology of a new fuel cell cathode gas supply system
with oxygen and air mixing is proposed in this paper, and a simulation platform is built
to study it.
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2 Structure and System Model Building

2.1 Introduction of Topology of Cathode Gas Supply System

The topology of the new fuel cell cathode gas supply system with oxygen and air mixing
proposed in this paper are shown in Fig. 1. Compared with the conventional air supply
systems, this topology mixes the oxygen supplied by the oxygen source with the gas in
the mixing cavity to a preset oxygen concentration and feeds it to the stack via ejector.
The gas in the mixing cavity is a mixture of saturated water vapor discharged from the
stack and dry air fed by an air compressor. At the same time the humidity of the gas is
controlled by the air compressor.

Fig. 1. The topology of the new fuel cell cathode gas supply system with oxygen and air mixing

2.2 Voltage Model of the PEMFC

The voltage model is based on the operating conditions of the stack and the cell voltage
Vcell is calculated from the Nernst voltage E, activation loss ηact , ohmic loss ηohm and
concentration loss ηconc respectively, as shown in the following equations [3]:

Vcell = E − ηact − ηohm − ηconc (1)

The Nernst voltage can be expressed as follows [4]:

E = 1.229 − 2.302 × 10−4(Tst − 298.15) + 4.308 × 10−5Tst ln

((
pO2

) 1
2 pH2

)
(2)

where Tst is the temperature of the stack, pO2
is the partial pressure of oxygen at the

cathode and pH2 is the partial pressure of hydrogen at the anode.
The ηact is obtained by solving the following simplified Tafel equation:

ηact = RTst

2αF
ln

(
j

j0

)
(3)

where j is the current density and j0 is the reference current density.
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The ηohm due to the resistance to proton transport within the proton exchange
membrane can therefore be expressed as [5]:

ηohm = j × ASR (4)

where ASR is the surface resistance, which depends mainly on the thickness of the film
δmem and its conductivity σmem.

The ηconc caused by the consumption of reactants in the catalytic layer is expressed
as follow [4]:

ηconc = RTst

2αF
ln

(
c0O2

cst_cgdlO2

)
(5)

where c0O2
is the reference oxygen concentration within the catalytic layer.

2.3 Modeling the Gas Situation in the Stack

The molar flow rate of each component gas ṅx2 (x2 = {O2,H2,N2}) in the stack can be
obtained according to the mass conservation equation as follows:

ṅca/anx2 = ṅca/an_ix2 − ṅca/an_ex2 − ṅca/an_reactx2 (6)

Part of the gas entering the stack is consumed by the electrochemical reaction and
the flow rate can be expressed as:

ṅreact_ca/anx2 =
{

ncell I st

nF x2 = {H2,O2}
0 x2 = {N2} (7)

where ncell is the number of cells, I st is the output current, n is the number of participating
electrons, and F is Faraday constant.

According to the mass conservation equation can be obtained separately from the
cathode and anode within the molar flow of gaseous water:

ṅcaH2O = ṅca_iH2O
− ṅca_eH2O

+ ṅca_reactH2O
− ṅca_eH2O(l) (8)

ṅanH2O = ṅan_iH2O
− ṅan_eH2O

− ṅan_eH2O(l) (9)

The flow rate of liquid water at the cathode and anode is:

ṅca/an_eH2O(l) = ṅca/an_eH2O
× pca/anH2O(l)

pca/anH2O

(10)

where pst_caH2O(l) is the equivalent pressure under the same temperature conditions assuming
that all liquid water in the cathode flow channel is converted to water vapor.
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The channel pressure model uses a general gas cavity model with molar flow as input
and pressure as output. The component pressures are calculated as shown below:

pca/anx2 =

(
t∫
0
ṅca/anx2 dτ

)
× R × Tst

V st_ca (11)

Assuming that the water vapor in the channel reaches the saturation vapor pressure,
the subsequent generation of water is all liquid water, water vapor partial pressure and
the equivalent pressure of liquid water all converted to water vapor is shown below:

pca/anH2O
= min

⎛
⎜⎜⎜⎜⎝

(
t∫
0
ṅca/anH2O

dτ

)
× R × Tst

V ca/an
, psat

(
Tst)

⎞
⎟⎟⎟⎟⎠ (12)

pca/anH2O(l) =

(
t∫
0
ṅca/anH2O

dτ

)
× R × Tst

V st_ca/an − pca/anH2O
(13)

The total pressure in the cathode and anode are shown below:

pcatotal = pcaO2
+ pcaN2

+ pcaH2O (14)

pantotal = panH2
+ panH2O (15)

3 Results and Discussion

In this work, a stack rated at 75 kW in the conventional topology was chosen as the
object of simulation analysis, and its main parameters are shown specifically in Table 1.
On the other hand, in the new topology, the oxygen concentration ηin = 40%, the lead
ratio μ = 2.86 and the opening of the electron tee θ = 0.2.

3.1 Comparative Performance Analysis of New Topologies

Figure 2 shows that the new topology can effectively increase the output power of
the stack because the increase in oxygen partial voltage effectively increases the Nernst
voltage, reduces the activation loss and concentration loss, which ultimately increases the
output power of the fuel cell. At the same time, as the current increases, the concentration
loss is further reduced and the net power of the system is further increased. Overall, the
increase is above 10% when the stack is at high current output. Figure 2(b) shows that
the power consumption of the compressor in the new topology is reduced by nearly 50%
compared to the conventional topology.
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Table 1. Characteristic parameters of the stack

Parameters Value

Quality of the stack 70 kg

Number of single cells 300

Rated current 412.5 A

Rated voltage 0.61 V

Rated power 75 kW

Oxygen excess ratio of the cathode at the rated point 1.8

(a) Net power and Output power of stack      (b) Power consumption of air compressor

Fig. 2. The characteristic curves of the two topologies

3.2 The Analysis of System Performance at Different Oxygen Excess Ratios

Figure 3 shows the variation of stack output power and system net power with Oxygen
excess ratio λ, when ηin = 40%, I = 300A, the output power of the stack increases
as λ increases, but the growth rate gradually decreases. Meanwhile, the consumption of
the air compressor increases with the increase of λ. This leads to the decrease of the
net power of the system from λ = 2.0, and the molar fraction of oxygen ηout at cathode
outlet is greater than 21%, the phenomenon of oxygen wastage occurs.

3.3 The Analysis of System Performance at Different Molar Fraction of Oxygen
at the Cathode Inlet

Figure 4(a) shows the variation of stack output power and net power of system with
different ηin, when λ = 2.0, I = 300A, as the ηin increases, the power consumption of
the compressor decreases proportionally, and the net power growth rate of the system
eventually decreases due to the decrease in the power growth rate of the stack output.
Figure 4(b) shows that when the ηin ≥ 40%, the phenomenon of oxygen wastage occurs.
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(a) Net power and Output power of stack   (b) The molar fraction of O2 at cathode outlet

Fig. 3. The characteristic curves at different oxygen excess ratio

(a) Net power and Output power of stack   (b) The molar fraction of O2 at cathode outlet

Fig. 4. The characteristic curves at different oxygen concentration

4 Conclusion

In this work, a new fuel cell cathode gas supply system is proposed and mathematically
modeled for study. Simulation and theoretical analysis show that this topology can
effectively increase the output power of the stack and reduce the power consumption
of the air compressor, which can eventually increase the net power of the system up to
more than 10%. This provides a solid theoretical basis and guiding direction for fuel cell
system performance optimization research and design development.
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Abstract. Alkaline water electrolysis (AWE) is promising for large-scale com-
mercial production of green hydrogen, but large overpotential hinders their pro-
motion. In order to reduce energy consumption, structure design of bipolar plate
is crucial, which calls for a deep understanding of the flow behavior such as flow
distribution and product bubble motion inside of the electrolyzers, thus requir-
ing electrolysis visualization and evaluation. But due to challenge of structure
design and proper sealing performance, related system/devices for commercial-
sized electrolyzer are rare. In the present work, we construct an electrolytic visual-
ization and performance testing system by using 3D computer aided design. Using
precision CNCmachining of transparent electrolyzer, the internal flow of different
structures can be visualized, and the performance of the electrolyzer can be tested
simultaneously. Based on the system, two common structured electrolyzer design
are investigated, namely concave and convex bipolar plate (CCBP) andmetalmesh
support electrolyzer. The results indicate that a better flow uniformity is crucial for
lower overpotential and the inferior performance of mesh structured electrolyzer
at large current density results from bubble impediment in the mesh structure.
The current platform can be applied as a general tool for convenient multi-phase
investigation and performance evaluation of different structure design components
during water electrolysis at a low cost.

Keywords: Green hydrogen ·Water electrolysis · Electrolyzer · Flow
visualization

1 Introduction

The production of green hydrogen is important for sustainable and eco-friendly energy. It
has diverse applications in transportation, electricity generation, and industrial processes
[1]. Green hydrogen is produced through water electrolysis using renewable energy
sources, resulting in carbon-neutral fuel. Large-scale adoption of green hydrogen can
significantly reduce carbon emissions, mitigate climate change, and enhance energy
security by decreasing reliance on fossil fuels and increasing renewable energy use.
In summary, green hydrogen production promotes a sustainable energy transition and
resilient, eco-friendly energy system [2].
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Alkalinewater electrolysis is themost promisingmethod for large-scale green hydro-
gen production, but faces challenges due to high costs [3–6]. The process requires sub-
stantial electricity, which can be prohibitively expensive if derived from non-renewable
sources. Capital investment and equipment maintenance contribute to the high cost,
making it less competitive than alternatives like steam methane reforming. Thus, reduc-
ing energy consumption is the main goal for developing alkaline water electrolyzers
(AWEs).

To reduce energy consumption, the design of the electrolyzer’s geometry structure is
crucial. It determines electrolyte flow behavior and uniformity. Non-uniform flows can
decrease reaction rates, cause uneven product distribution, and increase overpotential.
The presence of product bubbles creates complex multiphase flow, influencing perfor-
mance [7–9]. Therefore, optimizing the electrolyzer’s geometry is essential to improve
efficiency and reduce hydrogen production costs.

Optimizing the geometry structure requires understanding flow behavior, including
uniformity and bubble motion. However, commercialized electrolyzers are assembled,
making internal flow configurations invisible. Flow visualization setups are essential to
investigate flow behavior and test structure designs. Yet, installing an accurate, reliable,
and low-cost flow visualization system in large and complex commercial electrolyzers
is challenging. Modifications to the electrolyzer design or additional components may
be needed, which can be expensive and time-consuming. Flow visualization setups for
water electrolysis are occasionally reported in small laboratory-scale electrolyzers [7,
10–12]. However, designing a visualization system for commercial-sized alkaline water
electrolyzers is challenging due to difficulties in design, sealing, and high cost.

In the present study, a cost-effective, flexible, and convenient electrolysis visual-
ization and testing system were established by using 3D computer-aided design and
precise CNC machining. The flow behavior and performance of three structure designs
of common alkaline water electrolyzers, namely, concave-convex bipolar plate (CCBP),
metal mesh as well as blank electrolyzers were visualized and investigated based on the
system. The current platform enables the study of flow behavior and the evaluation of
the performance of the component, leading to more effective and sustainable electrolysis
technologies. The proposed platform possesses the potential to serve as a comprehensive
tool for investigating flow behavior and testing the performance of various components.
Its application is anticipated to be of significant assistance in advancing the development
of high-performance electrolyzers.

2 Electrolysis Visualization and Test Platform

The transparent electrolyzer module is the main component of the platform. Figure 1
shows the schematic diagram of the assembled transparent electrolysis cell, which pro-
vides an inexpensive and convenient experimental platform for studying flow behavior
and optimizing novel electrolysis cell structures, including bipolar designs, mesh elec-
trodes, and novel materials. The 3D structure of the transparent electrolysis cell was
created using Solidworks software, allowing real-time modification and improvement
of structural design parameters. The final design can be directly processed. The main
components of the transparent electrolysis module are as follows:
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1. Transparent PMMA plate: The default structure is a flat blank, but different electrode
structures can be designed and tested. Electrode types can be 3D printed and tightly
fitted inside the blank structure for comprehensive testing. The inner circle diameter
of the transparent plate is 220 mm, which matches the electrode diameter. This size
corresponds to commercial-sized alkaline water electrolyzers with a rated hydrogen
production of 2 Nm3/h.

2. Sealing rings: Made of transparent silicone or rubber, with a thickness of 0.6–1 mm,
for efficient sealing between the PMMA plate and the Teflon sealing ring.

3. Teflon sealing ring: Made of PTFE material with grooves for placing the current
collector ring and achieving effective sealing. The groove thickness is carefully
determined for proper sealing.

4. Current collector ring: Connected to the power source to introduce current for hydro-
gen electrolysis. The outer dimensions must match the inner diameter of the collector
ring sealing ring to ensure stable placement. The inside of the collector ring also has
grooves for holding the electrode mesh, with a thickness matching that of the mesh.

5. Electrode mesh: Transmits current by contacting the collector ring and facilitates
water electrolysis on the anode and cathode electrode meshes. Pure nickel mesh is
used in this device.

6. Sealing ring: Made of silicone or rubber material, for efficient sealing between the
electrode mesh and the diaphragm.

7. Diaphragm: Isolates hydrogen and oxygen produced during electrolysis to prevent
the risk of explosion. PPS material is used as the diaphragm material in this device.

Fig. 1. Structure diagram of the main component of the electrolysis visualization test platform,
the transparent PMMA electrolyzer:

The proposed transparent electrolyzer module can be used to test the performance
of various components, including different geometry designs, electrode materials, and
diagrams. In the following section, two common plate designs are investigated on the
platform, namely concave-convex bipolar plate and metal 3D mesh, as shown in Fig. 2.
And the results of the two are compared with one of the ‘blank’ electrolyzers with
no geometry units. The geometry designs of CCBP and 3D metal mesh are intended
to enhance the flow uniformity inside electrolyzers to improve electrolyzer efficiency.
CCBP is a traditional geometry design in pressure filter electrolyzers with several con-
cave and convex round units sculptured in the bipolar plates. This structure is simple
and widely used in traditional commercial electrolyzers, but it is of high processing
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cost. Recently, a novel structure design of a metal 3D mesh support body is developed
for alkaline water electrolyzers, in which a 3D structured metal mesh is sandwiched
between the flat bipolar plate and the electrodes. This design benefits the precision and
speed of assembly. In the experimental section, the flow behavior and performance of
the two designs would be investigated and compared.

Fig. 2. Two common configurations of alkaline water electrolyzer: left, concave-convex bipolar
plate (CCBP), right: metal 3D metal mesh.

3 Experiment

3.1 Experiment Setup

The assembled components of the electrolysis process visualization testing platform are
securedwith bolts to achieve efficient sealing.After passing the sealing test, experimental
testing can be conducted. A schematic diagram of the electrolysis process visualization
testing platform is shown in Fig. 3. The main equipment includes:

(1) Transparent electrolysis module for flow visualization;
(2) Peristaltic pump for circulating electrolytes;
(3) Constant temperature water bath for maintaining the constant temperature of the

electrolysis process;
(4) Programmable DC power supply (ITECH, IT6724C, Auto range DC power supply)

to generate constant current/voltage through the program to test the voltage of the
electrolysis cell under different conditions;

(5) Computer for recording and processing experimental data.

3.2 Experiment Procedure

The experimental procedure is as follows: install and connect the equipment according to
the schematic diagram, and use deionized water as the working fluid. Check the tightness
of the entire system to ensure that there is no leakage. After confirming no leakage,
replace the deionized water with 30% KOH as the electrolyte. Turn on the peristaltic
pump to circulate the electrolyte inside the platform. The KOH electrolyte enters the
transparent PMMAelectrolyzer from the reagent bottle through the peristaltic pump, fills
the cell, and flows out to the KOH reagent bottle to achieve the circulation of the alkaline
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Fig. 3. Schematic diagram of experimental apparatus

solution.At the same time, turn on thewater bath to ensure the temperature of the alkaline
solution is constant. In this experiment, the temperature of the alkaline solution is set to
a constant 80 °C. Before each group of experiments, set an appropriate flow rate for the
alkaline solution and maintain it for more than 10 min to ensure the system reaches a
steady state. Then, turn on the DC power supply, and use the programmed power supply
strategy to experiment. Record the corresponding volt-ampere characteristic curve of the
electrolyzer structure under different alkaline solution flow rates. Observe and record
the gas-liquid flow state inside the transparent electrolyzer at the same time.

In this experiment, the output current of the DC power supply increases linearly, and
the voltage of the electrolyzer is recorded every 15 s. Finally, the UI performance curve
of the electrolyzer under the given conditions can be obtained. The experimental plan is
attached in Table 1.

4 Result Discussion

4.1 Flow Behavior in the Blank Electrolyzer

Initially, we conducted flow visualization tests on a blank electrolyzer structure and
observed the gas-liquid flow inside, as depicted in Fig. 4. At low current (1A), large
gas bubbles formed within the electrolytic cell, adhering to the electrode plate walls.
This is likely due to the limited upward movement of bubbles and the absence of strong
circulation at low current density, resulting in mild gas motion. Consequently, bubbles
stick to the electrode mesh and walls due to less drag force, as shown in the figure.
As the current density increases, smaller bubbles are generated, exhibiting mist-like
movements that are not directly visible to the naked eye. Simultaneously, internal gas
bubbles display circulation within the electrolyzer, moving upward along the axial line
of the cell. However, due to limited alkaline liquid discharge, a significant portion of
bubbles cannot be expelled in time when reaching the outlet. As a result, they reverse
direction along the electrolyzer’s edge, creating an internal circulation driven by the
density difference between gas and alkaline liquid, facilitated by lift force. This internal
circulation disrupts the alkaline liquid flow, preventing bubble adhesion to the cell’s
walls and directing them towards the outlet alongside the alkaline liquid. Additionally,
near the electrolyzer inlet, a circular region of lower gas-phase fraction (void zone) was
observed. This occurs because the flow velocity is higher near the inlet, causing rapid
upward movement of gas bubbles generated by the electrolyzer in that position (Fig. 4).
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Table 1. Experimental plan in performance test

Group Current (A) Delay (s)

1 0.5 30

2 1 30

3 1.5 30

4 2 30

5 2.5 30

6 3 30

7 3.5 30

8 4 30

9 5 30

10 7 30

11 9 30

12 12 30

13 15 30

14 17 30

15 20 30

Fig. 4. Diagram of multi-phase flow behavior in the blank electrolyzer, showing a void zone near
the entrance and internal convection of product gas bubbles at a higher current (I = 10A)

4.2 The Influence of Flow Rate for Blank Electrolyzer

We conducted voltammetric measurements on the blank electrolyzer at different flow
rates, as depicted in Fig. 5. Increasing the flow rate of the alkaline solution leads to a
decrease in cell voltage at the same current density, indicating enhanced electrolyzer per-
formance. This is likely due to the improved removal of bubbles from the cell, reducing
gas holdup and decreasing ohmic overpotential. However, our previous findings showed
that increasing the flow rate reduces cell uniformity, which should increase the cell
voltage and imply reduced performance. This paradox reflects the combined effects of
various factors within the electrolyzer. As a highly nonlinear system, the electrolyzer’s
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performance is influenced by complex factors, resulting in different outcomes under
different conditions. In our experiment with a small electrolyzer diameter, increasing
the flow rate in the low range improves cell performance more significantly due to faster
bubble removal, outweighing the performance reduction caused by decreased unifor-
mity. Thus, an increase in the flow rate improves electrolyzer performance within this
range. However, it is anticipated that continuing to increase the flow rate beyond a certain
threshold will cause the performance improvement from bubble removal to be insuffi-
cient in compensating for the performance reduction due to decreased uniformity. At
that point, electrolyzer uniformity becomes the controlling factor for performance. This
conclusion requires further experimental verification.

Fig. 5. Polarization curve measurement of blank electrolyzer at different inflow rates.

4.3 Influence of Different Geometries

Diagrams of multi-phase flow behavior in CCBP and mesh support electrolyzer are
shown in Figs. 6 and 7, respectively. As shown in the figure, the void zone of the CCBP
electrolyzer is much smaller than that of the blank electrolyzer, indicating an enhanced
flow uniformity. From the observation, the flow uniformity in the mesh electrolyzer is
the best of the three. The electrolyzer-scale internal convection of product bubbles is
not obvious and is confined to the local area. Because of the geometries like CCBP and
metal mesh, the internal convection inside of the electrolyzer is subdued, resulting in
faster gas product ejectment. Thus, energy consumption is reduced. This is validated by
polarization curve measurement, as is shown in Fig. 8. It can be observed that at the same
current, the voltage of the blank structureelectrolyzer is significantly higher than that of
the other structures, indicating higher resistance and poorer performance. Additionally,
as the current gradually increases, the slope of the voltage increase for the blank structure
electrolyzer is significantly larger than that of the other structures, indicating poorer
performance. Combining the results of the visual experiments, the observed deficiencies
in the performance of blank electrolyzer can be attributed to the absence of structural
elements, leading to uneven lateral fluid distribution, circulating flow, and non-uniform
distribution of fluid within the chamber, which results in the formation of dead zones.
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The non-uniform flow distribution and resultant dead zones increases the residence time
of the production bubbles, which causes considerable larger overpotential. Moreover, at
lower currents, the 3D metal mesh structure electrolyzer has the lowest voltage, and as
the current increases, the voltage of all the electrolyzer gradually increases. It was found
that the voltage of the 3D metal mesh structureelectrolyzer gradually approaches that
of the conventional CCBP, and when the current is 20 A, the voltage of the electrolyzer
from high to low is blank structure, 3D metal mesh, and CCBP. Among them, the
voltage of the 3D mesh structure electrolyzer is higher than that of the traditional CCBP
structure, indicating its poorer performance. However, the fluid uniformity of the 3D
metal mesh structure is superior to that of the CCBP structure, so why is its electrolysis
performance worse than that of the CCBP structure? One possible reason is that through
the visual experiment shown in Fig. 7, it was found that when the current density is
high, due to the overly dense 3D mesh in the experiment, a large number of bubbles are
generated and attached to the 3D metal mesh to form larger bubbles, as shown in Fig. 7,
which increases the ohmic overpotential inside the electrolyzer, thereby reducing the
performance of the electrolyzer. In summary, the above results confirm that improving
the uniformity of fluid does indeed have a positive effect on the performance of the
electrolyzer. However, at the same time, the uniformity of fluid flow is not the only
factor affecting the performance of the electrolyzer. The structure inside the electrolyzer,
such as the obstruction characteristics of product bubbles, also has an important impact
on the performance of the electrolyzer. This also demonstrates the complexity of the
electrolytic hydrogen production process (Fig. 8).

Fig. 6. Diagram of multi-phase flow behavior in CCBP electrolyzer, showing improved flow
uniformity with reduced void zone area.
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Fig. 7. Diagram of multi-phase flow behavior in mesh support electrolyzer, showing bubble
impediment.

Fig. 8. Polarization curve measurement of CCBP, 3D metal mesh, and blank electrolyzers at
different inflow rates.

5 Conclusion

To reduce the energy consumption of water electrolysis, it is important to design elec-
trolyzers with improved flow uniformity, which requires a thorough understanding of
flow behavior. Visualizing the flow behavior inside electrolyzers is crucial for this inves-
tigation. However, due to difficulties in sealing and fabrication as well as high cost,
visualization systems for commercial-sized alkaline water electrolyzers are rare. In this
study, an in-situ electrolysis visualization and performance evaluation platform were
developed using 3D computer-aided design and precise CNC machining. The platform
consists of a transparent bipolar plate and essential electrolyzer components, enabling
in-situ observation of multiphase flow configurations during electrolysis and measure-
ment of polarization curves. Two geometries, namely CCBP and 3Dmesh electrolyzers,
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were investigated and tested, and the results were compared with those obtained from
a blank electrolyzer. In the blank electrolyzer, internal convection of product bubbles
was observed, whereas the CCBP and 3D mesh geometries were effective in achiev-
ing improved flow uniformity. The polarization curve measurements indicated that the
improved flow uniformity in CCBP and 3D mesh electrolyzers reduced the cell voltage.
However, bubble impediment was observed in the 3D mesh electrolyzer, resulting in an
inferior performance at higher current densities. The current platform enables the study
of flow behavior and component performance, leading to more effective and sustain-
able electrolysis technologies, which can be applied as a general evaluation platform for
the further development of high-performance electrolyzers, including structure design,
electrode materials, and other components.
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Abstract. High cost is one of the key factors restricting the industrialization and
commercialization of proton exchange membrane fuel cells (PEMFCs). In this
paper, a low-cost membrane electrode assembly (MEA) is prepared by using a
self-made non-precious metal catalyst. Through the polarization curve test of fuel
cell, the optimal loading of Fe-N-S-C catalyst and the optimal ratio with Nafion
ionomer are studied. When the loading of Fe-N-S-C catalyst is 2.0 mg cm−2 and
the ratio of Nafion ionomer to Fe-N-S-C catalyst is 3:7, the performance of the
PEMFC is the best. The performance of MEA under different relative humidity
(RH) and inlet pressure is also explored. The experimental results show that the
MEA can still maintain good performance under the condition of 40% RH, which
shows that this MEA has a certain self-humidifying ability. Because the non-
precious metal catalyst layer is too thick, the performance of PEMFC can be
improved by increasing the inlet pressure appropriately. The durability of MEA
with non-precious metal catalyst is poor, and there is still a lot of work to be done
to improve the stability and durability.

Keywords: Non-precious metal catalyst ·MEA fabrication · Self-humidifying

1 Introduction

The proton exchange membrane fuel cell (PEMFC) is an energy conversion device that
converts the chemical energy in hydrogen into electrical energy. It has the advantages
of small size, light weight, fast start-up, high energy efficiency, and the generation
of only water, making it an ideal power source for zero-emission vehicles (ZEV) [1].
However, high cost is the key factor to limit the industrialization and commercialization
of PEMFCs, and society still prefers diesel locomotives to fuel cell vehicles before
reducing the price of fuel cells. Current analysis of the cost structure of PEMFCs shows
that in high-volume production, the proton exchangemembrane (PEM) accounts for 11%
of the stack cost and the platinum catalyst (Pt/C) accounts for 49% of the total cost [2]. In
order to realize the commercialization of PEMFCs, it is necessary to reduce the material
costs, including reducing the use of Pt catalysts, and seeking cheap catalysts, bipolar
plates and proton exchange membranes. Therefore, the development of low platinum
catalysts or non-noble metal catalysts has attracted increasing attention.
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Pt/C is the catalyst commonly used in PEMFCs. This metal is selected because
platinum is a relatively stable material, which can effectively accelerate the oxygen
reduction reaction (ORR) at the cathode. Platinum is both expensive and scarce, with a
price of $1500 per troy ounce [2]. More and more researches are devoted to reducing the
content of platinum in fuel cell. One approach is to use platinum catalysts with differ-
ent material carriers to enhance their performance, dispersibility and durability [3, 4].
These platinum carriers can be carbon particles, carbon nanotube particles, graphene and
metal particles with a non-platinum metal core and a platinum shell structure. Another
approach is to alloy platinum with cheaper metals such as palladium (Pd), ruthenium
(Ru) and especially silver (Ag) [5, 6]. Recent studies even suggest that platinum may
be completely replaced by non-platinum catalysts, which are low in cost, rich in raw
materials, easy to synthesize and high in oxygen reduction performance [7, 8]. More and
more scholars are studying and preparing high-performance non-noble metal catalysts.
The common non-precious catalysts include non-precious metal sulfides, non-precious
metal carbonitrides, non-preciousmetal oxides, non-preciousmetal nitride, non-precious
metal nitrogen oxides, M-N/C catalysts, etc. Among them,M-N/C catalysts are the most
likely non-precious metal catalysts to replace platinum catalysts [9].

The non-precious metal catalyst Fe-N-S-C can be used as an ORR catalyst for the
preparation of the cathode catalyst layer (CL) of fuel cells. In this paper, the cathode
CL is prepared by Fe-N-S-C catalyst, and the anode CL is prepared by low-load Pt/C
catalyst. The prepared membrane electrode assembly (MEA) is assembled into fuel cells
and its performance is tested. The effects of the Fe-N-S-catalyst loading and the ratio of
Nafion ionomer to Fe-N-S-C catalyst on the performance of fuel cell are studied, and the
effects of inlet pressure, operating temperature and inlet humidity on the performance
of MEA of non-noble metal catalyst are investigated. The electrochemical impedance
spectra (EIS) of the fuel cell at different humidity and different current loading are tested
for reaction kinetics analysis. And the durability of the non-preciousmetal catalystMEA
is studied.

2 Experimental

2.1 Preparation of Fuel Cell

The preparation process of Fe-N-S-C catalyst has been described in detail in our previous
work [9]. The non-noble metal catalyst Fe-N-S-C used to prepare the cathode CL of the
fuel cell is prepared, and the anode CL is prepared using the low-load Pt/C (Pt 60 wt%,
Johnson Matthey) catalyst. The Pt loading of the anode CL is 0.1 mg cm−2, and the
mass fraction of Nafion (5 wt%, Dupont) ionomer is 25 wt%. In order to investigate the
optimal loading of Fe-N-S-C catalyst and the optimal ratio of Nafion ionomer to Fe-N-S-
C catalyst, several MEAs are prepared for comparison. The non-precious metal catalyst
MEAs used in this paper are all home-made in the laboratory. The two kinds of catalysts
ink are sprayed on the Nafion 212 membrane, and then the catalyst coat membrane
(CCM) and gas diffusion layer (GDL) are hot pressed at a constant temperature of
130 °C, a pressure of 500 psi and a hot-pressing time of 2 min. The reaction area of the
fuel cell is 2 cm × 2 cm. The cells are assembled in order and the bolts are tightened in
diagonal order with a torque wrench with a torque size of 5–7 N m.
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2.2 Performance Evaluation and Electrochemical Measurements

The assembled fuel cell is connected to a fuel cell testing system, which includes a con-
trol system, gas supply system, a humidifying system and back pressure system. Firstly,
before testing the polarization curve, the fuel cell is activated to improve the utiliza-
tion ratio of the catalyst, and the membrane is humidified to establish the transmission
channels of protons, electrons, reactants and products. The activation process of fuel
cells generally adopts natural activation and forced activation, and the constant current
forced activation is adopted in this experiment. When testing the polarization curves, the
average value of each group of experiments is taken after three repetitions. EIS tests are
carried out in the frequency range of 0.1 Hz–1 kHz with 5% loading current amplitude,
and each EIS test is repeated three times.

3 Results and Discussion

3.1 Effect of Fe-N-S-C Loading on Cell Performance

The fuel cell performance is directly related to the cathode catalyst loading, and the
effect of Fe-N-S-C catalyst loading on the fuel cell performance is explored here. The
Pt loading of the anode CL is controlled to be 0.1 mg cm−2, and the Fe-N-S-C catalyst
loading of the cathode CL is 0.5mg cm−2, 1.0mg cm−2, 2.0mg cm−2, and 3.0mg cm−2,
respectively. The fuel cell is operated at 70 °C, the relative humidity (RH) is 100%, and
the hydrogen and oxygen flow rates were 100 and 200 mL min−1, and the back pressure
is 50 kPa. The current density-voltage curves and current density-power curves of the
MEAs are shown in Fig. 1, and the maximum power density of each MEA is shown in
Table 1.

It can be seen from the experimental results that when the loading of Fe-N-S-C
catalyst is less than 2.0 mg cm−2, the performance of the fuel cell will be improved
with the increase of the loading, because more catalysts are involved in the ORR, which
improves the electrochemical reaction rate, thus improving the energy density of the
fuel cell. The cathode CL Fe-N-S-C with the loading of 2.0 mg cm−2 has obtained the
fuel cell with the highest power density and the best performance. However, with the
increasing load of non-precious metal catalyst, the performance of fuel cell does not
increase, but decreases. Previous studies show that this Fe-N-S-C catalyst has a high
specific surface area and a rich pore structure, and the thickness of the CL increases
significantly with the increase of catalyst loading. When the catalyst loading exceeds
2.0 mg cm−2, the thickness of the Fe-N-S-C CL exceeds 45 µm. Too thick CL will
increase the internal resistance of the MEA, and hinder the transmission of reactants
and products, leading to the decline of fuel cell performance. Therefore, the optimal
loading capacity of Fe-N-S-C catalyst is 2.0 mg cm−2, and this optimal loading capacity
is selected for all the experiments.

3.2 Effect of Ionomer and Catalyst Ratios on Cell Performance

The influence of the ionomer loading on the fuel cell performance is very important. In
this paper, the ratios of ionomer to Fe-N-S-C catalyst is 3:2, 3:3, 3:5 and 3:7, respectively.
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Fig. 1. Polarization curves of MEA with various Fe-N-S-C content at 70 oC and 100 mL min−1

of H2 and 200 mL min−1 of O2 flow rates under 100% RH, and gas pressure is 50 kPa.

Table 1. Maximum power density of MEA with different Fe-N-S-C catalyst loadings.

Anode (mgPt cm−2) Cathode (mgFe-N-S-C cm−2) Maxmum power density (mW cm−2)

0.1 0.5 211.1

0.1 1.0 224.4

0.1 2.0 282.4

0.1 3.0 194.7

The performance of the prepared MEA is shown in Fig. 2, among which the ratio with
the best cell performance is 3:7, and the power density of the fuel cell is 283 mW cm−2,
which is much higher than that of the MEA with other ratios, and the performance of
several groups of MEA with higher ionomer loadings is poor.

On the one hand, the ionomer in the CL serves as an adhesive and provides a transport
channel for hydrogen ions in the CL. The appropriate amount of ionomer in the CL is
beneficial to form a good hydrogen ion transport channel, improve the utilization of the
catalyst, and enhance the performance of the fuel cell. The proper ratio of ionomer to
catalyst is beneficial to improve the performance of the membrane electrode. Excessive
ionomer will severely block the pore structure of the catalyst surface, which will prevent
the transfer of the reaction gas to the active site of the catalyst and reduce the rate of ORR,
thus reducing the performance of the fuel cell. In addition, excess ionomer will retain
the water generated from the cathode reaction in the CL, causing flooding, impeding the
transport of the reaction gas and increasing the internal resistance of mass transfer.
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Fig. 2. Polarization curves of MEA with various mass ratio of Nafion and Fe-N-S-C catalysts at
70 oC and 100 mL min−1 of H2 and 200 mL min−1 of O2 flow rates under 100% RH, and gas
pressure is 50 kPa.

3.3 Effect of Relative Humidity on Cell Performance

To investigate the cell performance of the non-precious metal catalyst at different RH,
the polarization curves of theMEAs are tested at the inlet RH of 100, 80, 60, 40 and 20%
for both cathode and anode, where the cathode Fe-N-S-C catalyst loading is 2.0mg cm−2

and the anode Pt loading was 0.1 mg cm−2, the operating temperature is 70 °C, the back
pressure is 50 kPa, and the polarization curves of the non-precious metal film electrode
at different RH are shown in Fig. 3.

From Fig. 3, it can be seen that the performance of the MEAs gradually improves
as the RH of the inlet gas decreases. When the RH is 100%, the maximum power
density of the membrane electrode is 217 mW cm−2, when the RH drops to 40%, the
maximum power density of theMEAs is 246mWcm−2, and when the RH of the inlet air
continues to decrease, the power density drops slightly to 241 mW cm−2. For the MEA
which does not have self-humidification ability, it faces a sharp decrease or even loss of
proton conduction ability under low humidity conditions. The experimental results show
that the MEA with Fe-N-S-C catalyst as the cathode CL has a certain self-humidifying
capability, which can ensure good performance under low humidity conditions. The self-
humidifying performance of this MEA is related to the high specific surface area and
abundant porosity of theFe-N-S-Ccatalyst, and the specific reasons and self-humidifying
performance have been explained in our previous work [10].

In order to further analyze and understand the electrochemical performance of the
MEA at different RH, the EIS of the fuel cell is tested. The test results are shown in
Figs. 4, and 5 shows the changes of activation loss, ohmic loss and concentration loss
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Fig. 3. Polarization curves of MEA under various RH (100, 80, 60, 40 and 20%) at 70 oC and
100 mL min−1 of H2 and 200 mL min−1 of O2 flow rates, and gas pressure is 50 kPa.

with time. The EIS is carried out when the current density of the fuel cell is 30mA cm−2,
300 mA cm−2and 1000 mA cm−2, respectively.

Comparing the EIS of the fuel cell at a current density of 30 mA cm−2, it can be
found that the ohmic resistance and charge transfer resistance of the fuel cell increase
with the decrease of the RH of the fuel cell, because the cathode reaction rate is slow
when the fuel cell is running at low current, and it can not generate enough water to
wet the MEA. When the RH is 20%, the anode charge transfer resistance and cathode
charge transfer resistance can be measured, indicating that the membrane electrode is
extremely dehydrated and the proton conductivity is very low.

However, at a current density of 300 mA cm−2, the resistance of each part of the
MEA did not increase significantly, thanks to the self-humidifying ability of the Fe-N-S-
C catalyst, which preserves the water from the gas supply and the water generated by the
ORR, and when the membrane and the anode CL are water-starved, the water from the
cathode is transferred to the anode through the diffusion effect generated by the water
concentration gradient, thus ensuring the proton conduction ability of the membrane and
ionomer.

When the cell is operated at high current density, the EIS can detect the mass transfer
resistance of the MEA, and it can be seen from the figure that the ohmic resistance and
charge transfer resistance of the fuel cell operating at 1000 mA cm−2 do not change
significantly, but the mass transfer resistance of the MEA is the largest at a RH of 100%,
which may be due to the water retention effect of the Fe-N-S-C CL that makes the MEA
difficult to removewater in time under high humidity operating conditions, which causes
flooding and hinders the reaction gas transfer of the fuel cell.
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Fig. 4. Impedance spectra at 30, 300 and 1000 mA cm−2 of MEA at 70 oC and 100 mL min−1

of H2 and 200 mL min−1 of O2 flow rates under (a) 100%, (b) 80%, (c) 60%, (d) 40% and (e)
20% RH, and gas pressure is 50 kPa.

3.4 Effect of Inlet Pressure on Cell Performance

Generally, under the high current operating conditions, the voltage loss of the PEMFC
is mainly caused by the transmission loss of reaction gas, and the performance of fuel
cell can be improved by increasing the pressure of the reaction gas appropriately. The
results of this study about the membrane electrode of non-precious metal catalyst are
shown in Fig. 6.

The Fe-N-S-C loading of the membrane electrode is 2 mg cm−2 the Pt loading of
the anode is 0.1 mg cm−2. As can be seen from Fig. 6, the back pressure of the reaction
gas has a very significant influence on the performance of the fuel cell. The maximum
power density of the membrane electrode was 142 mW cm−2 when no back pressure
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Fig. 5. Impedance spectra at (a) 30 mA cm−2, (b) 300 mA cm−2 and (c) 1000 mA cm−2 of
MEA.

was applied to the reaction gas, and as the back pressure of the reaction gas increased to
50 kPa, the maximum power density of the membrane electrode rose to 191 mW cm−2,
which was enhanced by 25%. When the back pressure of the reaction gas continued to
increase to 100 kPa, the power density continued to rise by 17% to 223 mW cm−2 at
50 kPa. The experimental results showed that for this MEA with non-precious metal
catalyst had a higher mass transfer resistance and exhibited poorer performance without
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increasing the back pressure. This is because the Fe-N-S-C catalyst is porous and the
CL is thicker, which hinders the transmission of the reaction gas to a certain extent.
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Fig. 6. Polarization curves of MEA under various gas pressure at 70 oC and 100 mL min−1 of
H2 and 200 mL min−1 of O2 flow rates.

3.5 Durability of Fuel Cell with Non-precious Metal Catalyst

In the durability test of MEAwith non-precious metal catalyst, its durability is not ideal,
and voltage decays quickly in a short steady-state test. In this experiment, the voltage
decay of MEA is studied over 50 h when operating at a current density of 200 mA cm−2,
and the experimental results are shown in Fig. 7. The voltage of the cell decayed by 40%
in the first 30 h and remained basically stable in the next 20 h. The decay may be due
to carbon corrosion, loss of catalytic active sites or oxidation of nitrogen atoms in the
catalyst by hydrogen peroxide. Compared with the durability of MEA with noble metal
catalysts, the durability of MEA with non-precious metal catalysts is much worse, and
there is still much work to be done to improve the stability and corrosion resistance of
the non-precious metal catalysts themselves.

4 Conclusions

In this paper, the MEA with Fe-N-S-C catalyst is successfully prepared. When the
loading of Fe-N-S-C catalyst is 2.0 mg cm−2 and the ratio of Fe-N-S-C catalyst to
Nafion ionomer is 7:3, the performance of MEA is the best. The performance of MEA
under different RH conditions is tested, and it is found that it could still maintain good
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Fig. 7. Long-term discharge curves of MEA operated at 70 °C and 100% RH. The hydrogen and
oxygen flow rates are 100 mLmin−1 and 200 mLmin−1, respectively, and gas pressure is 50 kPa.

performance under low humidity conditions and has certain self-humidification ability.
The influence of inlet pressure on the performance of MEA is studied. It is found that
the performance of MEA is obviously improved with the increase of inlet pressure. The
50-h durability of fuel cell is tested at a current of 200 mA cm−2. The voltage of the fuel
cell decreased by 40% in the first 30 h and remained basically stable in the next 20 h.
This shows that the durability of this Fe-N-S-C catalyst needs to be greatly improved.
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Abstract. Hybrid renewable energy and hydrogen energy systems have been
proved to be a reliable and cost competitive option for power generation and
hydrogen supply. However, the inappropriate capacity of hydrogen production and
storage may result in out-of-balance of the power supply side and the hydrogen
consumption side. In this paper, a simplified mathematical modeling of the hybrid
energy system, including power generation, hydrogen production and storage has
been presented to optimize the capacity of alkaline electrolyzer and hydrogen stor-
age tank.Multi-objective functions are adopted in the capacity optimizationmodel,
including abandoned rate of renewable power, hydrogen supply fluctuation, and
utilization efficiency of electrolyzer and hydrogen storage tank. A meta-heuristic
algorithm (i.e., improved multi-objective particle swarm optimization algorithm)
is chosen to solve the model. A hybrid energy system with a distributed pho-
tovoltaic power station with the rated power of 7000 kW has been designed to
satisfy the hydrogen demand of 720 kg/d of a chemical plant. The results reveal
that the optimal capacity configuration of the hybrid energy system is 4971 kW
for the alkaline electrolyzer and 937 Nm3 for hydrogen storage tank during a
period of 8760 h. Compared with the empirical model and single-objective opti-
mizationmodel, the proposedmulti-objective optimizationmodel is found helpful
to optimize the capacity of hybrid energy system and gives better results regard-
ing renewable energy utilization rate, equipment usage rate, and hydrogen supply
stability.

Keywords: Capacity optimization · Renewable energy system · Hydrogen ·
Simulation model

1 Introduction

The rapid depletion of fossil fuel resources, themassive carbon emission and the environ-
mental problems related with their burning have generated growing interest in renewable
energy.However, an essential feature ofmost renewable energy is their intermittency, that
decreases the reliability of electricity supply and hinders their large-scale applications.
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One method of overcoming this disadvantage is to apply an energy storage system, such
as pumped-storage power [1], electrochemical energy storage [2], and hydrogen energy
[3]. Among these energy storage methods, hydrogen energy has several unique advan-
tages including long term and large-scale energy storage, flexible hydrogen-electricity
conversion, leading to increasing interest in hybrid renewable energy and hydrogen
energy system [4, 5].

The focus on hybrid energy system is highlighted by many extensive studies, which
cover economic analysis [6], system planning and design [7], and capacity optimization
[8]. The capacity optimization of electrolyzer and hydrogen tank has a great effect on
renewable energy utilization, hydrogen supply reliability, and net present cost. Much
work so far has focused on capacity optimization of hybrid energy system using opti-
mization algorithms and single-objective optimization. For example, flower pollination
algorithm, particle swarm optimization (PSO) algorithm, and genetic algorithm are stud-
ied in previous studies, and show great results in capacity optimization [9]. However,
single-objective optimization is difficult to take into account other requirements of hybrid
energy system and to achieve simultaneous optimization [10], and the technical process
concerning hydrogen is often oversimplified, which leads to distortion of optimization
results for practical applications.

In this study, a distributed photovoltaic power station with rated power of 7000 kW
and a chemical plant with hydrogen demand of 720 kg/d are chosen as the source
side and hydrogen load side, respectively. Considering the energy utilization, hydrogen
supply reliability, and the equipment usage rate, multi-objective optimization and PSO
algorithm are used to optimize the capacity of electrolyzer and hydrogen tank. A com-
prehensive mathematical model of hybrid energy system is proposed to investigate the
main parameters affecting the capacity optimization results during a period of 8760 h.
The performance of proposed multi-objective optimization model is also compared with
the empirical model and single-objective optimization model.

2 Mathematical Model of the Hybrid Energy System

The proposed hybrid energy system includes photovoltaic (PV) power, electrolyzer,
hydrogen storage tank, compressor, power grid, and chemical plant, as shown in Fig. 1.
The primary power source is PV power, and the power grid is the backup power source
in case that the PV power is unable to fulfill the energy demand of the electrolyzer.
Hydrogen produced by the electrolyzer is stored in the tank, and then compressed into
high-pressure gas tomeet the hydrogen demand of a chemical plant. The bi-converter acts
as an inverter to convert AC power to DC to fulfill the DC load demand of electrolyzer.
The detailed mathematical models of each part of the system are introduced as follows.

2.1 Solar Power System

The output power of PV panel (Psol) depends on the solar radiation and atmospheric
conditions, and it can be expressed as follows [11].

Ppv(t) = NpvPrat floss
Gh(t)

Gs
[1 + αP(Tc − Ts)] (1)
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Fig. 1. Schematic diagram of the hybrid energy system.

where, Npv is the number of PV panels, Prat is the rated power of PV panel, floss is the
loss factor of PV panel concerning shadow, dirt, and temperature, Gs is the standard
incident radiation, Gh(t) is the hourly solar radiation incident on the PV panel, αP is the
temperature coefficient of power, Tc is the PV cell real-time temperature, and Ts is the
PV cell temperature under standard test conditions.

2.2 Electrolyzer

The electricity of solar system is used to produce hydrogen by electrolyzer. The power
capacity of electrolyzer is considered as an optimization objective in this study.

The mass flow rate of produced hydrogen (νe,H2) can be calculated as:

νe,H2 = Ppv(t)ηel × 3600

HHVH2

(2)

where, ηel is the efficiency of electrolyzer and HHVH2 is the heating value of hydrogen.

2.3 Hydrogen Tank

Hydrogen generated by electrolyzer is stored in hydrogen tank, and hydrogen leakage
during the storage is ignored. In terms of the capacity optimization, the storage capacity
of hydrogen tank has been considered as an optimization objective.

2.4 Compressor

Power consumed by compressor (Pcomp) is related with the inlet and output pressure of
hydrogen, the flow rate of hydrogen, and the efficiency of compressor. It can be expressed
as follow:

Pcomp = Cp,H2

Tcomp
ηcomp

[(
Pin

Pout

) k−1
k − 1

]
Wcomp (3)
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where,Cp,H2 is the specific heat capacity of hydrogen, Tcomp is the inlet ambient temper-
ature, ηcomp is the efficiency of compressor, Pin and Pout are the inlet and outlet pressure
of hydrogen, k is the specific heat ratio of hydrogen at the standard condition, andWcomp

is the gas flow rate.

3 Objective Functions, PSO Algorithm, and Constraints

3.1 Objective Functions

Considering the energy utilization rate of solar power, the hydrogen supply stability, and
the equipment utilization rate of electrolyzer and tank, three objective functions (i.e.,
abandonment rate of solar power, hydrogen supply shortage rate, and vacancy rate of
equipment) are chosen and defined as:

ηARsolar = 1

8760

8760∑
t=1

Pex(t)

Ppv(t)
(4)

ηHSSload = 1

8760

8760∑
t=1

MIt,H2(t)

Mload ,H2(t)
(5)

ηvrequ = 1 − 1

2 × 8760

(
8760∑
t=1

Mtank(t)

Mrated ,tank
+

8760∑
t=1

Pel(t)

Prated ,el

)
(6)

where, ηARsolar is the abandonment rate of solar power, Pex is the excess solar power, ηHSSload
is the hydrogen supply shortage rate,MIt,H2 is the insufficient mass of hydrogen supply,
Mload ,H2 is the hydrogen demand, ηvrequ is the vacancy rate of electrolyzer and tank,Mtank
is the mass of stored hydrogen in the tank,Mrated ,tank is the rated hydrogen mass of the
tank, Pel is the power of electrolyzer, Prated ,el is the rated power of electrolyzer.

3.2 PSO Algorithm

PSO algorithm is based on the population of swarms in which each individual particle
is a potential solution of the problem [12]. The best solution is found by the swarm
of particles in a search space. The moving path of a particle in a D-dimensional space
is adjusted according its own optimal value as well as the swarm’s optimal value. The
principle and steps of PSOalgorithmhave been thoroughly introduced in previous studies
[12–14], and the control parameters in this study are presented in Table 1. PSO algorithm
has been run for a maximum number of iterations of 200 for 1 h time interval during a
whole year data set, i.e., 8760 h.

It is worthwhile mentioning that a linear weighting method is adopted to convert the
multi-objective problem (i.e., three objectives in this study) into a single-objective one
by using the following equation:

Fmul = w1η
AR
solar + w2η

HSS
load + w3η

HSS
load (7)

where, w1, w2, and w3 are the weights of three objective functions, respectively, and the
sum of three weights is equal to 1.
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Table 1. Control parameters used in PSO algorithm

Parameters Symbol Value

Dimension of the problem D 3

Population size NS 200

Maximum iteration number ITmax 200

Weighting factors c1, c2 1.5

Maximum inertia weight Wmax 0.8

Minimum inertia weight Wmin 0.4

Number of objective functions OB 3

3.3 Constraints

Constraints including energy balance, hydrogen flow balance, input power and hydrogen
storage capacity constraint should be carefully considered to ensure the accuracy of the
model concerning practical applications.

Energy balance. It involves in solar power, auxiliary electricity from grid, and power
consumed by electrolyzer and compressor at time t. It can be expressed as follow:

Ppv(t) + Pex(t) = Pel(t) + Pcomp(t) (8)

where, Pex is the auxiliary electricity from grid, Pel is the electrolyzer power.

Hydrogen flow balance. It is related to the supply, storage, and consumption of
hydrogen, which can be further calculated as follow.

Me,H2(t) = Mtank(t + 1) − Mtank(t) + Mload ,H2(t) − Mss,H2(t) (9)

where, Me,H2 is the hydrogen generated by electrolyzer, Mtank is the stored hydrogen,
Mload,H2 is the needed hydrogen of chemical plant, Mss,H2 is the supply shortage of
hydrogen.

Capacity constraints. The input power of electrolyzer cannot exceed the maximum
power or be lower than the minimum starting power. The stored hydrogen in the tank
cannot exceed its maximum capacity.

Pel,min ≤ Pel ≤ Pel,max (10)

0 ≤ Mtank ≤ Mtank,max (11)

where, Pel,min and Pel,max are the minimum and maximum power of electrolyzer,
respectively, and Mtank,max is the maximum storage capacity of hydrogen tank.
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4 Results and Discussions

The output power of PV system and hydrogen demand of the chemical plant in a typical
week are shown in Fig. 2. The output power of PV system shows a strong volatility,
which reaches the highest power at midday. The average hydrogen demand is about
30 kg/h, and the curve of hydrogen demand indicates the relatively small fluctuation.
The resource data are further used in the capacity optimization.

Fig. 2. Output power of PV system and hydrogen demand in a typical week.

Figure 3 reveals convergence characteristic of PSO algorithmwith different objective
functions. It is obvious that all the simulations converge in almost preliminary 30–100
iterations. Table 2 shows the capacity optimization results with different optimization
methods, and the capacity configuration based on empiric value (i.e., 80%of the rated PV
power for electrolyzer power, and hydrogen yield in 12 h at the rated electrolysis power
for the storage capacity of hydrogen tank) is also tested using the simulation model.
The results show that the single-objective function is able to reach its corresponding
optimal solution, but leads to the unbalance of other objective functions. For example,
when selecting ηvrequ as the objective function, the optimization results are 2942 kW for

electrolyzer and 106 Nm3 for hydrogen tank, and the ηvrequ reaches the lowest. However,
the storage capacity of hydrogen tank is too low to satisfy the electricity storage demand,
resulting in a high abandonment rate of solar power. Compared with empiric value and
single-objective function, multi-objective optimization shows a better performance, and
the weighting factors of three objective functions (i.e., w1, w2, and w3) are 0.3557,
0.3427, and 0.3016, respectively. Based on the simulation results of multi-objective
optimization, the optimal capacity values are 4971 kW for electrolyzer and 937 Nm3 for
hydrogen tank. The ηARsolar , η

HSS
load , and ηvrequ for multi-objective optimization are 0.1737,

0.2484, and 0.7389, respectively, indicating the good performance of multi-objective
optimization. It should be pointed out that even after the capacity optimization, the ηvrequ
is still too high because of the low annual utilization hours of solar power, and hybrid
wind-photovoltaic complementary power generation is suggested to improve the usage
rate of electrolyzer and hydrogen storage tank [15].
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Fig. 3. Convergence characteristic of PSO algorithm with different objective functions. (a. aban-
donment rate of solar power, b. hydrogen supply shortage rate, c. vacancy rate of equipment, d.
multi-objective function)

Table 2. Capacity optimization results with different optimization methods

Optimization method Electrolyzer
power (kW)

Capacity of
tank (Nm3)

ηARsolar ηHSSload ηvrequ

Single-objective
optimization

ηARsolar 5078 2000 0.1617 0.2384 0.7833

ηHSSload 5313 2000 0.1622 0.2375 0.7845

ηvrequ 2942 106 0.3893 0.4566 0.6868

Multi-objective function 4971 937 0.1737 0.2484 0.7389

Empiric value 5600 823 0.1932 0.2640 0.7436

For further discussion, the capacity configuration obtained by multi-objective opti-
mization has been chosen because of its better results. Figure 4 depicts the power input
and output of the hybrid energy system in a typical week. It can be observed that the
power of electrolyzer mainly depends on solar power generation, and when the PV
power is insufficient or zero, auxiliary power from the grid is needed to supply power
to the compressor. When the output power of PV is less than the minimum power of
electrolyzer (i.e., 40% of the rated power in this study), the electrolyzer is shut down,
and the hydrogen supply mainly depends on the hydrogen stored in hydrogen tank.

In order to gain insight into the hydrogen management of the hybrid energy system,
a complete data for a typical week concerning the hydrogen flow balance has been
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Fig. 4. Power input and output of hybrid energy system in a typical week.

selected. As shown in Fig. 5, the supply shortage of hydrogen usually occurs during
the shortage of PV power generation or the startup stage of electrolyzer. Besides, the
hydrogen produced by electrolyzer is significantly influenced by the remaining hydrogen
stored in hydrogen tank, the hydrogendemand, and the output power of PVpower system.
As for 4971 kW electrolyzer, a maximum of 87.6 kg/h can be produced, and the highest
hydrogen storage capacity of hydrogen tank is 1347 kg. Further, it can be concluded that
with the increase of electrolyzer power and the storage capacity of hydrogen tank, the
hydrogen supply shortage rate and the energy utilization rate of solar power increases,
however, accompanied with the decrease of equipment utilization rate, i.e., electrolyzer
and hydrogen tank.

Fig. 5. Hydrogen balance of hybrid energy system in a typical week.
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5 Conclusion

Based on PSO algorithm and multi-objective optimization, a hybrid energy system
including solar energy and hydrogen energy is proposed. The optimization functions
and the mathematical model are key issues in designing of high-efficiency and sta-
ble hybrid energy system. Compared with single-objective function optimization and
empirical algorithm, multi-objective function optimization shows a better performance
in terms of the balance of different optimization objectives. As to a 720 kg/d chemical
plant with a distributed photovoltaic power station with rated power of 7000 kW, the
optimal capacity configuration for the hybrid system is 4971 kW for electrolyzer and
937 Nm3 for hydrogen tank according to the capacity optimization results. The proposed
optimizationmodel is promising in the capacity planning of hybrid energy system,which
promotes large-scale applications of hydrogen energy in power industry.
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Abstract. In this paper, the development of key technologies in fuel cell stacks
and fuel cell power modules are reported, with emphasis on high-volume pro-
duction (>10,000 units/year). Fuel cell stack design is focused on the develop-
ment of high-efficiency membrane electrode assemblies (�300 mA/cm2 @0.8 V)
suitable for continuous roll-to-roll manufacturing and high volumetric efficiency
stacks (1.5 kW/L) with power rating of at least 10 kW. Power module design
focuses on the union of liquid-cooled fuel cell stack, smart power conditioning
technology, battery, hydrogen storage system and balance-of-plant into a fully-
integrated, drop-in unit for MHE (Material Handling Equipment) systems. Tech-
nical verification was conducted by integrating the fuel cell power module into
an automated guided vehicle as a turn-key replacement for the original power
system. Power module performance was demonstrated with continuous current
loading up to 240 A and peak current loading of 300 A. All core technologies
of the fuel cell power module are deliverable as a free-standing total solution,
expanding the potential applications beyond vehicle systems, and allowing rapid
commercialization of related technologies.

Keywords: Fuel cell stack · Fuel cell power module · Material handling
equipment · Turn-key replacement

1 Introduction

1.1 Technology Overview

This article reports on the technology of integrating fuel cells with secondary batteries
and balance-of-plant components into a fuel cell power module for the material handling
industry. The proton-exchange membrane fuel cell (PEMFC) is a well-researched and
proven technology for a wide range of operating conditions. The BoP can be divided
into three sub-systems: anode, cathode, and coolant. The anode sub-system includes
hydrogen storage, re-circulation, and purging components. Hydrogen is compressed to
5000 PSI and is stored in an onboard tank. Re-circulation and purging are closely related,
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where unconsumed hydrogen is recycled to the fuel cell stack inlet after excess water
is separated and, along with other unwanted inert chemicals, is purged from the anode
sub-system. The cathode sub-system includes air humidification and heat exchange com-
ponents with the purpose of delivering humidified air to the fuel cell stack. The coolant
sub-system is comprised of the thermal management components including coolant
pump, fan, and radiator. Selection criteria for BoP components is intimately connected
to fuel cell stack design and intended operating conditions, in addition to the cost and
availability considerations discussed in the next sub-section.

2 Fuel Cell Stack and Power Module

This section introduces the key components of the fuel cell stack and the power module.
Special emphasis is placed on the electro-chemical performance of the stack under
different operating conditions. Since the power module consists of a fuel cell stack and
a lithium-ion battery pack, the interaction between these two power sources during the
operation of the propulsion system was also carefully examined.

2.1 Membrane-Electrode Assembly

The quality of the MEA design will affect the catalyst-use efficiency in the electrode,
the flow rate requirements of fuel and air, the uniformity of current distribution, and the
level of discharge efficiency.

The catalyst and the binder are uniformly coated by mixing and dispersing technol-
ogy, and a highly dispersible catalyst slurry is prepared. Through the catalyst coating
technology, the reaction triple phase boundary required for fuel cell reaction is con-
structed. The use of catalyst-coated membrane (CCM) continuous processing technol-
ogy, such as Roll-to-Roll manufacturing in Fig. 1, greatly shortens the tedious batch
processing time, improves the yield and increases the effective utilization of catalyst.

Fig. 1. CCM roll-to-roll manufacturing

This article exhibits a liquid-cooled fuel cell operating at 70 °C, referring to the DOE
standard (�300 mA/cm2 @0.8 V) [1] for high-powered MEAs. The MEA was tested
with reactant stoichiometry of 1.5X and 2.5X for hydrogen and oxygen, respectively.
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A 5000-h constant current discharge mode life test has been completed. Under the
discharge of 300 mA/cm2, the �V/V performance of the MEA declined by 0.15%, and
under the discharge of 360 mA/cm2, the �V/V performance of the MEA declined by
2.55%, verifying the lifespan of the high-power MEA �5000 h, as shown in Fig. 2
performance-time graph.

Fig. 2. Performance decay-time graph for MEA at 5000 h

2.2 Fuel Cell Stack

The design of a high-efficiency liquid-cooled fuel cell stack was based on the experience
and assemblymechanism of existing traditional fuel cell stack designs. The requirements
of the target industry include both the power requirements (≥10 kW) and the volume
power density requirements of material handling vehicles and after testing three full-
sized liquid-cooled fuel cell stacks were assembled for demonstration purposes (Fig. 3),
to determine optimal stack operating conditions (Table 1), each fuel cell stack was acti-
vated through repeated current load cycling until maximum performance was achieved.
The highest performance record measured by I-V curve is 12.5 kW (250 Amps @ 50 V)
at the stoichiometric ratio of 1.2 and 2.0 for anode and cathode, respectively (Fig. 4).
Using the measured stack volume (8.24 L) [2], the power volume density is 1.51 kW/L.

2.3 Fuel Cell Power Module

The fuel cell power module is mainly divided into five major items: liquid-cooled fuel
cell stack, thermal management module, cathode air humidification module, hydrogen
storage and delivery module, and energy storage module (Fig. 5).

Before assembling into a power module, each subsystem was assembled on a test
bench for BoP component validation testing. The test bench is equipped with control
boards, user interface, load banks and other testing equipment (錯誤! 找不到參照來
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Fig. 3. Full-sized fuel cell stack and testing equipment

Fig. 4. Fuel cell stack performance curves

Table 1. Fuel cell stack operating parameters

Item Stoichoimetry Temp./RH

Anode A 1.5 65 °C/100RH%

B 1.5 70 °C/50RH%

C 1.2 70 °C/50RH%

Cathode A 3 65 °C/100RH%

B 3 70 °C/50RH%

C 2 70 °C/50RH%

Coolant A – 65

B – 70

C – 70

源。). The operating conditions of the power module system was simulated on the test
bench through the user interface designed specifically for testing the system control.
Various fuel cell stacks and BoP components were tested before deciding on the final
BoP configuration. Once the whole system was tested and confirmed cooperating with
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Fig. 5. Schematic diagram of the five major modules of a fuel cell power module

each other, functional stability tests, as shown in (Fig. 7), were conducted for tuning
system-wide parameters. During the system testing, it was confirmed that the module
can reach 10.6 kW net power, meeting the target design requirement for the material
handling equipment AGV market needs (Fig. 6).

Fig. 6. Fuel cell stack with BoP components and battery on test bench

3 Power Module and AGV

The composition of the AGV system mainly includes two parts, namely the control sys-
tem and the basic hardware. Furthermore, the control system can be mainly divided into
the management and monitoring system, the vehicle controller and navigation system;
the basic hardware mainly includes chassis, locomotion drivers, sensors, power units
(secondary batteries or fuel cells), shelves, docks, network equipment and other parts. In
order to complete the relevant technical verification, it is planned to integrate the power
module into a commercial unmanned vehicle to replace the original secondary battery
module. Integration includes not just the power module, but also a hybrid power control
system, AGV system peripherals, and auxiliary components as shown in Fig. 8.
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Fig. 7. System performance test output graph

During the integration and testing, empirical data will be collected, and a complete
layout of the integration interface between the power module and the transport vehicle
system will be developed. Once the integration interface is fully developed, the applica-
tion of fuel cell power modules is planned to be extended to other products, and related
technologies can be commercialized.

Fig. 8. AGV system with FC module
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Abstract. Forced-convection open-cathode proton exchangemembrane fuel cells
have attracted much attention due to simple structure. The fan, as an important
component of the stack, significantly influences the mass density and performance
of the stack. Therefore, it is crucial to select the appropriate fan. In this study,
the performance of stacks with different fans is compared and the optimal duty
ratio and temperature of stacks under different load currents are determined. The
experimental results show that excessive air volume reduces the performance of
the stack, and the parasitic power should be taken into consideration. Addition-
ally, the weight of the fan is is a significant factor that needs to be considered.
Furthermore, the experimental results show that under the condition of sufficient
air supply, the appropriate temperature rise is conducive to the improvement of
stack performance. In order to reduce the weight of the stack, it is necessary to
choose a reasonable fan.

Keywords: Forced-convection open-cathode proton exchange membrane fuel
cell · Fan duty ratio · Net power density

1 Instruction

Proton exchange membrane fuel cell (PEMFC) has received a lot of attention in recent
decades due to low temperature start-up, high efficiency and zero emissions [1]. PEMFC
is a device that directly converts chemical energy to electric energy. Among several
proton exchange membrane fuel cell types, forced-convection open-cathode PEMFC
is more suitable for portable and unmanned aerial vehicles (UAV) energy because of
removing the complexoxidant supply system [2]. The forced-convectionPEMFCutilizes
an axial fan as the air supply device. In addition to providing oxidant, the fan also serves
to dissipate heat and remove water. Using only fans can make the stack more compact
and reduce the mass of the stack and improve portability. However, because the cathode
absorbs air directly from the atmosphere, the stack performance is sensitive to changes
in cathode parameters, especially fans.

Water, thermal and gas management is critical for fuel cell. Fan air supply, heat
dissipation and water remove coupling, water, thermal and gas management is more
complex for forced-convection open-cathode PEMFC. Several studies have explored the
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effect of air flow-rate selection [3–7]. These studies focused onperformance performance
and stack temperature variation. The research shown that the appropriate air flow rate can
ensure the stack working at the optimum temperature without Membrane dehydration
under adequate air supply. Other studies have explored the effects of parasitic power [8],
fan placement parameters [9, 10].

In this work, we discussed the variation in the performance of three axial flow fans
with different parameters installed on the same stack, and analyzed the possible causes
of the variation in performance, and considered the weight of the fan as a factor in the
selection of the fan. Finally, the relationship between fan duty ratio and fan temperature
and performance is studied.

2 Experimental

2.1 Experimental Setup

For this work, we used a laboratory designed stack. The forced-convection OC-PEMFC
consists of 15 cells. The 3 mm graphite was manufactured into bipolar plates using
CNC (Computer Numerical Control) technology. The active area is 3.5 mm × 1.5 mm.
Commercial MEA (Membrane Electrode Assembly) was used. Figure 1 shows the stack
used in the experiment.

Fig. 1. Open-cathode stack

Fig. 2. Experimental schematic diagram

A hydrogen generator is used as the hydrogen source. The reducing valve is used to
regulate the input pressure of the stack. An electronic load is used in order to obtain a
polarization curve. A PWM controller is used to regulate air flow rate. Figure 2 shows
the experimental schematic diagram.
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2.2 Test Conditions

The forced-convection OC-PEMFC performance was tested with different axial flow
fans. The fan parameters were shown in Table 1. Rated voltage of fan was 12 V. Tem-
perature changes in the stack were measured using thermocouples inserted into the
stack. The duty ratio varies from 100 to 30% to study the effect of the fan on the stack
temperature and net power.

Table 1. Fan parameters

Fan model Size (mm) Actual power (W) Air volume Weight (g)

RB0412H12B-6 40*40*28 10.36656 50.4CFM 42

YS4015B12L 40*40*15 1.95408 14.83CFM 21

HD4010H12B 40*40*10 2.57712 13.95CFM 14

3 Results and Discussion

3.1 Effect of Different Fan on Stack Performance

In this work, we test the performance of the stack under different axial flow fans. The
three axial fans have different parameters. Figure 3 shows the performance of stack. It is
clearly observed that for the experimental stack, the performance of the stack does not
change much under different fan conditions. From Table 1 we can see that the 4028 fan
provides more air, but from Fig. 3 we can see that the excessive air flow slightly reduces
the stack performance due to the excess water taken away.

Fig. 3. Polarization curves

In open cathode stacks, the fan usually consumes the power generated by the stack.
The net power density curve of the stack is shown in Fig. 4. After removing the parasitic



432 J. Zhou et al.

power of the fan, 4028 fan exhibited poor performance due to excessive parasitic power.
It seems that the 4015 fan exhibits superior performance over the 4010 fan due to the
smaller parasitic power. The performance gap between 4015 fan and 4010 fan decreases
with the increase of load current. In addition, we can see from Table 1 that 4028 fan
has the highest weight. This was followed by 4015 and 4010. The weight of the stack
excluding the fan is 205 g. Comparatively speaking, 4015 and 4010 fans are better
choices.

Fig. 4. Net power density curves

3.2 Effect of Fan Duty Ratio on Stack Temperature and Performance

Next, the influence of air flow rate variation on stack performance and temperature is
analyzed. Adjust the air flow rate by adjusting the PWM duty ratio. The stack with 4015
fan was used for testing. Figure 5 shows the change of stack temperature with fan duty
ratio at 2.5, 3 and 3.5 A. It can be seen from Fig. 3 that with the decrease of duty ratio,
the temperature of the stack increases gradually, which can be attributed to the decrease
of the heat dissipation capacity of the fan. Figure 6 shows the change curve of the net
power density of the stack with the change of duty ratio under the load current conditions
of 2, 2.5 and 3 A. It can be seen from Fig. 4 that with the reduction of duty ratio, the
performance of the stack first improves and then begins to decline.

Combined with the temperature variation shown in Fig. 5, it can be considered that
the performance variation is related to the temperature variation of the stack. Under
sufficient oxidant conditions, with the increase of the stack temperature, the chemical
reaction rate is accelerated, and the stack performance is improved. However, with
the increase of the stack temperature, the high temperature will cause the membrane
dehydration, the increase of ohmic resistance, and the stack performance is decreased.
In addition, it can be seen that under the load current conditions of 2 A, 2.5 A and 3 A,
the optimal operating temperature of the stack is about 44.3 °C, 49.8 °C and 49.5 °C,
and the optimal duty ratio is about 30%, 40% and 50%, respectively.
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Fig. 5. The change of stack temperature with fan duty ratio

Fig. 6. The change of stack net power density with fan duty ratio

4 Conclusion

In this study, stacks with different fans were tested. The polarization curve and tem-
perature of the stack were measured to investigate the effects of different fans and duty
ratio. The experiment proves that the reasonable choice of fan is necessary. A suitable
fan allows the stack to operate near the optimum operating point and effectively reduces
the overall system weight.
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Abstract. In the context of the global clean and low-carbon energy transition,
hydrogen energy has become an important direction for energy technology inno-
vation in the contemporaryworld.Many countries around theworld have paid great
attention to the development of hydrogen energy and leveraged it to the national
strategies. This study firstly reviews the development of global hydrogen energy,
focusing on the global hydrogen energy supply, hydrogen energy demand, the
current situation and development trend of hydrogen energy. Secondly, based on
data collected from government websites, key R&D institutions and well-known
databases (e.g. CODIS database), a strategic analysis of hydrogen energy poli-
cies and technologies of main countries is conducted. In terms of policy, textual
analysis is used to analyse the global hydrogen energy layout direction and the
strategic positioning, strategic layout and strategic objectives of hydrogen energy
in countries such as the United States, European Union, Japan and China. In terms
of technology, the keyword search method is used to obtain data on scientific
research projects in the field of hydrogen energy, and quantitative analysis is con-
ducted to analyse the characteristics of the technical layout of global hydrogen
energy research projects, and to analyse the funding of hydrogen energy projects
and the focus of hydrogen energy technology research. Finally, suggestions for
the future development of hydrogen energy are discussed.

Keywords: Hydrogen energy · Policy · Technology research and development ·
Strategy analysis

1 Introduction

With the acceleration of modern industrial processes and the increase in fossil fuel con-
sumption leading to global warming, green and low-carbon development has become a
global consensus [1]. In response to climate change, more than 130 countries and regions
around the world have proposed carbon neutrality targets, and there is an unprecedented
global determination and effort to accelerate the energy transition [2]. Compared with
traditional fossil fuels, hydrogen energy is a new type of energy with the advantages of
clean and zero carbon, long-term storage, flexibility and efficiency, multi-energy con-
version and rich application scenarios [3]. Accelerating the development of hydrogen
energy is an effective way to tackle the climate problem, reduce dependence on fossil

© The Author(s) 2024
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energy and help achieve deep decarbonization in areas that are difficult to reduce emis-
sions, such as transport, industry and buildings [4]. In addition, with the development
of renewable energy, hydrogen energy plays an increasingly important role in the new
power system as a power medium and link [5].

Countries around the world attach great importance to the development of hydrogen
energy. China, theUnited States, Europe, Japan and SouthKorea have elevated the devel-
opment of hydrogen energy to a high level of national strategy and have continuously
increased their support for hydrogen energy research and development and industri-
alization [6]. At the critical point of global carbon neutrality and economic downturn
after the epidemic, hydrogen energy industry has become an important development
area for many major countries/regions in the world to cope with global climate change
and economic recovery after the epidemic [7, 8]. The literature [9–12] mainly analyzed
the research in the field of hydrogen energy in the US, which is a global leader in
the hydrogen fuel cell vehicle market and hydrogen refueling stations. The literature
[13, 14] analyses Germany’s national hydrogen energy strategy, which focuses on the
transport, aviation, steel and chemical industries. The literature [15–17] analyses the
development of hydrogen energy applications in Japan and South Korea. Due to the
scarcity of resources and energy, both countries hope to develop a high level of hydro-
gen economy and move towards a hydrogen society. The literature [18, 19] analyses
the advantages that Australia has in developing the hydrogen energy industry, and that
new energy generation, hydrogen power generation and hydrogen export will be the
main strategies for the development of hydrogen energy in Australia. China’s hydrogen
energy industry chain is currently focused on storage and transportation and hydrogen
refueling, which drives the common development of upstream and downstream indus-
tries [20]. At present, the hydrogen energy industry chain with fuel cell as the main
application has been initially commercialized globally, and it is expected that hydrogen
energy will usher in an industrial explosion in the next 5 years [21].

The paper introduces the current situation and forecast of global hydrogen energy
supply and demand, analyses the distribution and scale of hydrogen energy projects in
operation, construction and planning worldwide, analyses the national hydrogen energy
strategies of major countries in the world from the perspective of strategic positioning,
strategic layout and strategic objectives, and analyses the progress and R&D direction of
hydrogen energy technology in major countries around the world based on the funding
of hydrogen technology projects and the focus of hydrogen technology research and
development.

2 Overview of the Development of Hydrogen Energy Industry

2.1 Global Hydrogen Energy Supply

Global hydrogen production reaches 94 million tonnes in 2021, up 5% year-on-year,
currently mainly from fossil energy sources. The International Energy Agency predicts
that approximately 520million tonnes of low-carbon hydrogen will be needed to achieve
net zero global emissions by 2050. About 306 million tonnes of green hydrogen will
come from renewable sources and 197.6million tonnes of blue hydrogen fromnatural gas
and coal combined with CCS technology; 16 million tonnes of low carbon electrolytic
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hydrogen will be produced by electrolysis in nuclear and fossil fuel power plants with
CCS. In comparison, 87 million tonnes of gray hydrogen is produced from natural gas
and coal in 2020, mainly for the chemical and refining industries. The forecast for global
hydrogen production in 2050 is shown (Fig. 1).
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Fig. 1. Global hydrogen energy production forecast in 2050.

2.2 Global Hydrogen Energy Demand

In order to achieve net zero global emissions, the International Energy Agency predicts
a total global demand for hydrogen energy of 528 million tonnes by 2050. The largest
demand for hydrogen will come from transport, accounting for about 39% of the total,
or 207 million tonnes, of which 91 million tonnes will be used for road transport, 90
million tonnes for shipping and 50million tonnes of hydrogen for aviation. The industrial
sector will use 187 million tonnes of hydrogen, about 35% of the total, of which 83
million tonnes will be used in the chemical industry, 54 million tonnes in the steel
industry and 12 million tonnes in the cement industry. Power generation will account
for approximately 19% of the total hydrogen demand, or 102 million tonnes per year.
Hydrogen for construction and agriculture, 0.23 billion tonnes, is about 4% of the total.
The forecast for global hydrogen demand in 2050 is shown (Fig. 2).
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Fig. 2. Global hydrogen energy demand forecast in 2050.
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2.3 Global Hydrogen Engineering

According to statistics, there are currently over 1400 hydrogen energy projects operating,
constructed, and planned around the world. Among them, there are 227 hydrogen energy
projects in operation, with a total hydrogen production scale of about 400 megawatts,
mainly distributed in Europe, mainly producing hydrogen through electrolysis of water.
The hydrogen produced is mainly used in transportation and industrial fields. The dis-
tribution of engineering areas for operation, construction, and planning are as shown in
Fig. 3.
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(a) Projects in operation (b) Projects under construction (c) Projects under planning

Fig. 3. Regional distribution of hydrogen energy engineering operations, construction, and
planning around the world.

3 Strategic Analysis of Hydrogen Energy Policy

At present, the US, EU, Japan and other major economies in the world are actively laying
out their hydrogen energy industries, and have released hydrogen energy development
strategies and road maps, setting out a framework of action for hydrogen energy in terms
of production, storage and transportation, application aswell as technological innovation
and investment.

3.1 Analysis of Global Hydrogen Energy Strategic Planning

As sustainable energy development and new energy technologies continue to advance,
35 countries and regions have issued strategies related to hydrogen energy by 2022.

In terms of the spatial layout of global hydrogen energy strategy reports, including 17
European countries, 6 Asian countries, 5 South American countries, 2 North American
countries, 2 African countries and 2 Oceanian countries, it can be seen that the largest
number of European countries have published hydrogen energy reports, accounting for
about 50% of the world, becoming the global wind vane of hydrogen energy develop-
ment. In terms of global hydrogen energy strategy report time promotion are as shown
in Fig. 4, Japan took the lead in putting forward the Basic Hydrogen Energy Strategy
in 2017, and in 2019, other countries put forward their national-level hydrogen energy
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Japan
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Fig. 4. Global hydrogen strategy release time.

strategic plans one after another, especially in 2020 and 2021 when the global hydrogen
energy strategic plan release reaches its peak.

Through the analysis of the strategic planning reports on hydrogen energy in key
countries and regions such as China, the US, Japan, Germany, France, the UK and
the EU, it can be concluded that: countries generally formulate development strate-
gies from the needs of decarbonization development, energy security, economic growth
and the development of applied technologies, focusing on the directions of proton
exchange membrane electrolytic hydrogen production, organic liquid hydrogen stor-
age, low-temperature liquid hydrogen storage, hydrogen for power and scenic hydrogen
production.

3.2 Analysis of Hydrogen Energy Policies in Major Countries

United States

In order to ensure leadership in emerging technologies, the US attaches great importance
to the cultivation of technologies related to the upstream and downstreamof the hydrogen
energy industry chain, and policies continue to support research and development of
hydrogen energy and fuel cell technologies. Table 1 shows the strategic policy and
planning objectives for hydrogen energy in the US.

Through analysis, it can be concluded that the US hydrogen energy strategy is posi-
tioned as a reserve emerging technology. The US hydrogen energy is laid out in five
main areas: transportation fuels, power generation and grid balancing, residential and
commercial building fuel, industrial and long-distance transportation raw materials, and
industrial fuel.

European Union

The development of hydrogen energy in the EU mainly relies on the large-scale devel-
opment of renewable energy sources and perfect natural gas pipeline infrastructure to
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Table 1. Hydrogen strategy policy of United States

Country Strategic planning Release time Planning time Development goals

United States Road map to a US
hydrogen economy

2019 2025 US $ 2 billion annual
investment, 13 million
tonnes of hydrogen
demand, 150,000
FCEVs, 1000 hydrogen
refueling stations

2030 US $8 billion annual
investment, 17 million
tonnes of hydrogen
demand, 1.2 million
FCEVs, 4300 hydrogen
refueling stations

2050 68 million tonnes of
hydrogen demand,
representing 14% of
US end-use energy
demand and $750
billion in revenue

Department of Energy
Hydrogen Program
Plan

2020 2030 The electrolyzer costs
$300/kW and has a
lifetime of 80,000 h,
the PEMFC system
costs $80/kW and has a
lifetime of 25,000 h and
the SOFC system costs
$900/kW and has a
lifetime of 40,000 h

National clean
hydrogen strategy and
road map draft

2022 2030 10 million tonnes/year
of clean hydrogen
capacity at US$1/kg
clean hydrogen cost

2040 20 million tonnes/year
of clean hydrogen
capacity

2050 50 million tonnes/year
of clean hydrogen
capacity

promote the construction of green hydrogen production and hydrogen energy storage
and transportation systems, and to achieve the deep decarbonization of hydrogen energy
in transport, industry and buildings to support the energy transition and the green and
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low-carbon development of the European economy. Table 2 shows the strategic policies
and planning objectives of the EU on hydrogen energy.

Through the analysis, it can be concluded that the EU’s strategic positioning of
hydrogen energy is to position hydrogen energy as an important guarantee to promote
deep decarbonization and facilitate the energy transition. The EUhydrogen energy is laid
out for decarbonization in industry, the application of hydrogen fuel cell vehicles such as
heavy trucks and coaches, aviation and shipping transport, hydrogen power generation,
and hydrogen for households and buildings.

Table 2. Hydrogen strategy policy of European Union

Country Strategic planning Release time Planning time Development goals

European Union EU hydrogen strategy 2020 2024 At least 6 GW of
renewable hydrogen
energy electrolyzers
with a renewable
hydrogen production
of 1 million tonnes

2030 At least 40 GW of
renewable hydrogen
electrolyzers, 10
million tonnes of
renewable hydrogen
energy, EUR 24
billion–EUR 42
billion investment in
electrolyzers, EUR
220 billion–EUR 340
billion scenery to
provide electricity,
EUR 65 billion
hydrogen storage and
transportation

2050 About 1/4 of
renewable energy
generation will be
used for renewable
hydrogen production,
e180 billion–e470
billion for hydrogen
production and e850
million–e1 billion
for hydrogen
refueling stations

Japan
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Japan is the first country in the world to have a national strategy for hydrogen energy
development, with a clear policy orientation and progressive refinement of its content,
due to the constraints of resource and energy scarcity, and a strong focus on the develop-
ment of hydrogen energy-related technologies and the continued introduction of fiscal
and tax incentives. Table 3 shows Japan’s strategic policies and planning objectives
regarding hydrogen energy.

Through the analysis, it can be concluded that: Japan’s strategic positioning of hydro-
gen energy is to position hydrogen energy as an important way to guarantee energy
security and consolidate industrial foundation. Japan’s hydrogen energy is laid out in
the fields of transportation (hydrogen fuel cell vehicles and hydrogen refueling sta-
tions), hydrogen energy power generation, and domestic fuel cell combined heat and
power supply.

China

China has introduced a number of national-level planning policies to guide and encourage
the development of the hydrogen energy industry and to accelerate the development of
the whole industrial chain of hydrogen energy in “production, storage, transmission and
transportation”. Table 4 shows China’s strategic policies and planning objectives for
hydrogen energy.

Through the analysis, it can be concluded that the strategic positioning of hydrogen
energy in China is to make hydrogen energy an important part of the future national
energy system, an important carrier for the green and low-carbon transformation of
energy-using terminals, a strategic emerging industry and a key development direction
for future industries. China’s hydrogen energy is laid out in the fields of transportation,
energy storage, power generation and industry.

4 Strategic Analysis of Hydrogen Energy Technology

4.1 Analysis of Global Hydrogen Energy Technology Layout

The analysis of over 3000 hydrogen research projects from 2017 to 2022 is based on data
collected from government websites, key R&D institutions and well-known databases
(e.g. CODIS database) for major countries around the world.

The technological layout of global hydrogen research projects is characterized by the
following: the range of hydrogen technologies for electricity involved in hydrogen energy
projects in various countries is expanding; the investment in different technologies in
hydrogen energy projects in various countries is gradually increasing; hydrogen energy
projects in various countries are most deployed in the field of hydrogen for electricity,
followed by electrolytic hydrogen production and hydrogen storage.
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Table 3. Hydrogen strategy policy of Japan

Country Strategic planning Release time Planning time Development goals

Japan Basic hydrogen strategy 2017 2025 320 hydrogen refueling
stations, 200,000 fuel
cell vehicles

2030 30 yen/standard cube of
hydrogen, 800,000 fuel
cell vehicles, 1200 fuel
cell buses, 10,000 fuel
cell forklifts

2050 Hydrogen Society

Strategy for the
development of hydrogen
and fuel cell technologies

2019 2025 320 hydrogen refueling
stations, 200,000 fuel
cell vehicles

2030 30 yen/scale-cube
hydrogen supply cost,
900 hydrogen refueling
stations, 800,000 fuel
cell vehicles, 1200 fuel
cell buses

After 2030 20 yen/scale cube
hydrogen power
generation cost, 50,000
yen/kW electrolyzer

Green growth strategy in
conjunction with 2050
carbon neutrality

2020 2030 30 yen/scale-cube
hydrogen energy cost, 3
million tonnes of
hydrogen supply
(including more than
420,000 tonnes of clean
hydrogen)

2050 20 yen/bbl (below)
hydrogen, 20 million
tonnes of hydrogen
supply

4.2 Analysis of Hydrogen Energy Technology in Major Countries

United States

The emphasis on and support for hydrogen energy has increased each year from $13.06
million in 2018 to $7.1 billion in 2022 in the US. From 2018 to 2021, US hydro-
gen energy technology R&D funding focuses on advanced hydrogen production, stor-
age and transportation, fuel cell technology, and hydrogen gas turbine research, and in
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Table 4. Hydrogen strategy policy of China

Country Strategic planning Release time Planning time Development goals

China Energy technology
revolution innovation
action plan

2016 2030 A service life of 10,000 h
or more for PEMFC
distributed generation
systems and 40,000 h or
more for SOFC
distributed generation
systems

2050 Breakthroughs in
hydrogen energy
production with the
widespread application of
hydrogen energy and fuel
cells

2022 2025 Approximately 50,000
fuel cell vehicle holdings,
100,000–200,000
tonnes/year of renewable
energy hydrogen
production, and 1–2
million tonnes/year of
CO2 reduction

Medium and long-term
plan for the development
of hydrogen energy
industry

2030 A complete hydrogen
energy industry
technology innovation
system, clean energy
hydrogen production and
supply system

2035 To build an ecology of
diverse hydrogen
applications in transport,
energy storage and
industry and to increase
the share of renewable
energy in hydrogen
production

2022 the US focuses on clean hydrogen production, hydrogen transportation and stor-
age infrastructure, and end-use hydrogen including co-generation, and hydrogen power
generation, as shown in Fig. 5 and expanding into emerging market applications for
hydrogen energy, including medium and heavy duty trucks, data centers, ports, steel
manufacturing, stationary power, and building heating.

In recent years, project development in the US has focused on electrolytic hydrogen
production technology and hydrogen for electric power, with the number of projects in
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Fig. 5. Funding for hydrogen energy technology projects in the US.

these two categories accounting for over 70% of the total number of projects in the field
of hydrogen for electric power. This is shown in Fig. 6.
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Fig. 6. Proportion of total projects in each sector of hydrogen energy in the US.

For hydrogen electrolysis technology, the US laid out both proton exchange mem-
brane electrolysis hydrogen production technology from 2018 to 2020, and began to
focus on solid oxide electrolysis hydrogen production technology from 2019. In 2019,
the frontier laid out research on low-cost, durable electrode materials for alkaline anion
exchangemembrane electrolytic cell electrodematerial. In terms of hydrogen technology
for electric power, the US laid out both proton exchange membrane fuel cell technology
and solid oxide fuel cell technology from 2018 to 2022, and began to focus on hydrogen
gas turbine and co-generation technology research and development in 2021 and 2022,
respectively. In 2022, in addition to hydrogen production and use, the US focused on the
layout of large-capacity, long-cycle hydrogen storage technology, with special attention
to solid-state hydrogen storage and geological hydrogen storage Technologies.

Germany
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The EU provides funding for hydrogen energy research and development in Germany
through the EU research framework program “Horizon 2020” and “Horizon Europe”,
with a focus on hydrogen production from renewable energy sources, high-capacity,
long-cycle hydrogen storage and fuel cells for vehicles, as well as on the application of
hydrogen energy in industry, transport and power generation, as shown in Fig. 7.

Fig. 7. Proportion of total projects in each sector of hydrogen energy in Germany.

In recent years, German projects in the field of hydrogen energy for electricity have
focused on hydrogen technology for electricity, accounting for more than 50% of the
total number of projects in the field of hydrogen energy for electricity, as shown in Fig. 8.
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Fig. 8. Hydrogen energy in Germany by sector as a proportion of the total number of projects.

In terms of electrolytic hydrogen production technology, Germany has laid out solid
oxide electrolytic hydrogen production technology for four consecutive years from 2019
to 2022, and in 2020, carried out R&D on low-cost and durable electrode materials
for alkaline anion exchange membrane electrolyzers, but Germany has not laid out
research on proton exchange membrane electrolytic hydrogen production technology.
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In terms of hydrogen storage technology, Germany is focusing on low-temperature liquid
hydrogen storage technology and metal solid hydrogen storage material R&D in 2018–
2020, and on underground salt cavern hydrogen storage and organic liquid hydrogen
storage technology in 2021 and 2022 respectively. In terms of hydrogen technology for
electricity, Germany has laid out proton exchange membrane fuel cell technology and
solid oxide fuel cell technology for four consecutive years from 2018 to 2021, carried
out R&D on co-generation technology in 2021, and focused on hydrogen gas turbine
technology from 2021 to 2022. In 2022, Germany mainly focuses on the layout of solid
oxide electrolysis hydrogen production technology, proton exchangemembrane fuel cell
technology and hydrogen gas turbine technology.

Japan

Japan’s New Energy Industry and Technology Development Organization (NEDO) has
increased its funding for hydrogen energy year by year, from ¥15.1 billion in 2018 to
¥193.5 billion in 2022, with funding focused on hydrogen supply chains, fuel cells,
hydrogen refueling stations, hydrogen gas turbines, etc. In 2022, it has funded research
and development on the use of hydrogen in the steel-making process, focusing on the
application of hydrogen energy in transport, industry, power generation and construction
as shown in Fig. 9.

Fig. 9. Japanese hydrogen energy technology project funding.

In recent years, in the field of hydrogen for electricity, project development in Japan
has also focused on hydrogen technology for electricity, accounting for more than 60%
of the total number of projects in the field of hydrogen for electricity, as shown in Fig. 10.

For electrolytic hydrogen production technology, Japan conducted research and
development on proton exchange membrane electrolytic hydrogen production technol-
ogy and solid oxide electrolytic hydrogen production technology in 2018, and then
focused mainly on research on proton exchange membrane electrolytic hydrogen pro-
duction technology. For hydrogen for electricity, Japan has laid out proton exchange
membrane fuel cell technology, solid oxide fuel cell technology and hydrogen gas tur-
bine technology for five consecutive years from 2018 to 2022, withmore than 70 projects
deployed for proton exchange membrane fuel cell technology. In 2022, in addition to
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Fig. 10. Proportion of total projects in each sector of hydrogen energy in Japan.

hydrogen production and hydrogen use, Japan has also laid out organic liquid hydrogen
storage and scenic hydrogen production technologies.

China

China’s national key special project on hydrogen energy gradually increased R&D on
hydrogen energy technologies from 2018, with research focus on proton exchangemem-
brane electrolytic hydrogen production, low temperature liquid hydrogen storage, proton
exchange membrane fuel cells, cogeneration and Power-to-X in the last five years, and
hydrogen energy applications mainly focusing on power generation and transportation,
with an all-round layout of R&D on power hydrogen production, storage, hydrogen use
and electric-hydrogen coupling in 2021 and 2022 , as shown in Fig. 11.

Fig. 11. Funding for China’s hydrogen energy technology projects.

In recent years, in the field of hydrogen energy for electricity, project development
in China has mainly focused on the field of hydrogen-using technology, with the number
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of projects in this field accounting for 50% of the total number of projects in the field of
hydrogen energy for electricity, as shown in Fig. 12.
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Fig. 12. Proportion of China’s hydrogen energy projects in various fields to the total project.

For hydrogen production by electrolysis: China will start to lay out R&D on pro-
ton exchange membrane electrolysis technology from 2021 and increase R&D efforts
in 2022; and lay out R&D on solid oxide electrolysis hydrogen production technol-
ogy from 2022. For hydrogen storage: China will lay out the R&D of low-temperature
liquid hydrogen storage technology every year from 2019, and focus on and lay out
the R&D of metal solid hydrogen storage technology from 2022. For hydrogen use:
China has been laying out R&D on proton exchange membrane and solid oxide fuel cell
technologies since 2018, and on co-generation technologies every year since 2020. For
electric-hydrogen coupling: China lays out R&D on hydrogen production technology
for scenery in 2018 and 2021, focuses on and lays out R&D on Power-to-X technology
from 2021, and lays out R&D on hydrogen-grid interaction technology in 2020 only.
In 2022, China lays out R&D on electrolysis hydrogen production, hydrogen storage,
hydrogen for power and electric-hydrogen coupling.

5 Summary and Outlook

In summary, in terms of global hydrogen energy strategic layout, countries that have
issued hydrogen energy strategies have different development speeds and stages in this
field, but the development trend is roughly the same, that is, promoting the improvement
of hydrogen energy penetration in production and life, and ensuring the development of
low-carbon, clean and sustainable energy. In terms of research and development of sci-
ence and technology projects, different countries have different development priorities.
Compared with other countries, China and Japan all focus on the field of hydrogen gas
turbines. In addition, China has focused on co-generation.
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With the accelerated development of renewable energy, hydrogen production from
renewable energy will become an important direction of hydrogen energy development
in the future, and will form different levels of coupling influence with the power grid.
Establishing the coordination mechanism of electric-hydrogen coupling with clean elec-
tricity as the main source and hydrogen-based energy as the supplement, and building
a new physical form of power system with “electricity as the main source and electric-
hydrogen coupling”, will promote the coupling application of hydrogen energy in the
source, network, load and storage of the new power system, enhance the level of new
energy consumption, realize the large capacity and long time storage of electric energy,
and realize the interconnection and synergy optimization of various energy networks
such as electricity, heating and fuel. It will realize the interconnection and optimization
of various energy networks, such as electricity, heating and fuel, enhance the flexible
regulation capability of the power grid, and ensure the safe and stable operation of the
new power system.
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Abstract. Micro energy networks are an important way to achieve the “carbon
neutrality” goal. To further explore the potential of energy conversion in reducing
carbon emissions, this article proposes an optimized operation model for micro
energy networks with refined power-to-ammonia conversion. Based on the oper-
ation model considering carbon trading and comprehensive demand response, an
optimization model for micro energy networks with refined power-to-ammonia
conversion is established, with the objective of minimizing the system’s operating
cost and carbon emissions. Utilizing examples, various micro-source energy dis-
patch conditions are analyzed and the carbon emission costs, as well as the overall
operating costs of the micro energy network, are calculated. The results show that
compared with power-to-hydrogen conversion, using power-to-ammonia conver-
sion in micro energy networks can effectively reduce system carbon emissions,
with a decrease of 7.88% and a total operating cost reduction of 5.36%. This veri-
fies the feasibility of themodel and demonstrates that improving energy utilization
can achieve the synergistic operation of the system’s economy and low-carbon
emissions.

Keywords: Micro energy grid · Electro-hydrogen conversion · Carbon
emissions trading · Electro-ammonia conversion

1 Introduction

With the gradual maturity of hydrogen energy utilization technologies such as fuel cells,
hydrogen energy, ammonia energy, heat energy and electric energy will realize flexible
conversion and coupling development. Hydrogen energy and ammonia energy have
clean and low-carbon properties and potential for cross-border applications. They can
be widely used in transportation, industry and other fields. By widely promoting the
application of hydrogen energy in energy terminals, greenhouse gas emissions will be
effectively reduced. The concept of comprehensive demand response is evolved from the
traditional demand response. It guides users to participate in the system regulation at a
deeper level through the energymarket price signal, calms the load fluctuation on the user
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side, realizes resource coordination and optimization, and reduces costs and increases
efficiency [1–4]. Document [5] has built a cost evaluation system of power balance with
demand response, which provides a new way to solve the balance of power supply and
demand. Literature [6] divides users participating in demand response into rigid load and
price-sensitive load from load, indicating that demand response can effectively reduce the
comprehensive cost of system operation. Literature [7] establishes an economic dispatch
model considering thermal and electrical comfort and thermal power demand response,
adjusts the thermal power loadwithin the user’s comfort range, eases energy consumption
tension and reduces the system operation cost. Literature [8] uses the coupling and
complementarity of multiple energy sources to change the user’s energy use type but not
the user’s energy use plan, defines it as comprehensive demand response, and studies the
direct transaction strategy betweenMicro EnergyGrid (MEG) and suppliers, and verifies
the advantages of integrated demand response (IDR). IDR can promote the cascade
utilization of energy in the process of consumption and improve the efficiency of energy
utilization [9]. According to the flexible and coupling characteristics of electricity, gas
and heat loads, the document [10] establishes an optimal scheduling model considering
the comprehensive demand response of electricity, gas and heat loads. Literature [11]
optimizes the configuration of the energy storage system of the micro-energy network
with coupled demand response of electricity, gas and heat, aiming at the minimum
economic cost. The results show that the application of coupled demand response can
improve the economy of the system.

In the above documents, while using the electricity-to-gas technology to promote
the coupling between the power grid and the gas grid and the absorption of renewable
energy such as wind and light, the pre-reaction of electricity-to-natural gas is not consid-
ered, and the benefits of electricity-to-hydrogen in the two-stage operation process are
not considered. However, there are still some technical difficulties and safety problems
in large-scale hydrogen storage and transportation, and ammonia has begun to receive
attention. The molecular structure of ammonia is composed of one nitrogen atom and
three hydrogen atoms, containing more hydrogen atoms. It is a natural hydrogen storage
medium. Under normal pressure, it can be liquefied at −33 °C, which is convenient
for safe transportation. To sum up, this paper comprehensively analyzes the process of
converting electricity to hydrogen and hydrogen to natural gas, and uses fuel cells to
produce heat and electricity to improve the energy utilization rate on the basis of con-
sidering the comprehensive demand response of the user side and the optimal operation
strategy of the carbon trading mechanism; Because hydrogen energy is difficult to store
and transport, it is proposed to introduce ammonia energy and replace the electric to gas
equipment with electric to ammonia technology. Combined with an example, the two
optimization operation strategies are verified and discussed in terms of minimum total
operation cost and minimum carbon emissions.

1.1 MEG Structure

TheMEG system established in this paper includes three types of energy: heat, electricity
and gas. Its structure is shown in Fig. 1. The energy equipment in-cluded in the system
mainly includes wind turbine (WT), photovoltaic (PV), gas turbine (GT) and gas boiler
(GB); The energy storage system includes energy storage (ES), heat storage (HS) and gas
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storage (GS); Energy conversion equipment includes waste heat boiler (WHB), electric
boiler (EB), power to gas (P2G), etc.

Fig. 1. Schematic diagram of micro-energy network structure.

Figure 1 shows that the micro energy grid integrates energy production, energy
conversion, and energy consumption, and can operate independently or in parallel. Input
electric energy and gas energy on the supply side to meet the load demands of electricity,
gas, and heat on the load side.

The energyflow structurewithin themicro energy network is represented by amatrix:
⎡
⎣
Pload,t

Hload,t

Gload,t

⎤
⎦ =

⎡
⎣

1 0 ηGT

ηEB 1 ηGB

ηp2g 0 1

⎤
⎦

⎡
⎣
PP,t

PH,t

PG,t

⎤
⎦ +

⎡
⎣

−Pchr,t + Pdis,t

−Hchr,t + Hdis,t

−Gchr,t + Gdis,t

⎤
⎦ (1)

In the formula, Pload, t , H load, t , Gload, t are the electricity, gas, and heat load require-
ments within the micro energy network at time t; PP, t , PH, t , PG, t are the electric energy,
thermal energy, and gas energy consumed by the micro energy network at time t; Pchr, t ,
Pdis, t , Hchr, t , Hdis, t , Gchr, t , Gdis, t are the charging and discharging power of the elec-
tric storage equipment, heat storage equipment, and gas storage equipment in the micro
energy network at time t.

2 Refined Models for Electrogas and Electroammonia Conversion

Most of the existing studies, when modeling electric to gas equipment, generally only
consider the electric to methane process, without considering the electric hydrogen
production process [12]. Hydrogen energy is a highly efficient energy source that does
not generate carbon emissions. It has great application potential in the fields of chemical
engineering, thermal power production, transportation, and other fields. The two-stage
operation process of electricity to gas is shown in Fig. 2. Consider refining the MEG
structure of the electro-gas con-version process as shown in Fig. 3, and theMEGstructure
of the electro-ammonia conversion process as shown in Fig. 4.
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Fig. 2. Schematic diagram of micro-energy network structure.

Fig. 3. MEG structure diagram considering electric to gas conversion.

2.1 MEG Structure

Methane Reactor (MR) uses hydrogen to reduce a certain amount of CO2 to produce
methane. The entire process is pollution-free and can consume a certain amount of
CO2. The flow chart is shown in Fig. 5. Methane can be supplied to system users and
equipment.

This process is an exothermic process with low efficiency, and its model can be
expressed as:

⎧⎪⎨
⎪⎩

MRg(t) = ηMRPMR,H2(t)

PMR,H2,min ≤ PMR,H2(t) ≤ PMR,H2,max

�PMR,H2,min ≤ PMR,H2(t + 1) − PMR,H2(t) ≤ �PMR,H2,max

(2)

In the formula, PMR, H2 (t) is the hydrogen energy consumed by MR during the t
period; MRg (t) is the natural gas power produced by MR during period t; ηMR is the
conversion efficiency of MR; PMR, H2, min are the upper and lower limits of hydrogen
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Fig. 4. MEG structure diagram considering electro-ammonia conversion.

Fig. 5. Hydrogen to methane process.

energy consumption byMR;�PMR,H2,max,�PMR, H2, min are the upper and lower limits
of the MR output ramp.

2.2 Electroammonia Conversion Model

The process of producing ammonia from hydrogen is to synthesize nitrogen and hydro-
gen into ammonia through a Haber ammonia synthesis reactor. The flow chart is shown
in Fig. 3. The process model can be expressed as:

EH2(t + 1) = EH2(t) + ηH2,chrPH2,chr(t + 1) − PH2,dis(t + 1)

ηH2,dis
(3)

PH2,chr,min ≤ PH2,chr(t) ≤ PH2,chr, max

PH2,dis,min ≤ PH2,dis(t) ≤ PH2,dismax
(4)
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EH2,min ≤ EH2(t) ≤ EH2,max (5)

UH2,dis(t) + UH2,chr(t) ≤ 1 (6)

In the formula, EH2 (t) is the capacity of the hydrogen storage tank at time t; PH2,
chr (t), PH2, dis (t) are the input and output power of the hydrogen storage tank at time
t, respectively; ηH2,chr, ηH2, dis: storage and discharge efficiency of hydrogen storage
tanks; EH2, max, EH2, min are the upper and lower limits of the hydrogen storage tank
capacity; UH2, chr (t), UH2, dis (t) are respectively the charging and discharging states of
the battery at time t, 0 represents the stop state, and 1 represents the operation state.

The ammonia storage tank model is similar to the hydrogen storage tank model and
will not be described again.

3 Solution of Electric Heating Integrated Energy System

3.1 Objective Function

In order to analyze the economy and carbon emissions of themulti-energy coupledmicro
energy grid model established in this article, the objective function is to minimize the
total operating cost of the system, including system energy purchase cost, equipment
operation andmaintenance cost, and carbon trading cost, whilemeeting the requirements
for electricity, gas, and heat loads within the system and equipment constraints, namely:

F = min(Fgrid + Fgas + Fop + FMEG) (7)

In the formula, Fgrid—MEG power purchase cost; Fgas—MEG gas purchase cost;
Fop—MEG operation and maintenance cost; FMEG—MEG carbon transaction cost.

(1) Grid interaction costs

Fgrid =
24∑
t=1

(vgrid,b(t)Pbuy(t)+vgrid,s(t)Psell(t)) (8)

In the formula, vgrid, b (t)—the electricity purchase price at time t; vgrid, s (t)—the
electricity selling price at the time of t; Pbuy (t)—purchasing power at t time; Psell
(t)—Power sold at time t.

(2) Gas purchase cost

Fgas =
24∑
t=1

vgas(t) · Gnet(t)/LHVgas (9)

In the formula, vgas(t)—the purchase price of gas at time t; Gnet(t)—gas purchasing
power at time t; LHVgas—Low calorific value of natural gas, taken as 9.78 kWh/m3.
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(3) Equipment operation and maintenance costs

Fop =
∑
n

KnPn(t) (10)

In the formula, Kn refers to the unit operation and maintenance cost of equipment
n (including gas turbine, battery, heat storage tank, gas storage tank, photovoltaic unit,
wind turbine unit, gas boiler, waste heat boiler, methane reactor, fuel cell, hydrogen
storage tank, ammonia storage tank, etc.); Pn (t)—The input power of the device n
operating at time t.

3.2 Constraint Condition

On the basis of fully considering the operating characteristics of the respective sub-
systems of the electricity ammonia conversion model and the micro energy grid, the
following constraints are selected:

(1) The electrical power balance constraint

PWT(t) + PPV(t) + PGT(t) + Pgrid(t) − Pbt,chr(t)+
Pbt,dis(t) − Peb(t) − PEL(t) + FCNH3,e(t) = Loadele(t)

(11)

(2) Heat power balance constraints

HGB(t) + HWHB(t) − Htst,chr(t) + Htst,dis(t)

+Heb(t) + FCNH3,h(t) = Loadheat(t)
(12)

(3) Ammonia power constraint

sum(NRg) = sum(PFC,NH3) (13)

In the formula, PFC, NH3—ammonia energy input to the fuel cell. That is, the
amount of electric ammonia conversion within an operating cycle is equal to the amount
consumed by the fuel cell.

3.3 Solution Method

The research on optimal operation of micro energy networks includes two basic pro-
cesses: modeling and solving. The methods for solving optimization problems include:
(1) mathematical programming; (2) Heuristic optimization method.

The optimal operation of the micro energy network solved in this paper is a mixed
integer linear programming problem, which constructs a comprehensive electric heat-
ing energy system model considering the carbon trading mechanism and user demand
response; Fully consider the chemical characteristics between electric to gas and elec-
tric to ammonia conversion, establish a mathematical model, and incorporate it into the
electrothermal comprehensive energy system model; Under the conditions of satisfying
the output constraints of each module of the system and the energy balance of the power
system, the Cplex solver is invoked on the Matlab platform using the Yalmip toolbox to
solve the model.
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4 Example Analysis

In order to verify the effectiveness of the model proposed in this article, the optimized
operation model built in document [1] refined the electric to gas conversion process,
adding fuel cells, hydrogen storage tanks, fuel cells, ammonia storage tanks, and other
equipment. The parameters are shown in Table 1.

Table 1. Equipment parameters.

Micro power supply Rated power/kW Productiveness/%

Electric tank 800 0.85

Methane reactor 250 0.6

Electroammonia conversion 800 0.7

Fuel cell 600 0.65 (electricity)

0.35 (heat)

To verify the effectiveness of the proposed model, this article intends to conduct a
comparative analysis of the following two scenarios.

Scenario 1: Consider switching electricity to gas.
Scenario 2: Consider electricity ammonia conversion.

The actual carbon emissions and total cost under each working condition are shown
in the Table 2. According to Table 2, compared to electric hydrogen conversion, using
electric ammonia conversion in micro energy networks can effectively reduce system
carbon emissions by 7.88% and total operating costs by 5.36%.

Table 2. Running cost.

Operating mode Total cost/yuan Power purchase
cost/yuan

Gas purchase
cost/yuan

Carbon
emissions/kg

1 19,554 2161.97 14,919.22 11,482.06

2 18,014 1317.73 15,544.87 10,866.55

(1) The optimized scheduling results for electricity, gas, and heat in Scenario 1 are
shown in Figs. 5, 6, and 7.

Figure 5 shows that during periods when users have less demand for electricity load
(nighttime periods), due to the relatively rich output of wind power generation, elec-
trolytic cell equipment converts it into hydrogen energy for storage, charging batteries,
or heating through electric boilers; During peak hours of user electricity load, due to high
electricity prices, the difference in electricity load demand is supplemented by fuel cells,
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Fig. 6. Power dispatching results.

reducing the purchase of electricity from the large grid, and relying on the efficiency
and cleanliness of hydrogen energy to reduce the carbon emissions of the system.

Fig. 7. Gas scheduling results.

Figure 6 shows that since hydrogen energy is produced from natural gas through
a methane reactor and then heated and powered by GB and GT, there is a significant
capacity loss during the energy conversion process, while fuel cells have a high efficiency
in cogeneration, so fuel cells are preferred for producing electricity and heat.

Fig. 8. Heat scheduling results.

Figure 7 shows that during the peak period of electrical load, due to the combined
heat and power generation effect of fuel cells, while meeting the electrical load, a large



Study on Optimization Operation of Micro-Energy Network 461

amount of heat energy is also produced, reducing the output of gas fired boilers at this
time and reducing the consumption of natural gas.

(2) The optimized scheduling results for electricity, gas, and heat in Scenario 2 are
shown in Figs. 8, 9, and 10.

Fig. 9. Power dispatching results.

Figure 8 shows that during the low demand period for electricity load of users, due
to the high output of wind power generation, electric ammonia production equipment is
used to convert it into ammonia energy for storage or to charge the battery; The difference
between the user’s electricity load and the electricity load during peak electricity prices
is supplemented by fuel cells to reduce the purchase of electricity from the large power
grid. As ammonia is a carbon free fuel and is converted from clean energy, it can reduce
the system’s operating costs and reduce the system’s carbon emissions.

Fig. 10. Gas scheduling results.

Figure 9 shows that in this section, electric ammonia production equipment is used
instead of traditional electric gas conversion equipment, and the conversion efficiency is
high. Therefore, there is no conversion of electric energy to natural gas, but natural gas
is relatively clean, so natural gas is still the main source of energy in the micro energy
grid. Based on time-sharing gas prices, achieve low storage and high production.

Figure 10 shows that during the peak period of electrical load, due to the combined
heat and power generation effect of fuel cells, while meeting the electrical load, a large
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Fig. 11. Heat scheduling results.

amount of heat energy is also produced, reducing the output of gas fired boilers at this
time, reducing the consumption of natural gas, thereby reducing the system operating
costs and carbon emissions (Fig. 11).

5 Conclusion

This article first introduces the advantages of hydrogen and ammonia energy sources,
expounds the production processes of electric conversion of methane and ammonia, and
then selects equipment based on the types and characteristics of electrolytic cells, fuel
cells, and hydrogen/ammonia storage tanks in combination with MEG requirements,
and establishes corresponding mathematical models. Consider the impact of refining the
electric to gas process and replacing traditional electric to gas equipment with electric
to ammonia on the operation of the micro energy grid.

(1) Based on the optimization model of demand response, further consider refining the
electro-gas conversion process, consider the advantages of high hydrogen energy
density and high conversion efficiency, and reduce energy waste in the hydrogen
to methane process. With the minimum operating cost and carbon emissions as
the objective functions, establish a MEG optimization operation model, and use a
Cplex solver to solve. Simulation results show that the optimized operation model
can improve the utilization efficiency of renewable energy, reduce the use of fossil
energy, and further reduce the carbon emissions of the system.

(2) The advantages of ammonia energy in the energy field are explained. Due to its
carbon free, easy to obtain, easy to store and transport, and the bulk energy density
of liquid ammonia far exceeds that of liquid hydrogen and hydrogen, it is proposed
to use electric ammonia conversion equipment to replace traditional electric gas
conversion equipment. On the premise of meeting the user’s load requirements,
with the minimum operating cost and carbon emissions as the objective function, a
MEG optimization operation model is established and solved using a Cplex solver.
The results of an example show that the optimization model can improve energy
utilization efficiency, reduce system carbon emissions, and provide a new idea for
the consumption of renewable energy in remote and transportation inconvenient
areas on the basis of minimum operating costs.
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Abstract. Compared to singlemetal site catalysis, the bimetallic synergistic strat-
egy can exploit the complementary ability of different active sites for active species
uptake and desorption to develop excellent catalysts. Pure phase metal phosphides
are a disadvantage as a promising electrocatalyst for platinum-free hydrogen pre-
cipitation with either too strong or too weak adsorption of hydrogen. Here, syn-
thetic Fe-doped CoP particles anchored with MWCNTs, which exhibited excel-
lent catalytic performance for HER, required an overpotential of 123 mV to reach
10 mA cm−2, with a Tafel slope of 58.8 mV dec−1. It was found experimentally
that Fe doping improved the conductivity of the catalyst regulated the electronic
structure of CoP, and optimized the overall hydrogen adsorption energy of the
catalyst. The difference in hydrogen adsorption strength of Fe, Co is used to break
the symmetry constraint of single active center and improve the intrinsic activity
of the catalyst, a strategy that can be used to guide the preparation of inexpensive
and high performance catalysts.

Keywords: Fe-doped CoP · HER · Synergistic strategy

1 Introduction

Traditional fossil fuel resources are dwindling, and their combustion produces large
amounts of pollutants and greenhouse gases, which have a serious impact on the envi-
ronment. Therefore, developing clean energy is amajor challenge facing theworld today.
Hydrogen (H2), with a calorific value of≈282 kJmol−1, is a clean and sustainable energy
source and an ideal substitute for fossil fuels [1–3]. The combustion of hydrogen does
not produce greenhouse gases such as carbon dioxide, which can effectively reduce air
pollution and greenhouse gas emissions [4]. Electrocatalytic hydrogen evolution can pro-
duce clean hydrogen through the reaction of splitting water into hydrogen and oxygen,
which can be used as a clean energy medium [5].

The hydrogen evolution reaction (HER) to produce hydrogen gas from cheap elec-
trons generated by renewable energy is a central issue in the manufacture of zero-carbon
and carbon-neutral energy carriers [6]. Currently hindering the development of HER is
the lack of catalysts with high performance and excellent stability. The current study
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shows that noble metal-based catalysts (Pt, Ru, Ir, etc.) exhibit the best catalytic perfor-
mance in electrochemical water splitting [7–10]. However, the scarcity of global reserves
and high price of precious metals limit their wide application.

Attempts have been made to replace noble metal-based electrocatalysts with tran-
sition metals. Non-noble metal alloys, transition metal sulphides [11–15], phosphides
[16–22], carbides [1, 23], and nitrides [24–28] have demonstrated their potential as effi-
cient and durable HER catalysts. Among them, CoP is the most promising substitute
due to its high catalytic activity and durability [29–31]. Although the morphology of
phosphide has been tuned to obtain a large number of active sites, unfortunately, its
performance and durability are still not ideal compared with the noble metal Pt.

In order to improve the intrinsic activity of metal phosphide HER, doping with
metallic elements becomes apromising approachCharge transfer between external atoms
and the host occurs, and the electronic structure is adjusted to enhance the kinetic process
of HER.Most of the current studies focus on the doping of noble metal atoms to improve
HER performance, and there is a lack of research on transition metal element doping.
In addition, the limited enhancement of HER performance of transition metal-doped
phosphides has hindered the research of cheap and durable CoP catalysts.

Fe3+ is more acidic among transition metals and can serve as lewis acid sites. Specif-
ically, Fe3+ with higher acidity than Co2+ can pull electrons from the neighboring Co-
P bond, reducing the electronic energy associated with Co2+ oxidation and causing
a positive change in the corresponding Co redox [6]. Therefore, we hypothesize that
the enhanced HER activity can be attributed to the introduction of more acidic sub-
stituents into more electron-rich Fe centers through inductive effects. The electron-rich
Fe provides electrons to protons, which are easily trapped and form Had active mate-
rial. After giving a certain voltage, enough Had is accumulated and then transferred to
the electron-deficient Co sites, where Co is beneficial for proton desorption. Both of
them have different tasks and synergistically improve the performance of HER. This
bimetallic synergistic effect is helpful to guide us to discover more potential catalysts.

2 Experiment Section

2.1 Chemicals

Iron chloride hexahydrate (FeCl3·6H2O), cobalt chloride hexahydrate (CoCl2·6H2O),
Sodium hypophosphite (NaH2PO2·H2O), methanol (CH3OH) and hexamethylenete-
tramine (HMT) were purchased from Sigma-Aldrich and directly used without further
purification. Ultrapure deionizedwater (DI, 18.4M� cm−1) was used in all experiments.
MWCNTswere purchased fromTanfengTech. Inc (China). Cabon paperHCP020Pwere
purchased from Shanghai Hesen Electric Co., Ltd (China).

2.2 Preparation of Co1−xFexLDH/MWCNTs

In a typical synthesis process of Co0.75Fe0.25LDH/MWCNTs, the total moles of Co and
Fe are 2. The MWCNTs (100 mg) was dispersed into the water of 70 mL to form a dis-
persion solution under continuous ultrasonication. Subsequently, 0.5 mmol iron chloride
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hexahydrate (FeCl3·6H2O), 1.5 mmol cobalt chloride hexahydrate (CoCl2·6H2O), and
0.875 mmol hexamethylenetetramine (HMT) were added into the above solution under
vigorous stirring. The solution was refluxed at 100 °C for 5 h in an oil bath, and then
the precipitates were collected by centrifugation for several times with water and alco-
hol. The samples were dried at 60 °C overnight to obtain Co0.75Fe0.25LDH/MWCNTs.
For comparison, the bulky Co0.75Fe0.25LDH samples without MWCNTs were also
obtained under the same conditions. Other CoFeLDH/MWCNTs, prepared by adjusting
the proportion of Fe.

2.3 Preparation of Co1−xFexP/MWCNTs

To prepare the Co0.75Fe0.25P/MWCNTs, a low temperature phosphidation method
was employed here. In details, 300 mg of NaH2PO2·H2O and as-synthesized
Co0.75Fe0.25P/MWCNTs were placed in the quartz boats individually, and then placed
in two separate positions within the tube furnace. The furnace was heated up to 300 °C
with a temperature ramping rate of 5 °C/min and kept at 300 °C for two hour under an
N2 flow of 100 sccm.

2.4 Electrochemical Measurements

The catalyst ink was prepared by dispersing 4 mg of various catalysts into 1 mL of
the mixed solvent containing water, ethanol and 5% Nafion with a volumetric ratio of
768:200:32. For the preparation of the catalytic electrodes, 10μL of the catalyst ink was
loaded onto a carbon paper (CP) electrode. A CHI760E electrochemical workstation
was used to conduct all the electrochemical tests, with an CP as the working electrode, a
graphite rod as the counter electrode, a Hg/Hg2SO4 electrode as the reference electrode,
and 0.5 M H2SO4 as the electrolyte. The CV result is shown in Fig. S1. Before the
electrochemical test, E(RHE) = E(Hg/Hg2SO4) + 0.71 V for 0.5 M H2SO4 electrolyte.

3 Results and Discussion

The morphology of the catalysts was characterized by SEM and TEM. The SEM images
(Fig. 1a) showed that the nanoparticles were grown on the surface of the MWCNTs
and the surface-grown catalysts encapsulated the MWCNTs to form a core-shell struc-
ture. This structure may provide more active sites for the HER reaction and is thought
to improve the catalytic performance. As shown in Fig. 1b, the lattice spacings of
Co0.75Fe0.25P/MWCNTs of 0.243, 0.238 and 0.283 nm correspond to [111], [201] and
[002] crystal planes, respectively, which are very close to the lattice spacings of the corre-
sponding crystal planes of (CoFe)P2. The high-angle annular dark field image (HAADF)
map shows that the nanoparticles are uniformly dispersed on the surface of MWCNTs
(Fig. 1c), which also indicates that electrons can interact with the catalyst nanoparticles
rapidly through the MWCNTs channels. The STEM-EDX map shows the same distri-
bution area of Fe, Co and P elements, which proves that the products are uniformly
distributed on the surface of MWCNTs, indicating that Fe doped CoP was successfully
synthesized (Fig. 1d).
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Fig. 1. (a) SEMand (b)HR-TEMimageofCo0.75Fe0.25P/MWCNTs. (c)HAADF-STEMimages
and the corresponding. (d) STEM-EDX of Co0.75Fe0.25P/MWCNTs.

The surface composition and chemical properties of Co0.75Fe0.25P/MWCNTs were
investigated by x-ray photoelectron spectroscopy (XPS). As shown in Fig. 2a, the Co 2p
XPS spectra of Co0.75Fe0.25P/MWCNTs had characteristic peaks at 781.8 and 797.9 eV,
which were assigned to Co3+ [32]. The Co 2p XPS spectra had characteristic peaks at
783.7 and 799.2 eV, which were assigned to Co2+, and the other peak positions were
assigned to satellite peaks. The characteristic peaks of Fe 2p XPS spectra (Fig. 2b)
in Co0.75Fe0.25P/MWCNTs at 712.4 and 726.3 eV, which are attributed to Fe3+. The
characteristic peaks of Fe 2p XPS spectra at 710.2 and 724.5 eV, which are assigned to
Fe2+, and other peak positions are attributed to satellite peaks [33]. The Co 2p and Fe
2p XPS spectra of Co0.75Fe0.25P/MWCNTs indicate that the acidic Fe3+ pulls electrons
out of the Co site, leading to a change in the electronic structure of the catalyst. The
characteristic peaks of the O 2p XPS spectra (Fig. 2c) in Co0.75Fe0.25P/MWCNTs at
531.8 and 533.3 eV, respectively attributed to surface oxygen and exogenous oxygen.
The lattice oxygen is not found in the O 2p XPS spectra, which indicates that no metal
phosphate is formed [34]. P 2p XPS spectra at 130.1 and 131.2 eV for the low valence
P [35] and higher binding energy at 134.3 eV are attributed to PO4

3− or P2O5, which is
attributed to the oxidation of the surface P element [36].

The HER activity of Co0.75Fe0.25P/MWCNTs in 0.5 M H2SO4 was determined by
linear scanning voltammetry (LSV). For comparison, CoP/MWCNTs, FeP/MWCNTs
and 20% Pt/C loaded on carbon paper (CP) substrates were prepared. The LSV (Fig. 3a)
showed that Co0.75Fe0.25P/MWCNTs had a higher activity towards HER with an over-
potential of only 126 mV at 10 mA cm−2, which was significantly smaller than that on
CoP/MWCNTs (233 mV) and FeP/MWCNTs (160 mV).

As shown in Fig. 3b, Co0.75Fe0.25P/MWCNTs delivered a small Tafel slope of
89.8 mV dec−1, close to that for the commercially available Pt/C catalyst (48.9 mV
dec−1), which was lower than CoP/MWCNTs (102 mV dec−1) and FeP/MWCNTs
(100 mV dec−1), indicating favorable HER activity. To predict the intrinsic catalytic
reaction kinetics of the sample, the Tafel slope was derived from the corresponding
polarization curve using the Tafel formula (η = a + b log j, where b is the Tafel slope,
and j is the current density). A lower Tafel slope indicates more efficient hydrogen
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Fig. 2. (a) High-resolution XPS spectra of Co 2p, (b) Fe 2p, (c) O 2p and (d) P 2p for
Co0.75Fe0.25P/MWCNTs.

reaction evolution dynamics, meaning that increasing the same current density requires
smaller overpotentials.

It is well known that under a specific set of conditions, theHERmechanism is divided
into two steps in acidic solution, which are electrochemical adsorption process (Volmer)
and desorption process (Heyrovsky or Tafel). Generally, a Tafel slope of 120 mV dec−1

indicates that the Volmer step is the rate-determining step:

H− + e− + ∗ → ∗Hads

This step is followed by either an electrochemical desorption step (Heyrovsky
reaction, Tafel slope is 40 mV dec−1) [37],

H− + e− + * + *Hads → H2+2∗
or a recombination step (Tafel reaction, Tafel slope is 30 mV dec−1) [38, 39],

*Hads + *Hads → H2+2∗
The rate-determining step of Pt/C follows the Volmer-Heyrovsky mechanism in

0.5 M H2SO4 solution according to the literature. The Tafel slope of CoP/MWCNTs
and FeP/MWCNTs increased to 102 and 100 mV dec−1, all of them indicated a
tendency to limit the absorption of H+ on active sites (Volmer Step). The slope of
Co0.75Fe0.25P/MWCNTs (89.8 mV dec−1) implies that the reaction mechanism is the
Volmer-Heyrovsky mechanism in the HER, in which the rate-determining step is the
desorption process and the reaction kinetics is optimized. Analysis of the overpotential
and Tafel shows that Fe has a large effect on HER performance. In Fig. 3c, the practical
H2 yield is basically agreement with the theoretical value, giving a faradaic efficiency of
nearly 99% for HER in 0.5 M H2SO4. The electrochemical impedance spectrum shows
a charge transfer resistance of 7.1 � for Co0.75Fe0.25P/MWCNTs, which is close to
Pt/C (7 �) and less than CoP/MWCNTs (10.2 �) and FeP/MWCNTs (8.9 �). This also
indicates that Fe doping modulates the electronic structure of the catalysts, making the
charge transport more efficient.
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Fig. 3. (a) SEMand (b)HR-TEMimageofCo0.75Fe0.25P/MWCNTs. (c)HAADF-STEMimages
and the corresponding (d) STEM-EDX of Co0.75Fe0.25P/MWCNTs. (a) HER-LSV curves of
Co0.75Fe0.25P/MWCNTs, CoP/MWCNTs, FeP/MWCNTs and Pt/C. (b) Tafel plots of different
samples. (c) Faraday efficiency ofHER forCo0.75Fe0.25P/MWCNTswith constant current density
of 100mAcm−2. (d)Nyquist plots forCo0.75Fe0.25P/MWCNTs,CoP/MWCNTs, FeP/MWCNTs
and Pt/C.

The electrochemical double layer capacitance (Cdl) was determined by cyclic
voltammetry (CV). As shown in Fig. 4a, b and c, Co0.75Fe0.25P/MWCNTs exhib-
ited a larger Cdl of 3.2 mF cm−2 in contrast to CoP/MWCNTs (2.2 mF cm−2) and
FeP/MWCNTs (2.1 mF cm−2). The larger electrochemically active surface area of
Co0.75Fe0.25P/MWCNTs indicates that the Fe doped CoP is a dual active site.

Fig. 4. CV curves at the non-Faradic region of (a) Co0.75Fe0.25P/MWCNTs, (b) CoP/MWCNTs
and (c) FeP/MWCNTs. (d) Double-layer capacitance (Cdl) of Co0.75Fe0.25P/MWCNTs,
CoP/MWCNTs and FeP/MWCNTs.

When evaluating HER electrocatalysts, the TOF value at the overpotential of−0.2 V
versus RHE reveal the intrinsic activity of the catalyst. According to the estimated num-
ber of active sites, the TOF value (Fig. 5a) of each active site of Co0.75Fe0.25P/MWCNTs,
CoP/MWCNTs and FeP/MWCNTs in 0.5 M H2SO4 was calculated. As shown in
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Fig. 5a, the TOF value of Co0.75Fe0.25P/MWCNTs (0.18 s−1) was higher than that
of CoP/MWCNTs and FeP/MWCNTs, which further indicates the synergistic effect of
the bimetallic sites. The ECSA-normalized specific activity (SA) at η = −200 mV is
shown in Fig. 5b. Co0.75Fe0.25P/MWCNTs (SA = 556 μA cm−2) offers higher specific
activity than the bare CoP/MWCNTs (SA = 386 μA cm−2) and FeP/MWCNTs (SA =
86μAcm−2), demonstrating the effectiveness of the bimetallic synergy strategy. Further-
more, the mass activity (MA) is calculated at the overpotential (η) of−200mV (Fig. 5c),
and Co0.75Fe0.25P/MWCNTs shows higher MA (107 A g−1) than CoP/MWCNTs (MA
= 52 A g−1), and FeP/MWCNTs (MA= 11 A g−1). The corresponding specific activity
and mass activity of HER at the overpotential of −200 mV were showed in Fig. 5d,
which demonstrating the bimetallic synergistic strategy is potentially applicable to the
exploration of superior catalysts.

Fig. 5. a Turnover Frequency (TOF) plots of Co0.75Fe0.25P/MWCNTs, CoP/MWCNTs and
FeP/MWCNTs. b OER-LSV curves for specific activity, and c mass activity of different cata-
lysts. d The corresponding specific activity and mass activity of OER at the overpotential of −
0.2 V versus RHE.

4 Conclusion

In summary, the Co0.75Fe0.25P/MWCNTs catalyst with heterogeneous structure and
strong metal carrier interaction was synthesized by hydrothermal method. A series of
physical characterization and chemical experiments showed that the unique bimetallic
synergy of the Co0.75Fe0.25P/MWCNTs composite and the SMSI between the nano-
nanoparticles and the MWCNTs substrate give the material superior electronic conduc-
tivity, abundant active sites and stable structure, which are the fundamental reasons for
its high electrocatalytic HER activity and stability. The Co0.75Fe0.25P/MWCNTs cata-
lysts have an overpotential of only 126 mV at a current density of 10 mA cm−2 in 0.5 M
H2SO4 solution and TOF values as high as 0.18 s−1 at an overpotential of −200 mV.
The bimetallic synergy can provide a promising strategy for the design of superior HER
catalysts. Provides a promising strategy for the design of superior HER catalysts.
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Abstract. The hybrid trains use hydrogen fuel cells and lithium-iron phosphate
batteries as energy sources. The powertrain has the advantage of zero emissions
and high energy efficiency due to optimizing the power distribution strategy and
the recovery of braking energy. This paper proposes an energy management strat-
egy based on the Dynamic Programming Algorithm (DPA) to optimize the power
allocation of both power sources to guarantee the power performance of the train
and achieve optimal operation at the cost. The method is based on a dynamic
programming algorithm to determine the optimum output power of a hydrogen-
fuelled engine. Based on the operating characteristics of the train and the char-
acteristics of the respective power sources, the objective function and constraints
are established, and the principles for selecting the parameters of the optimization
algorithm are presented. Finally, as a driving condition, the train is operated on a
specific line in a minimum time operation. The vehicle model and control strat-
egy designed in Matlab/Simulink environment is jointly simulated and verified.
Simulation results show that the proposed optimization strategy results in signifi-
cant savings in hydrogen consumption for the hybrid train compared to the SOC
equalization strategy and better meets the train power performance requirements.

Keywords: Hybrid trains · Hydrogen fuel cells · Lithium iron phosphate
batteries · Energy management · Dynamic programming

1 Introduction

The transportation industry is actively developing hydrogen-fuelled hybrid trains to
reduce pollution emission levels due to the green and efficient nature of new energy
sources and the shift in energy layout. When used as a power source in vehicles, fuel
cells have soft output characteristics and poor dynamic performance, so they are slow
to transmit power and need to be used in conjunction with auxiliary energy sources
such as batteries [1]. Hybrid systems offer high energy and power densities and better
vehicle dynamics, but they also require energy management systems to distribute energy
between multiple sources for optimum efficiency and performance [2]. Current hybrid
energymanagement strategies have evolved into twomain categories, namely rule-based
control and optimization-based control.
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The rule-based algorithm relies on knowledge of the operating characteristics of the
hybrid system components as well as relevant engineering experiences, such as State
Machine Control (SMC) and theWavelet-fuzzy Logic Control (WFLC) type of strategy.
Zhang et al. [3] proposed a power allocation algorithm based on wavelet decomposition
for energymanagement. Caux et al. [4] tested an online fuzzy logic algorithm, andErdinc
et al. [5] built upon this research by integrating the algorithms of wavelet decomposition
and fuzzy logic.

Optimization-based algorithms include Dynamic Programming (DP), Equivalent
Consumption Minimization Strategy (ECMS), and Pontryagin’s Minimum Principle
(PMP), in which ECMS and PMP are instantaneous optimization algorithms and DP
is a global optimization algorithm. Motapon et al. [6] discuss a comparative analysis
between different optimal power allocation methods. A popular selection technique for
optimal power allocation in hybrid vehicles is dynamic programming (DP). This method
is widely used to control the degree of mixing between sources of vehicles, whether they
are internal combustion engine (ICE) based or purely electric [7]. This algorithm is used
to solve recursive problems, guarantees optimality within a certain tolerance range, and
is easy to implement [8]. The main problem with DP is the dimensional catastrophe,
where the number of states grows exponentially with time [9]. In [10], DP was used to
test the impact of battery weight and storage capacity on the cost of operation.

2 Efficient Energy Management Strategies Based on Dynamic
Programming Algorithms

2.1 General Formulas for Dynamic Programming

This paper investigates the problem of distributing the power of the fuel cell and the
battery so that the cost function is minimized subject to constraints. The entire run time
is discretized into T phases by step �t, which are equally spaced along the length of the
driving cycle.

The power of the fuel cell or the power of the battery can be considered as the control
vector. By fixing one, the other can be derived from the power balance equation, so this
power fixing method helps to solve the problem more easily and is easy to program.
In this case, the fuel cell power is chosen as the control vector, and the control vector
x consists of a range from the lower fuel cell power limit PfcL to the upper fuel cell
power limit PfcH discretized in equal steps. The cell then satisfies the residual capacity
requirement within the SOC constraint.

The total number of nodes is S× T, which depends on the number of selected states
and time samples. Each of these nodes can be indexed according to its current stage
position and corresponding state. For example, node Niuj corresponds to the node at
step N and state uj. Equation (1) shows that the total Fiuj cost associated with each node
at a certain time step is the sum of its node cost and the minimum value of all transition
costs at the node from the previous time step.

Fiuj = Ciuj +min
k

[
Ruk ,iu

]
i = 1 : T ; j, k = 1 : S (1)
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2.2 Equation Establishment and Constraint Implementation Method

To simplify the problem, the power required for the vehicle driveline, Preq = Pele +
Paux, is first calculated and used as input to the optimization problem. Pdc is the control
variable and SOC is the state variable.

Nodal costs and transition costs are defined. The nodal cost shown in (2) calculates
the cost of the energy from the fuel cell and the battery. It also treats the braking energy as
equivalent to the fuel cell energy. This is because the dissipated energy initially comes
from the fuel cell. The cost of the fuel cell considers primarily the cost of hydrogen
consumption. This cost also takes into account the cost of electricity in the charging and
discharging phases of the battery.

J = min
N−1∑

k=0

Cfc,k + Cbat,k (2)

where Cfc and Cbat are the fuel cell and battery pack costs respectively. These two cost
variables can be expressed as in Eq. (3).

{
Cfc = Mh2bePfc�t

Cbat = Mele Pbat
(
ηdisavgηchgavg

)−sgn(Pbat )�t
(3)

Mh2 and Mele are the prices of hydrogen and electricity in $/g and $/kWh.
Transition costs are associated with the feasibility of moving from one node to

another. When a hop from node to node is infeasible, a very large cost is added to the
switching cost. Conversely, if the link is feasible from node to node, the transition costs
are low. For the hydrogen fuel cell hybrid system, the power of the fuel cell must be
between its lower power limit Pfc,min and upper power limit Pfc,max, and the rate of
change of its power �Pfc must not be greater than the allowed range of the battery
system. The battery also has a lower power limit Pbat,min and upper power limit Pbat,max,
and the power allocated to the battery must be within this range. The battery also has a
limit on SOC, which should be between its permissible lower boundary SOCL and upper
boundary SOCH . The introduction of the SOC end value constraint, which allows the
battery SOC to be the same at the start and end moments to avoid additional charging
processes, is important for the control of the power cell SOC during the operating cycle.
Equation (4) lists all constraints.

The implementation of the constraint on the final SOC relies on imposing a large
transition cost on the paths that deviate from the set value at the final moment T, and this
transition cost increases with the degree of deviation, and is expressed as (5).

s.t.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

SOC0 = SOCE = SOCN

SOCL < SOC < SOCH

Pfc,min < Pfc < Pfc,max

Pbat,min < Pbat < Pbat,max∣∣�Pfc
∣∣ < �Pdc,lmt

(4)

CSOC−N,k = 10γ
∣
∣SOC − SOCN,k

∣
∣ (5)
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The implementation of the constraint on the battery SOC boundary and the con-
straint on the fuel cell power rate of change relies on imposing a large transition cost at
each moment on all nodes that are outside the boundary, forcing the algorithm to find
alternative paths, with the expressions as (6–8).

CSOC−H,k = α(SOC − SOCH), SOC > SOCH (6)

CSOC−L,k = β(SOCL − SOC), SOC < SOCL (7)

Cfc, var ,k = θ
(∣
∣∣Pdc,k+1−Pdc,k

�t

∣
∣∣ − �Pdc,lmt

)2 Pdc,k+1−Pdc,k
�t > �Pdc,lmt (8)

The constraint on fuel cell power and the battery is achieved by relying on limiting
the decision space to the power of the fuel cell only, which can be achieved indirectly
through the power balance relationship on the busbar in Eq. (9).

xLB = max(Pfc_min,Pload − Pbat,max)

xUB = min(Pfc_max,Pload + Pbat,min)
(9)

3 Simulation Validation and Comparative Analysis

3.1 Simulation Model Construction

In order to obtain valid simulation results, the electrical and mechanical parts of the
power system of the new-energy hybrid trolley train need to be modeled, consisting of
at least five different subsystems as shown in Table 1.

Table 1. Power system subsystems and their description

Subsystems Description

Fuel cells 3*81 kW PEMC

Power batteries 460 Ah LiFePO4 battery

DC/DC Unidirectional boost DCDC converters

Motors 2*215 kW AC motor

Energy management systems Implementation of energy management control algorithms

3.1.1 Fuel Cell System Modeling

The fuel cell model is calculated as follows: the system input variable is the fuel cell
power and the output variables are the fuel cell voltage and the instantaneous hydrogen
consumption. The fuel cell voltage can be obtained from the polarization curve and the
efficiency corresponding to the current power can also be obtained (Fig. 1).
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Fig. 1. Fuel cell characteristic curves. (a) FC voltage-current curve. (b) FC efficiency-current
curve. (c) FC power-current curve. (d) FC hydrogen flow-current curve.

According to the power efficiency curve and (12), the instantaneous hydrogen flow
rate can be found, and the instantaneous hydrogen consumption mH2, LHV is the low
heat value of hydrogen, which is taken as 120 kJ/g.

�mH2 =
Pfc

LHVηfc
,mH2 =

∫
�mH2dt (10)

3.1.2 DC/DC Model

TheDC/DCcontains non-linear components.When studying the dynamic characteristics
near the steady-state operating point, the system can be seen as approximately linear by
means of small signal analysis methods. In this paper, the internal dynamics of the
DC/DC are not studied and the joint model is solved by treating the DC/DC as a fixed
efficiency.

3.1.3 Battery System

The battery is modeled using the Rint model, where the open circuit voltage, internal
resistance, and battery power are functions of the SOC.

The current parameters of the equivalent circuit are calculated from the quadratic
equation relating the open circuit voltage, the internal resistance, and the actual power,
see (13).

IBT =
Voc −

(√
V 2
oc − 4RBTPBT

)

2RBT
(11)
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The SOC is updated according to the current value entered into the block as shown
in (14).

SOC(tk) = SOC(0) − 1

CBT

∫ tk

t0
IBT dt (12)

Calculating the open-circuit voltage and internal resistance of the battery from the
current SOC value and the temperature value by looking at the table. The battery
parameters are shown in Fig. 2.

Fig. 2. Battery characteristics curve. (a) Discharge resistance curve. (b) Charge resistance curve.
(c) Open circuit voltage curve. (d) Internal resistance–temperature curve.

3.2 Simulation Results and Comparison

In this paper, the power-time curve of a specific 20 km experimental line, derived using
the minimum time operation approach discussed earlier, is used as the optimization
object. The optimal strategy aims to minimize the hydrogen consumption cost of the
line, and the effectiveness and applicability of the method are demonstrated by a large
number of simulations and comparative experiments. The proposed method is compared
with the SOC balancing strategy, which was proposed and tested by Zhang et al. [11].

3.2.1 The Impacts on Hydrogen Consumption Costs and Power Performance

The power distribution derived from the optimization algorithm and the SOC algorithm
is shown in Fig. 3.

Using the hydrogen consumption cost and the system power index as the evaluation
criteria, the cost of hydrogen consumption for the optimization algorithm for the whole
working condition is about $34.13, while the cost of the SOC equalization algorithm is
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Fig. 3. Algorithm power allocation comparison chart. (a) Power distribution under the DP
algorithm. (b) Power distribution under SOC balancing algorithm.

Fig. 4. Comparison of hydrogen consumption costs and battery power. (a) Comparison of
hydrogen consumption costs. (b) Battery power distribution details.

about $43.26. The optimization algorithm saving of about 21%, as shown in Fig. 4(a). For
the power distribution case, the SOC balancing algorithm has more aggressive require-
ments for the upper limit of power battery charging power, which can only be solved by
limiting the power performance of the train or by means of braking resistors when the
upper limit of power battery charging power cannot be met, whereas the optimization
algorithm can achieve the characteristics of each system component through algorithmic
constraints, as shown in Fig. 4(b). Therefore, the optimization algorithm has advantages
over the SOC balancing algorithm, both in terms of cost savings and power performance.

3.2.2 Study of the Strength of the Terminal Value Constraint

Many scholars have proposed to make the initial SOC and the end-state SOC equal, but
for a hydrogen-fuelled train, the cost of hydrogen is much higher than that of the battery,
and an appropriate relaxation of the end-state SOC constraint can reduce the cost.

Where γ is the weighting factor presenting the degree of strain. A smaller weighting
factor γ indicates a weaker degree of constraint. The SOC end-state value deviates
downward from the preset value and the hydrogen cost decreases as shown in Fig. 5. At
different levels of constraint, the optimization algorithm finds the path that minimizes
the total cost. Rely on adjusting γ to find a balance between the game objectives of
hydrogen cost and SOC end-state value.
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Fig. 5. Final value constraint effects. (a) Effect on cost. (b) Effect on SOC.

Fig. 6. Effect of different initial SOC. (a) Effect on SOC. (b) Effect on cost.

3.2.3 Effect of Different Initial SOC

The effect of different initial SOC on the hydrogen cost is alsomore significant, as can be
seen from Fig. 6(a), where the algorithm canmake the final SOC all converge to the same
point for different initial SOC. As the SOC of the initial state increases, the hydrogen
consumption cost will then decrease. The reason for this is that when returning to the
same final SOC, the battery in the group with a higher initial SOC will discharge more,
resulting in the need for the fuel cell to deliver less energy, so its overall cost shows a
decreasing trend.

3.2.4 Comparison of Different Average Demand Powers

For the 20 km power-time line data, the mean power is 95.75 kW, beyond which the train
has an auxiliary power portion that can be considered a constant power rating, which
varies greatly in magnitude depending on the season and electrical equipment on board,
and whose trend is analyzed by applying an offset of x kW to the 20 km time-power data.
The curves for SOC under both algorithms shift from high to low as the average power
increases, but the optimization algorithm’s final state SOC is more biased toward being
less than 60, whereas the SOC balancing algorithm is more biased toward being greater
than 60, and it is clear that the curve of the optimization algorithm favors the choice
of control sequence with lower costs of hydrogen consumption. Figure 7(c) shows that
the optimization algorithm always has a lower hydrogen consumption than the SOC
balancing algorithm at any mean power offset. The specific degree of improvement in
hydrogen consumption cost of the optimization algorithm relative to the SOC balancing
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algorithm is presented in Fig. 7, which ranges from 9% to 21%, demonstrating the
significant effect of the optimization.

Fig. 7. Effect of different average demand powers. (a)Optimization algorithm. (b) SOCbalancing
algorithm. (c) Comparison of hydrogen consumption costs.

4 Conclusion

a. The optimization strategy can be used to derive the optimal solution of the cost func-
tion that satisfies the power constraints of each power source when the target power
demand is known. The optimization strategy proposed is significantly more cost-
effective than the SOC balancing strategy and can better meet the power performance
requirements of the vehicle.

b. The effects of different end-value constraints of the optimization algorithm on the
cost of hydrogen consumption and the final value of SOC are analyzed, and the
results show that the optimization algorithm always obtains the control sequence that
makes the cost-optimal for different weighting factors of the end-value constraints
and the hydrogen consumption cost decreases with the weakening of the SOC end
value constraint.

c. The characteristics of the optimization strategy for different initial SOC and different
average demand power are investigated, and the effectiveness and superiority of the
optimization algorithm are demonstrated by comparing it with the SOC equalization
algorithm under different average demand power.
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Abstract. Solid-state hydrogen storage is gradually becoming an effective way
for the large-scale storage and transportation of hydrogen energy. Magnesium
hydride (MgH2) has become a promising candidate among solid-state hydrogen
storagematerials due to its high hydrogen storage density, lowcost and good safety.
However, ambiguous H-Mg bond weakening mechanism of various catalysts on
MgH2 hinders the development of novel catalysts for MgH2 dehydrogenation. To
overcome this problem, we applied the model catalyst, single-atom catalyst with
accurately characterizable coordination structure, to understand the interaction
between catalyst and MgH2 surface through spin-polarized density-functional
theory calculation. We constructed heterogeneous interface structures between
single-atom catalysts and MgH2 surface including nine kinds of transition metal
atoms. The interaction between single-atom catalysts and MgH2 surface has been
well explored through bond length, electron localization function, charge den-
sity difference and crystal orbital Hamiltonian population, providing the intrinsic
information ofH-Mgbondweakeningmechanismover single-atom catalysts. This
work can establish the foundational guide for the design of novel dehydrogenation
catalysts.

Keywords: Single-atom catalysts · H-Mg bond ·Weakening mechanism ·
Density-functional theory

1 Introduction

The burning of fossil energy is inevitably accompanied by the production of large
amounts of carbon dioxide, which is themain culprit of the greenhouse effect. To achieve
carbon neutrality and carbon peaking, it is necessary to get rid of the dependence on
fossil energy. As an emerging clean energy source, hydrogen energy is considered the
most promising alternative energy source due to its many advantages [1]. In the hydro-
gen energy cycle, hydrogen is used as a carrier and contains three main components:
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preparation, storage and transportation, and application [2]. In contrast to hydrogen appli-
cation and preparation technologies, hydrogen storage and transportation technologies
are relatively underdeveloped. Among the hydrogen storage methods, solid-state hydro-
gen storage is a hot research topic in this field. And Magnesium hydride (MgH2), as a
popular research object among solid-state hydrogen storage materials, possesses high
gravimetric hydrogen density (about 7.6 wt%) and volumetric hydrogen density (about
110 g/L), good reversibility and low cost characteristics [3–5].

However, poor dehydrogenation kinetics and thermodynamic properties have hin-
dered its commercial application. In practical applications, its operating temperature is
450–550 °C [6]. To enhance the dehydrogenation performance of MgH2, researchers
have taken a series of measures, including alloying [7–10], nanostructuring [11], cat-
alyzing [12–15], and construction of composite systems [16–18]. Among them, cata-
lyst doping is considered as a promising improvement strategy. Catalysts can enhance
the hydrogen release thermodynamic properties of MgH2 by reducing the activation
energy required for the chemical reaction. Common catalysts such as transition metals,
metal oxides and carbon nanomaterials can be used to enhance the dehydrogenation
performance of MgH2. However, with the addition of catalysts also makes the gravi-
metric hydrogen storage density of the system significantly lower. The emergence of
metal–carbon composites has emerged as one of the most promising solutions. Carbon-
based single-atom catalysts offer the maximum atom utilization while allowing further
enhancement of the gravimetric hydrogen storage density.

Single atom catalysts show excellent catalytic activity in many fields, and also have
exceptional performance in promoting metal hydride dehydrogenation. Both experi-
ments and theoretical calculations have found that single atom catalysts can enhance the
dehydrogenation performance of MgH2. However, the catalytic mechanism of single
atom catalysts for the MgH2 system is still unknown. In the experiment, Huang et al.
successfully prepared highly dispersed metal catalysts synthesized on nitrogen doped
carbon (M–N–C) [23]. It was found that the addition of the nickel based catalysts in
MgH2 reduced the activation energy to 87.2 ± 5.4 kJ mol−1. Previous work found the
“burst effect” of layer-by-layer dehydrogenation on the surface of MgH2(110) by DFT
calculations, where the surface dehydrogenation energy barrier is maximum and then
decreases layer by layer [19]. Then we constructed heterojunctions of nine single-atom
catalysts with MgH2(110) and found that the surface dehydrogenation energy barrier of
MgH2 decreased a lot in the presence of catalysts [20]. In addition, Sun et al. [21] found
that graphene dopedwithN, P, and Swas also able to reduce the surface dehydrogenation
energy barrier of MgH2. Deng et al. [22]constructed a MgH2/graphene heterojunction
and introduced precious metals (Pd and Pt) to further improve dehydrogenation per-
formance. Obviously, we can find that single atom catalysts have an ideal effect in
improving the dehydrogenation performance of MgH2. At the same time, it can also
ensure the gravimetric hydrogen storage density of solid hydrogen storage materials.

Motivated by the above work, in this work, we constructed nine heterojunction
structures. These heterojunction structures are composed of a single atom catalyst with
graphene doped with three nitrogen atoms loaded with transition metal atoms as the
substrate and a MgH2(110) surface. Firstly, we found the optimal interlayer distance for
different heterojunctions, and then conducted structural optimization calculations for
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all heterojunctions. After calculation, it was found that the catalyst-loaded metal atoms
moved further toward the MgH2 surface. At the same time, the H-Mg bond length on
the MgH2 surface slightly increased. Moreover, the degree of increase in H-Mg bonds
varies slightly among different species. To further explore the intrinsic reasons for this
phenomenon, electron localization function, charge density difference and crystal orbital
Hamiltonian population analyseswere performedon these heterojunction systems.These
analyses were used to further improve the knowledge of the mechanism of catalyst-
promoted dehydrogenation of MgH2.

2 Computational Methods

In this work, the Projector Augmented Wave (PAW) technique and the Vienna Ab initio
SimulationPackage (VASP5.4.4)were used to calculate density functional theory (DFT).
The Perdew–Burke–Ernzerhof (PBE) function is used to characterize the exchange–cor-
relation energy in the generalized gradient approximation (GGA) [23–25]. Themodeling
of hydrogen adsorption and desorption by PBE is reasonably accurate and in good agree-
ment with the experimental results from ultrahigh vacuum, according to prior benchmark
studies and discussions [26, 27]. We also consider spin polarization and van der Waals
corrections using the DFT-D3 method [28, 29]. The dipole moment is modified along
the z-direction in each calculation. A (4 × 4 × 1) �-centered k-point grid was used to
achieve structural relaxation, and a plane wave basis set with a 500 eV energy cutoff
was used to represent valence electrons. Geometries were considered relaxed whenever
the sum of all atom forces fell below 0.02 eV Å−1. To calculate the effect of spin polar-
ization on the system, we set ISPIN = 2. Since there were dipole moments in the slabe
model, which can have a certain impact on the results. Therefore, to make the results
more accurate, we set LDIPOL = TRUE and IDIPOL = 3.

To investigate the charge change brought on by the addition of SACs (�ρ), we
calculated the charge density difference. Charge density difference, one of the most
important techniques for studying electronic structures,was calculatedusing the formula:

�ρ = ρAB − ρA − ρB (1)

where �ρ represents the change value in charge density, ρAB represents the charge
densitywhen two fragments ofAandBare together, andρA andρB respectively represent
the chargedensitieswhenAandBare individually present at the sameposition.TheLocal
Orbital Basis Suite towards Electronic-Structure Reconstruction (LOBSTER) software
is used to calculate the Crystal Orbital Hamilton Population (COHP) approach, which
is used to investigate the bonding mechanism of chemical bonds in the system [30–33].

In this work, we chose the most stable 110 surface of MgH2 to study the dehy-
drogenation phenomenon [34]. The catalysts were loaded with transition metal atoms
using three N3-doped graphene 2d materials as substrates. To successfully establish a
heterojunction structure between the catalyst and MgH2, we constructed a 4× 2 MgH2
supercell (Fig. 1a). The size of the catalyst was also adjusted to 12.33 × 12.83 Å to
reduce the lattice mismatch (Fig. 1b). A 15 Å vacuum layer was set up in the z-direction
to separate the images. The heterojunction structure was optimized by setting different
layer spacings, and it was found that the heterojunction layer spacing was about 2.75 Å
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and the energy was about −834.06 eV after optimization (Fig. 2b). The final structure
of this work is shown in Fig. 1c.

Fig. 1 (a) Side and top views of MgH2(110) surface. (b) Side and top views of a graphene-doped
nitrogen substrate loaded with transition metal atoms. SACs-TM (TM = Ti, V, Cr, Mn, Fe, Co,
Ni, Cu, and Zn). (c) Side view of an MgH2/SACs-TM heterojunction. White and orange spheres
represent H and Mg, respectively. Brown and blue spheres represent C and Ni (using Ni as an
example), respectively

Fig. 2 (a) Illustrations of the Bond 1 and Bond 2 in MgH2. White and orange spheres represent
H and Mg, respectively. (b) Distance-energy relationship between MgH2 and SACs-Ni

3 Results and Discussion

3.1 Performance of H-Mg Bond Length of Pure MgH2 and MgH2/SACs-TM

To understand what happens after the addition of SACs-TM, we performed structural
optimization calculations for all heterojunction models. After convergence of the struc-
tural optimization, we found that the bond length of H-Mg in pure MgH2 is 1.85 Å
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(including Bond 1 and Bond 2). However, a significant increase in the bond length of
H-Mg bond in MgH2 occurs regardless of which single atom catalyst is added to MgH2.
The largest increase in the bond length of the H-Mg bond was observed for the addi-
tion of SACs-Ni, with the bond length reaching about 2.03 Å (Bond 2). In addition, the
SACs-Co, V and Cu also increase the bond length of the H-Mg bond to about 2.01 Å
(the maximum of Bond 1 and Bond 2), which is slightly less effective than Ni. SACs-Fe
had a similar effect on Bond 1 and Bond 2. However, the other SACs-TM have slightly
different effects on Bond 1 and Bond 2. Among them, SACs-TM (TM = Ti, V, Cr, Zn)
has a stronger effect on Bond 1 and a slightly less effect on Bond 2. On the contrary,
SACs-TM (TM=Mn, Co, Ni, Cu) have a stronger effect on Bond 2.We attribute the dif-
ferent effects of different single-atom catalysts on Bond 1 and Bond 2 to the fact that the
structure of the heterojunction systemwill be somewhat different after optimization. It is
easily found that in the presence of single-atom catalysts, the bond energy decreases as
the bond length of H-Mg becomes longer, thus reducing the energy required to break the
H-Mg bond. The addition of these single-atom catalysts weakens the H-Mg interactions
and thus facilitates the dehydrogenation process (Fig. 3).

Fig. 3 Bond 1 and Bond 2 (H-Mg) bond length changes before and after the addition of SACs-TM
(TM = Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn)

3.2 Electron Localization Function of Pure MgH2 and MgH2/SACs-TM

To understand the mechanism of H-Mg bond weakening, we analyzed the catalytic
mechanism of single-atom catalysts on theMgH2 surface from another perspective. ELF
is one of themeans to study the electronic structure, where the strength of theH-Mg bond
can be analyzed [35]. First, we performed electron localization function (ELF) analysis
on pureMgH2 to understand the charge distribution of H atoms on the 110 surface. Then,
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we further performed ELF analysis on the heterojunction system with the addition of
different single-atom catalysts to study the change of H atom charge distribution after
the addition of SACs. The red region is used to indicate the higher electron density, while
the blue region indicates the lower electron density. We can clearly see that there is a
very full red region around the H-Mg bond on the MgH2 surface without the addition
of a single-atom catalyst. This indicates that there are more electrons distributed in this
part, indicating that the H-Mg bond (bond 1 and bond 2 are very stable). In addition,
the red region around the H-Mg bond in the second layer is slightly reduced, but the
H-Mg bond here is still more stable. However, the red region around the H-Mg bond
on the MgH2 surface is greatly reduced after the addition of the monatomic catalyst. In
particular, the red area around Bond 1 and Bond 2 shrinks to a greater extent, because this
area is most affected by the catalyst. On the contrary, the red area around the H-Mg bond
in the second layer has only a small change. Therefore, we believe that the single-atom
catalyst mainly has a greater effect on the charge distribution on the MgH2 surface. By
the electron cloud distribution analysis, we can confirm that the H-Mg bonds (Bond 1
and Bond 2) on the surface of MgH2(110) are weakened by the action of the monatomic
catalyst. Among all the catalysts, the H-Mg bonds in the presence of SACs-Mn, Co, Cu
and Ni are weakened more than the other transition metal atoms and there is almost no
electron distribution above the bonds. This is consistent with the previous results on the
bond length variation. Some studies [36] have pointed out that the interaction between
the unsaturated d-layer electrons of metals and the valence electron of H will weaken the
H-Mg bond, thus promoting the dehydrogenation process of MgH2, which is consistent
with the research results in this paper (Fig. 4).

3.3 Charge Density Difference of MgH2/SACs-TM

To understand the mechanism of H-Mg bond weakening, we analyze the heterojunction
system from the electronic structure level. Analysis of charge transfer is an essential
method to determine whether the bond strength becomes weaker or not. Therefore, we
performed charge density difference calculations for all heterojunction systems with
doped catalysts. From the calculation results, it can be seen that charge transfer occurs
in all the heterojunction systems after the addition of catalysts. The amount of charge
transfer is more compared to the previous MgH2/SACs system in the N4 system [20].
Therefore, it is reasonable to believe that the dehydrogenation energy barrier is lower in
this system. In detail, different charge transfers occur in different heterojunctions.Among
them, both the catalyst and MgH2 in the MgH2/SACs-Ti system lose their charges, and
the charges accumulate at the space layer between the heterojunction heterojunctions.
However, most of the catalyst in the other heterojunction systems flows to MgH2, while
a small amount of charge accumulates at the space layer between the heterojunctions.
This charge transfer may be one of the important reasons for the weakening of the H-Mg
bond (Fig. 5).

3.4 Crystal Orbital Hamilton Population of Pure MgH2 and MgH2/SACs-TM

To further reveal the mechanism of H-Mg bond weakening, this work calculates the
integral crystal orbital Hamiltonian population (ICOHP) integral values of H-Mg bonds
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Fig. 4 ELFs of pure MgH2 and MgH2/SACs-TM (TM= Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn). The
section is the 010 plane of the H atom nearest to the metal atom. In the color bars, 1 represents
a fully localized state, 0.5 represents a uniform electronic gas state, and 0 represents a fully
non-localized state

in different systems by means of the COHP method. To facilitate the comparison, the
ICOHP values of the H-Mg bonds (Bond 1 and Bond 2) in different systems were
statistically analyzed. From the ICOHP values, the sizes of Bond 1 and Bond 2 of pure
MgH2 are almost identical at −0.49. Also, we found that the COHP analysis is almost
identical and neither of them occupies the antibond orbital. Therefore, we can assume
that the H-Mg bonds (Bond 1 and Bond 2) on the surface of pure MgH2 (110) are very
stable. However, all ICOHP values changed after the addition of single-atom catalysts.
Also, the addition of monatomic catalysts leads to the appearance of antibonding orbitals
as can be seen in the COHP analysis. Therefore, we can assume that the catalyst causes
a decrease in the stability of the H-Mg bonds (Bond 1 and Bond 2). Compared to the
results of previous studies, the value of ICOHP in this work is more variable and the
weakening of the H-Mg bonds is more pronounced. We speculate that this phenomenon
occurs because the single-atom catalysts in the present work carry metal atoms closer
to the H atoms. This again confirms that SACs can promote MgH2 dehydrogenation by
weakening the H-Mg bond (Figs. 6, 7).

After the above analysis, it has been confirmed that the single atom catalyst doped
with N3 has a better weakening effect on the H-Mg bond. And further understanding of
the weakening mechanism of H-Mg bonds. Next, study the effects of different coordina-
tion environments on catalysts to find a descriptor. Finally, we hope to design catalysts
using the descriptor to provide theoretical guidance for the commercial application of
Mg based solid hydrogen storage materials.
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Fig. 5 Calculated charge density differences of MgH2/SACs-TM (TM = Ti, V, Cr, Zn, Cu, Mn,
Co, Fe, andNi) induced by the addition of SACs. The yellow and blue isosurfaces indicate electron
accumulation and loss, respectively. All the results are plotted with an isovalue of 0.01 e·Å−3.
White, orange, and brown spheres represent H, Mg, and C, respectively
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Fig. 6 (a–j) COHP analysis of the H-Mg Bond 1 and Bond 2 in MgH2 and MgH2/SACs-TM
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Fig. 7 Comparison of the integral values of H-Mg Bond 1 and Bond 2 between MgH2 and
MgH2/SACs-TM in the system. The top half is from this work, using a N3-doped catalyst, and
the bottom half is from the previous work, using a N4-doped catalyst

4 Conclusion

In summary, we optimized pure MgH2 and nine MgH2/SACs-TM heterojunction sys-
tems using DFT-D3 calculations of spin polarization, respectively. We found that the
MgH2 dehydrogenation performance of all heterojunction systems was improved by the
addition of SACs. This was mainly manifested by a significant increase in the outermost
H-Mg bond length ofMgH2(110) after the addition of the catalyst. However, the addition
of different SACs-TM can have different effects on Bond 1 and Bond 2. We speculate
that this is attributed to some differences in the conformation of different heterojunc-
tion systems after optimization. To in-depth analyze the binding properties of SACs and
MgH2 and the weakening mechanism of the H-Mg bond, electron localization function,
charge density difference and crystal orbital Hamiltonian population analyses were per-
formed on the heterojunction. Furthermore, this work provides important guidance for
the design of novel MgH2/SACs heterojunction materials and offers a solution for the
slow kinetics of MgH2 dehydrogenation in hydrogen storage.
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